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Abstract 

This work concerns the modelling of scenarios for a residential hydrogen refuelling 

system. Such a system is under construction within the Engineering Safe and 

Compact Hydrogen Energy Reserves (ESCHER) project. Non-reacting and reacting 

simulations are compared against experimental data before being applied to a 

residential garage scenario. The non-reacting simulations utilise natural ventilation, 

which utilises the natural buoyancy of hydrogen and vent locations to disperse 

flammable mixtures. This is favoured over mechanical ventilation, which could fail. 

The non-reacting work focuses on investigating the most suitable venting 

configuration for a release of hydrogen from a refuelling system located within a 

residential garage. Different vent configurations are examined initially before 

proceeding to take into account atmospheric conditions, wind, and the presence of a 

vehicle for the two best venting configurations. This is to determine the venting 

configuration that would diminish the accumulation of a flammable mixture, as well as 

dissipating the mixture quickest after the release has stopped. The modelling 

strategy utilised for this work is validated against two different sets of experimental 

data, prior to the investigation into residential garages. The predicted and 

experimental results show good agreement for the modelling procedure suggested. 

The reacting investigations are for both premixed and non-premixed combustion. The 

non-premixed combustion investigates the temperature distributions and as such the 

possible harm to people for such a scenario, compared against experimental data. 

The results show some over predictions of the temperatures. The premixed 

combustion investigates the potential overpressures that may occur if a 

homogeneous mixture was to form and ignite, within a residential garage. This work 

is preceded by a validation of the combustion model with the predicted results 

compared to data from The University of Sydney. The validation results show that the 

modelling strategy matches the peak overpressures accurately. 

The non-reacting studies show that having a lower vent opposite the release and an 

higher vent near the release produces the smallest flammable mixture as well as 

dissipating the mixture to the external surroundings quickest. The non-premixed 

reacting work shows good agreement with experimental results. The premixed 
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reacting work shows that the garage would destruct with major consequences to 

people and surroundings. This work would be applicable to any potential usage of 

indoor refuelling for hydrogen vehicles, helping to determine a suitable configuration 

for mitigating hydrogen releases. It should be noted that all such work is 

geometrically dependent and as such the strategy proposed would be useful for 

investigating individual scenarios. 
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Chapter 1 – Introduction 

1.1 Introduction 

The emissions from the procurement and use of fossil fuels for energy are becoming 

a major issue. The 2015 United Nations Climate Change Conference, in Paris, had a 

major focus on reducing the global temperature increase. There is a specific focus on 

reducing CO2 emissions, which will reduce the global temperature rise and by 

extension damage to the environment (The Committee on Climate Change, 2015). 

The major sectors that produce CO2 in the UK are Power, Transport and Industry. 

The majority of CO2 in the sectors mentioned is commonly from the use of fossil 

fuels. There are various solutions for these sectors that can be implemented with the 

exception of transport. This is one of the more difficult areas to replace fossil fuels 

(The Committee on Climate Change, 2015). The use of carbon capture storage could 

aid in the reduction of CO2 however we are also seeing a depletion of fossil fuels, so 

a green replacement would be superior. 

The government needs to decide on the routes that it wishes to take to reach its 

commitments to the emissions reductions. This is especially prevalent in the 

transport sector (The Committee on Climate Change, 2015). There are two solutions 

for the transport sector, one is to use electric vehicles and the other is hydrogen 

fuelled vehicles. However hydrogen as a fuel has its benefits, due to the storage 

capacity compared to batteries used for electric vehicles. The downside to both 

technologies is the recharging stations/system. Electric recharging takes some time 

for a full charge, whilst hydrogen refuelling stations are sparse (Tobin, 2015). This is 

shown in Figure 1, a map of the UK that highlights all accessible hydrogen refuelling 

stations (Zap Map, 2016).  

Another problem with electric cars is that most have an approximate range of 100 

miles, with the exception of Tesla but that comes at a hefty price (Carbuyer, 2016; 

Schaal, 2015). The advantage for hydrogen cars is that the range is 300+ miles on a 

full tank (Carbuyer, 2015; Vaughan, 2015). However this is currently mitigated by the 

lack of infrastructure for refuelling and thus reduces the effective range to half the full 

range, 150+ miles. 
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Figure 1 A map of the hydrogen refuelling stations currently within the UK (Zap Map, 2016). 

The potential use of hydrogen as an energy source for domestic transport was also 

increased greatly when Toyota released the patents on a lot of their hydrogen 

vehicles (Financial Post, 2015). Yet still the problem facing the UK is the lack of 

infrastructure, with ITM Power opening the first hydrogen refuelling station outside of 

the South of England, in Yorkshire in 2015 (BBC, 2015; Markillie, 2015). However 

there is still a major lack of refuelling stations, as shown in Figure 1, this is what the 

ESCHER project research aims to achieve. 

The ESCHER project is aimed at producing a residential hydrogen refuelling system 

via a two stage metal hydride compression system to produce the required pressure 

for delivery to a hydrogen vehicle. The total amount of hydrogen to be supplied to the 

vehicle is 600 g which should be enough for daily commuting. This should also be 

enough to get someone to the nearest public hydrogen refuelling station, when they 

increase in number. This work is performed jointly with the Universities of Nottingham 

and Birmingham, who have worked on developing the materials and designing the 
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system. There is also a need to prove the safety of such systems and how to mitigate 

any dangers that may arise, this work aims to address such issues. 

The safety is a big concern with any new equipment but compounded further when it 

involves hydrogen. This is not just because of the risks associated with hydrogen but 

more so the public opinion of it. Historical incidents such as the Hindenburg 

(airships.net, 2009) and Fukushima Daiichi disasters (World Nuclear Organisiation, 

2015) to name a few, do not help with the perception. The aforementioned disasters 

consisted of hydrogen combustion, however this is possible for other fuels as well. 

This is similar to airplanes that combust due to faults (National Transportation Safety 

Board, 2000). Unfortunately it normally takes an accident before people take notice 

of errors and design flaws. 

The safe usage of hydrogen as a fuel for transport is evident by an experiment 

performed in America by (Swain, 2001). A hydrogen car and a petrol car were both 

ignited, in different places on the vehicles because the leak sources were different. 

The conventional (petrol) vehicle had a leak source underneath the car, replicating a 

break in the fuel line. The hydrogen vehicle had a leak source at the top of the 

storage tank, replicating the pressure relief device (PRD) in operation. The hydrogen 

vehicle was also built to industrial standards, circa 2000. The two leak sources were 

chosen because they are the most severe single failure modes (Swain, 2001). Figure 

2 – 4 show the outcomes from the experiment. 

 

Figure 2 Shows a hydrogen car (left) and conventional car (right) at time 0 seconds. 
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Figure 3 Shows a hydrogen car (left) and conventional car (right) at time 3 seconds. 

 

Figure 4 Shows a hydrogen car (left) and conventional car (right) at time 60 seconds. 

Figure 2 shows the hydrogen car on the left and petrol car on the right. This is at time 

zero, and as such prior to ignition. Figure 3 is three seconds after ignition. It is clear 

that the hydrogen car has a jet flame from the boot of the vehicle whilst the petrol car 

has a flame underneath the centre of the car. This then proceeds to Figure 4 which is 

60 seconds after ignition. Here the hydrogen flame is diminishing; this is due to the 

tank pressure and as such the amount of hydrogen left in the tank. It would seem that 

there is no damage to the vehicle, whilst the petrol car has been fully engulfed by the 

fire. This information could help to alleviate the public perception of the dangers of 

hydrogen as a fuel. However this is solely dependent on the failure mode and thus 
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the location of the leak and ignition. A different failure mode and by proxy different 

release location could significantly alter the results. 

1.2 Motivation 

The work contained within this thesis uses CFD modelling, with the commercial code 

STAR-CCM+, as a tool for investigating hydrogen safety for refuelling within a 

residential setting. The numerical modelling is designed to capture the varying 

physical processes as well as the complex chemical interactions that occur when 

hydrogen is released indoors from a refuelling system. Various parameters can be 

examined with much greater ease than experimental techniques, at less expense 

and with no potential for accidents. 

The need for this is such that the modelling criteria would become publicly available 

and is easier to use than an in-house code. The possible repeatability of this work 

could aid others to utilise this work for other geometrical configurations. This would 

then help to pave the way for a hydrogen infrastructure and the use of hydrogen as a 

fuel for transport. The conclusions from this work would be useful, although this work 

is geometrically dependent, hence the results may alter for different geometries. This 

work also differs from current research by other institutions as this focuses on a 

different release location. The majority are investigating hydrogen released from a 

car in an enclosure, whilst this work treats the car as a solid obstacle, instead the 

release is from a refuelling system within this work. 

The combustion of hydrogen, especially when confined, is also of importance. This is 

because the harm to humans as well as the damage to structures is also of interest. 

There is the possibility of an explosive mixture forming, this work utilises a 

homogeneous mixture to investigate such phenomenon. These scenarios are 

investigated to gain knowledge into the potential behaviour of the various 

phenomena within enclosures. 

This work is useful for the progression of hydrogen infrastructure. This has the 

potential to revolutionise the transport sector and more whilst helping to reduce 

emissions. Coupling this with further research has the potential to make hydrogen the 

‘new petrol’.  
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1.3 Objectives 

The main objective of this research is to determine the most suitable ventilation 

configuration, to limit the associated risks attached to residential hydrogen refuelling. 

A secondary objective is to determine the potential harm if ignition was to occur. The 

following objectives will combine to answer the two above: 

1. Determine a suitable modelling strategy, mesh and turbulence model, for non-

reacting scenarios when hydrogen is released into an enclosure. 

2. Investigate the venting strategies for non-reacting releases, within the setting 

of a residential garage and under various atmospheric conditions. This is 

aligned against proposed safety criteria. 

3. Investigate the modelling strategies for reacting premixed hydrogen explosion 

scenarios. 

4. Investigate the modelling strategies for reacting hydrogen diffusion flames 

arising from releases. 

5. Investigate the potential harm and/or damage that may occur in the eventuality 

of a hydrogen release igniting after a homogeneous mixture has developed. 

1.4 Thesis Outline 

Chapter 1 gives a brief introduction to the reasoning behind this study and its 

importance. The current perception of hydrogen is explained and how this study can 

change the public opinion. Previous research is shown which would help to alter 

public opinions whilst the findings from this work would also add to this. 

Chapter 2 is the literature review which outlines the current research and regulations 

within the field. There is particular focus on hydrogen dispersion, combustion and 

harm criteria. 

Chapter 3 is the background theory of numerical modelling and combustion. This will 

show the governing equations solved and the numerical techniques employed within 

the software. Combustion theory for the various regimes and how they can be solved 

is also explained. 



7 
 

Chapter 4 is the dispersion validation, which was completed for two different 

experiments. The first validation; is for different turbulence models and a mesh 

sensitivity study. The second then employs the results from the first for further 

validation on a different geometry. 

Chapter 5 is the dispersion studies which consist of simulations on a geometry that 

resembles a residential garage. The studies investigate various venting 

configurations, atmospheric conditions and vehicular presence against a proposed 

set of criteria. The aim of this is to determine the best ventilation configuration which 

would reduce the flammable volume present were a hydrogen release to occur. 

Chapter 6 considers modelling of premixed hydrogen for reacting safety 

assessments. This chapter investigates a homogeneous mixture comparing results 

against experimental data using the University of Sydney combustion chamber. The 

aim is to determine the most suitable strategy for modelling this phenomenon. 

Chapter 7 is the non-premixed models for reacting safety assessment. This is a 

validation for the non-premixed combustion regime. Established data, in the form of 

the Sandia flame, is used for the validation of non-premixed combustion modelling. 

Chapter 8 considers the application of the reacting modelling strategies discussed in 

chapters 6 and 7. This chapter contains both of the combustion regimes discussed 

previously. The first section investigates a homogeneous mixture using the same 

geometry as chapter 5. This is then compared against the harm criteria outlined in 

chapter 2, to determine the potential harm and damage that is possible. The second 

section investigates diffusion flames using a geometry similar to a garage. 

Chapter 9 is the conclusions which summarises the study and deduces the 

contributions that have been made throughout the work. There is also an outline for 

potential work in the future.  
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Chapter 2 – Literature Review 

2.1 Introduction 

This chapter is a review of the literature that is relevant to the work. Firstly, the 

chemistry of hydrogen is discussed, with a comparison against some common fuels. 

This is followed by the safety considerations, which reviews harm criteria and current 

regulations. Recent works for non-reacting releases of hydrogen are covered next. 

This consists of numerical and experimental work, and is used to deduce areas for 

further investigation. This is followed by recent numerical and experimental work on 

hydrogen combustion. The aim of this work is the same as the previous, in that it is 

used to shape the areas of investigation for this work. Finally a brief overview of 

metal hydrides is given. This is because metal hydrides are going to be used in the 

refuelling system. 

2.2 Hydrogen Chemical Properties 

Hydrogen is one of the most abundant elements by mass on Earth. In normal 

conditions it is seen as dihydrogen, H2, which is nominally referred to as hydrogen. 

The hydrogen atoms are bonded together via a covalent bond; this is due to the 

atomic arrangement of a single electron. The hydrogen molecule has a bond 

enthalpy of +436 kJ mol-1 and a bond length of 74 pm (Atkins et al., 2010; Molkov, 

2012). Hydrogen is colourless, odourless and lighter than air (Molkov, 2012; 

Pritchard et al., 2009). Hydrogen consists in two forms, either ortho- or para-, these 

depend on the nuclear spins of the atomic hydrogen in the diatomic. Ortho-hydrogen 

has parallel spin states while para-hydrogen has the opposite. The two different spin 

states have a minimal difference in chemical properties, especially on the combustion 

chemistry. The majority of data applies to normal hydrogen, which is 75% ortho- and 

25% para-hydrogen, which are considered at room temperature (Molkov, 2012). 

There is quite a difference between hydrogen and other widely used fuels. Table 1 

shows a comparison of some key characteristics for hydrogen, natural gas and LPG. 

Data is taken from (H2tools.org, n.d.; Lewis and von Elbe, 1987; Molkov, 2012; 

Pritchard et al., 2009; U.S. DOE, 2015, 2009). 
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Hydrogen has a low viscosity in comparison with methane and propane which means 

that it has a higher propensity to leak. This raises issues when making sure a system 

will contain hydrogen. When combined with the vast flammability and detonability 

ranges this means the chance of an ignition and as such combustion occurring is 

increased. Although the lower flammability limits of all three chemicals are very 

similar, the lower ignition energy of hydrogen means there is a higher probability of 

ignition. The low ignition energy of 0.02 mJ is for a 2:1 H2:Air mixture (Lewis and von 

Elbe, 1987; Pritchard et al., 2009). However the low density and high diffusivity of 

hydrogen means that hydrogen would want to rise and disperse. Incorporating this 

inbuilt safety mechanism with a vent would mean that the hydrogen can release to 

atmosphere over time, thus lowering a flammable volume. This is especially the case 

if the geometry containing a leak is well ventilated. However the high diffusivity of 

hydrogen could also cause it to diffuse into materials used for construction (Molkov, 

2012). The low density of hydrogen means that it is extremely buoyant and will 

accumulate at the greatest possible height. This effect is seen as one of the greatest 

assets of hydrogen, due to its inherent safety contribution (Molkov, 2012). 

When hydrogen combusts the flame is almost invisible, thus making it very difficult to 

detect. The maximum burning velocity of hydrogen, 6.4 times greater than the other 

common fuels, can be both dangerous and helpful. It is dangerous because it causes 

the flame to be very difficult to stop or confine, this is why the suggestion for a 

hydrogen flame is to leave it to burn whilst shutting off the gas supply. There is also 

the increase in rates of pressure rise and the chance for a greater explosion 

pressure. The quicker flame speed decreases the probability of secondary fires 

occurring. Although the hydrogen flame is almost invisible the heat and turbulent 

effects on the surrounding atmosphere combined with the combustion products yield 

a fire signature (Molkov, 2012). This is only helpful when you know what you are 

looking for/at. 
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Table 1 Characteristics of hydrogen, natural gas and LPG. 

Property Hydrogen Natural gas  LPG  

Density (kg/m3) * 0.09 0.8 1.88 

Viscosity (Pa-s x 10-6) * 0.083 0.651 0.819 

Diffusion coefficient in air 

(m2/s x 10-4) * 

0.61 0.16 0.12 

Specific heat, constant 

pressure (J/g-K) 

14.89 2.22 1.56 

Flammability limits in air 

(vol%) 

4.0 – 75.0 5.3 – 15.0 2.1 – 9.5 

Detonability limits in air 

(vol%) 

13.0 – 65.0 6.3 – 13.5 3.1 – 7.0 

Ignition energy in air (mJ) 0.02 0.29 0.26 

Auto-ignition temperature 

(°C) 

585 540 487 

Flame temperature in air 

(°C) 

2045 1875 1925 

Maximum burning 

velocity (m/s) 

2.6 – 3.06 0.39 – 0.45 0.45 – 0.47 

Quenching gap (mm) * 0.6 2.0 2.0 

Thermal energy radiated 

to surroundings from 

flame (%) 

 

5.0 – 10.0 

 

10.0 – 33.0 

 

10.0 – 50.0 

*at normal temperature and pressure – 1 atmosphere and 20°C 

The vast detonability range of hydrogen does mean that there is a higher risk of 

detonation. This is mitigated by its increased diffusivity and buoyancy, which makes 

the detonability range to be reached when outside.  
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There are two different equations of state that can be used when modelling a release 

of hydrogen, the ideal gas equation or the real gas equation, although the pressures 

stored at mean the ideal gas equation is suitable. However it depends on the storage 

conditions as to which equation is used. For releases with a pressure below 10 MPa 

the ideal gas equation is suitable; however above 10 MPa the real gas equation 

should be used. This is because hydrogen will not behave ideally. The consequence 

of using the wrong equation is that the ideal gas equation would over-predict the 

mass flow rate and therefore the total mass released (Molkov, 2012) . 

When reacted with oxygen a highly exothermic reaction occurs. Although at normal 

temperatures the reaction proceeds very slowly, unless the reaction is activated by 

either a catalyst or a spark. When this happens the reaction proceeds at a quicker 

rate such that an explosion can be seen. The stoichiometric mixture is a mixture 

where all the reactants, fuel and oxidiser, are consumed (Molkov, 2012). This is 

shown by the following: 

2𝐻2 + 𝑂2  → 2𝐻2𝑂                     Δ𝑟𝐻𝜃 =  −242 𝑘𝐽 𝑚𝑜𝑙−1 

Therefore the stoichiometric concentration of hydrogen in oxygen is 66.6%. However 

the stoichiometric mixture in air is of much greater importance. Assuming air is just 

made up of 21% oxygen and 79% nitrogen, by volume. This is excluding the minority 

substances that actually make up about 1% of the ambient air. The chemical reaction 

within air is: 

2𝐻2 + (𝑂2 + 3.76𝑁2)  → 2𝐻2𝑂 + 3.76𝑁2 

This creates a stoichiometric concentration for hydrogen of 29.59% by volume, 

calculated via [2/(2+1+3.76)=0.2959]. 

The equivalence ratio is the ratio between the actual fuel-to-oxidiser ratio and the 

stoichiometric fuel-to-oxidiser ratio. There are two different ways of calculating this 

number, either using the mass or the number of moles. Using either method will yield 

the same result, as the equation is dimensionless. An equivalence ratio of one is a 

stoichiometric mixture, less than one is a lean fuel mixture and greater than one is a 

fuel rich mixture (Molkov, 2012; Poinsot and Veynante, 2005; Turns, 2000; Versteeg 

and Malalasekera, 2007). 
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Another method is to use the fuel-oxidiser ratio. However this yields different answers 

when using mass or number of moles. Therefore it seems advantageous to use the 

equivalence ratio (Molkov, 2012; Poinsot and Veynante, 2005; Turns, 2000; Versteeg 

and Malalasekera, 2007). 

Due to the way hydrogen can dissociate from its diatomic form. There is a chance of 

free atoms at higher temperatures. Due to the nature of this splitting it can be a 

strong reducing agent. This is especially the case when diffusing from the high 

temperature flame to the pre-heating area in front of the flame. The heat released 

when the atoms recombine can increase temperatures (Molkov, 2012). Hydrogen 

can dissociate either homolytically or heterolytically. Homolytic dissociation is when 

the bond breaks symmetrically, giving one product. Heterolytic dissociation is when 

the bond breaks unsymmetrically, giving two products (Atkins et al., 2010). 

Homolytic dissociation: 

𝐻2(𝑔) → 𝐻(𝑔) + 𝐻(𝑔)             Δ𝑟𝐻𝜃 =  +436 𝑘𝐽 𝑚𝑜𝑙−1 

 

Heterolytic dissociation: 

𝐻2(𝑔) → 𝐻+(𝑔) + 𝐻−(𝑔)             Δ𝑟𝐻𝜃 =  +1675 𝑘𝐽 𝑚𝑜𝑙−1 

The two different dissociation methods would yield different reaction mechanisms for 

combustion. Homolytic dissociation would be expected first due to the lower 

enthalpy. It is envisaged that during combustion, as the temperature rises, the 

reaction mechanism could follow the heterolytic route.  

The Homolytic dissociation actually produces hydrogen radicals. The currently 

understood reaction between hydrogen and oxygen occurs via a radical chain 

mechanism (Atkins and de Paula, 2009). The forward mechanism has about 20 

reactions, yielding a total of 40 reactions when the reverse reactions are taken into 

account. There are 8 main species involved which are: H2, O2, H2O, H, O, OH, O2H 

and H2O2. These are aided by another chemical that removes excess energy from 

the system (Atkins and de Paula, 2009; Mueller et al., 1999) are just some of the 

people that have expressed this. 
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There are many detailed reaction mechanisms produced for hydrogen combustion. 

The reaction mechanism used depends on many different parameters. The main 

parameters are the equivalence ratio, pressure, temperature and flame type 

(Konnov, 2008; Strohle and Myhrvold, 2007, 2006). When trying to create or use a 

reduced mechanism there are different issues that arise. The usefulness of a 

reduced mechanism depends on the area of interest; different parts of a reduced 

mechanism are more relevant for certain areas. For example, a mechanism that is 

needed for auto-ignition may not be as valid for flame speed (Strohle and Myhrvold, 

2007, 2006). Mechanisms can perform very well under some conditions and then 

poorly under others. However some are seen to perform better in general than others 

and just need minor adjustments. Fundamental mechanisms such as (Mueller et al., 

1999; Warnatz et al., 1999) are used as starting points. However some reactions are 

over looked in mechanisms, hence the varying number of reactions, although this 

can be due to the conditions that are being investigated (Hong et al., 2011; Lewis 

and von Elbe, 1987). 

The reaction mechanisms all precede in stages; starting with initiation, ending with 

extinction and other reactions including chain-branching occurring as intermediaries. 

There are many different views on the reactions that can occur at these steps, some 

brief reactions are described as follows (Atkins and de Paula, 2009; Warnatz et al., 

1999): 

𝐻2 + 𝑂2  → 2𝑂𝐻 

𝐻2 + 𝑂𝐻 → 𝐻2𝑂 + 𝐻 

𝐻 + 𝑂2  → 𝑂𝐻 + 𝑂 

𝐻2 + 𝑂 → 𝑂𝐻 + 𝐻 

𝑂2 + 𝐻 + 𝑀 → 𝐻𝑂2 + 𝑀 

This brief mechanism (Atkins and de Paula, 2009; Warnatz et al., 1999) does not 

include all of the species that can contribute to the reaction mechanism, although it 

does show how complex the reaction can be. There are still many other ways for the 

reaction to start, precede and finish (Kuo, 1986; Lewis and von Elbe, 1987; Turns, 

2000). 
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2.3 Safety Considerations 

2.3.1 Safety Objectives 

The safety assessment of any installation is of utmost importance. The provision of 

such an assessment needs a defined set of objectives aligned against relevant harm 

criteria. This section reviews the relevant criteria. 

There are three standard safety requirements for any system, including the use of 

hydrogen systems indoors. These are the preservation of, and safety to, life as well 

as the protection of property and the environment. 

The priority is obviously for safety of life, although protection of property could affect 

this. This is normally for residents and the general public. However site workers and 

first responders also need to be taken into account. The targets for life safety are as 

follows (Saffers and Molkov, 2014): 

1. Residents can depart the building in a timely manner, or the consequences to 

residents are acceptably low. 

2. First responders can operate in reasonable safety. 

3. The collapse or debris from failure does not endanger first responders or 

people near the building. 

Architects and building designers would need to take into consideration methods of 

reducing damage during design of new builds, specifically estates. This is such that 

the escalating effect of damages on surrounding property is limited or preferably 

prevented (Saffers and Molkov, 2014). 

The environmental impact from any potential accident needs to be estimated and 

considered during the planning phase. This is mainly to diminish the probability of a 

domino effect occurring. The effects on fauna and flora, asphyxiation and cold burns, 

also need to be acknowledged. This is performed by the local authority and any 

potential regulatory bodies for residential buildings. When industrial bodies are 

involved the Health and Safety Executive (HSE) become involved. 
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2.3.2 Overview of Relevant Harm Criteria 

There are numerous potential negative consequences, for humans and the 

environment, which need to be taken into account for indoor hydrogen installations. 

These criteria are discussed and surmised in the ensuing sections. 

2.3.2.1 Asphyxiation 

Evacuation for risk of asphyxiation would be needed when volumetric concentrations 

of hydrogen are greater than or equal to 9% by volume. This is when initial signs of 

asphyxiation are shown due to oxygen displacement, whilst there is a risk to life with 

concentrations greater than or equal to 42% (HySafe, 2007). 

2.3.2.2 Temperature 

The temperature effects on humans are dependent on the surrounding air 

temperatures. This is specifically the case within enclosures where the high air 

temperature can be more critical compared to the thermal radiation (Hundseid and 

Ingebrigtsen, 2001). Table 2 outlines the temperature effects on humans at varying 

levels with data taken from (Bryan, 1986; Hundseid and Ingebrigtsen, 2001). 
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Table 2 Effect of air temperature on humans. 

Temperature (K) Temperature (°C) Physiological Response 

400 127 Difficulty breathing. 

413 140 5 minute tolerance limit. 

422 149 

Temperature limit for escape. 

Difficulty breathing by mouth. 

433 160 
Rapid, unbearable pain with dry 

skin. 

455 182 
Irreversible injury after 30 second 

exposure. 

476 203 
<4 minute tolerance for respiratory 

systems with wet skin 

582 309 

Third degree burns after 20 

second exposure. No escape 

possible. 

 

2.3.2.3 Thermal Radiation 

The thermal radiation emitted by a flame may also have consequences on life, as 

well as on structures. The thermal radiation emitted is characterised by a radiant heat 

flux. It is recommended that people do not exceed a heat flux of 5 kW/m2 when 

outside (Raj, 2008). However in certain circumstances this is unavoidable. Therefore 

the radiant heat fluxes that can cause harm to humans are characterised in Table 3. 

The data is taken from (Lees, 1996; Raj, 2008; Saffers, 2010). 
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Table 3 Effect of radiant heat fluxes on humans. 

Radiant Heat Flux 

(kW/m2) 
Physiological Response 

1.5 None – Safe level for public. 

5 
Tolerable for first responders with adequate protective 

clothing. 

6 
Maximum exposure for occupants. Painful in 12 

seconds and lethal after 38 seconds. 

9.5 2nd degree burns after 20 seconds. 

12.5 – 15 
1st degree burns within 10 seconds. 1% mortality rate 

within 1 minute. 

25 
100% mortality rate in 1 minute. Significant injury in 10 

seconds. 

35 – 37.5 1% mortality rate within 10 seconds. 

 

The radiant heat fluxes that can cause damage to structures and the environment are 

shown in Table 4. The heat fluxes for structural damage are significantly higher than 

those for humans. The data is taken from (Lees, 1996; Saffers, 2010) 
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Table 4 Effect of radiant heat fluxes on structures and the environment. 

Radiant Heat Flux 

(kW/m2) 
Environmental and Structural Response 

5 Significant window damage. 

8 – 12 High propensity for the domino effect. 

10 
Heating of structures. Increase of temperature and 

pressure in liquid and gas storage. 

16 
Structural failure for prolonged exposure, excludes 

concrete. 

20 
Concrete structures can withstand for prolonged 

period of time, several hours. 

30 Non-pilot ignition of wood. 

38 Damage to process equipment and storage tanks. 

100 Weakening of steel. 

200 Concrete structures fail in 30 – 60 minutes. 

 

2.3.2.4 Over-pressure 

The over-pressure is the pressure increase above the local atmospheric pressure. 

This is normally caused by combustion and/or explosions. Over-pressure can have 

catastrophic consequences for humans, both direct and indirect. The direct 

consequences of over-pressures are shown in Table 5, the data is from (Gallego and 

Valero, n.d.; Saffers, 2010; Stewart, 2010; Zipf and Cashdollar, n.d.).  
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Table 5 Effect of direct over-pressure contact on humans. 

Over-pressure (kPa) Physiological Response 

6.9 – 8 Minor injuries to people in the open. 

10 – 21 Serious injuries to people inside, with some fatalities. 

30 Increased risk of fatality inside. 

34 – 105 Ear drums rupture, potential limitation on evacuation. 

54 Fatal head injuries occur. 

560 Severe lung damage occurs. 

910 50% mortality rate inside, 15% in the open. 

1400 100% mortality rate inside. 

 

The indirect consequences of over-pressure on humans are shown in Table 6, again 

taken from (Saffers, 2010; Zipf and Cashdollar, n.d.). The in-direct consequences 

yield from structures being impacted by a pressure wave. 

The word missile corresponds to any object that is forced to move by the pressure 

wave. They are normally caused by fragmentation of structures. 

Structural damage caused by over-pressure can also have consequences for people, 

even if they were lucky enough to not be effected initially. The structural response to 

over-pressure is given in Table 7, the information is taken from (Lees, 1996; Mercx et 

al., 1991; Saffers, 2010; Zipf and Cashdollar, n.d.). 

The other major consequence that could happen is the domino effect to neighbouring 

structures. The threshold for this can be defined as 20 kPa (Saffers, 2010). 
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Table 6 Effect of indirect over-pressure contact on humans. 

Over-pressure (kPa) Physiological and Structural Responses 

3 – 6.9 Glass fragments, producing missiles that cause damage. 

6.9 – 13.8 Skin lacerations caused by missiles. 

10.3 – 20 People knocked down by pressure wave. 

13.8 Potential to be thrown against objects by pressure wave. 

27.6 – 34.5 50% mortality rate caused by missile wounds. 

48.3 – 68.9 100% mortality rate caused by missile wounds. 

Table 7 Effect of over-pressure on structures. 

Over-pressure (kPa) Structural Response 

0.7 – 1 5% of window panes break. 

1.4 – 3 50% of window panes break. Habitable after repairs. 

3 – 6 90% of window panes break. Minor structural damage. 

6 – 14 Doors and window frames break. 

9 Clad building steel frames distort slightly. 

14 – 28 

Unhabitable, partial collapse of roof and some external 

walls. Non-reinforced concrete/cinder block walls shatter. 

Residential structures collapse. 

30 Buildings not specifically designed destroyed. 

35 – 80 
50 – 75% of external brickwork destroyed or unsafe. Most 

buildings collapse. 

80 – 260 Near complete destruction of reinforced buildings. 

50 – 100 Displacement of cylindrical storage and failure of pipework. 
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2.3.3 Current Regulations and Standards 

It is worth noting that as it currently stands there are no regulations that are 

applicable for hydrogen storage and use within residential buildings. However it is 

envisaged that the current regulations will be altered from the regulations that stand 

for the work place. In the UK any standards that are related to residential buildings 

are not currently governed by the Health and Safety Executive (HSE). Residential 

standards are covered by a local authority, normally the council or fire brigade. This 

could raise issues as different governing bodies may take various viewpoints. 

The need for the standards is to minimise the probability of any failure which could 

result in loss of life as well as damage to property and people. They would also help 

to neglect the common perceptions of hydrogen (Hawksworth, 2000). There are 

minimal hydrogen specific regulations although hydrogen is covered by broader 

regulations, related to various fuels. The majority of regulations that are hydrogen 

specific are related to fuel cells. 

The main regulation in the UK is “The Dangerous Substances and Explosive 

Atmospheres Regulations” (DSEAR) 2002 (Health and Safety Executive, 2002). This 

directive is for employers but can be used for residential buildings also. This is based 

on the EU directives known as ATEX 137 (European Parliament, 2000) and ATEX 95 

(European Parliament, 1994). ATEX is shorthand for the French title of ATEX 95, the 

first regulation, which is ATmosphères EXplosibles. These are discussed in depth 

later as they are EU wide. There is one exception that is in the DSEAR which is not 

in either of the ATEX directives. This is the need to have arrangements in place with 

the relevant emergency services and initial responders to deal with any incidents and 

emergencies. 

ATEX 137 (European Parliament, 2000) is a directive, set by the EU, which deals 

with the protection of workers from the risk of explosive atmospheres. This directive 

states that it will not be applied to the manufacture, handling, use, transport or 

storage of explosive or chemically unstable substances. This means that the directive 

is applicable for hydrogen, as there is a possibility of an explosive atmosphere 

forming. The term explosive atmosphere means a mixture with air, in atmospheric 
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conditions, of flammable substances, which after ignition; combustion spreads 

throughout the entire unburnt area. 

The basic principles for protecting against explosions are: 

1. Preventing the formation of explosive atmospheres. Where the activity 

disallows this then following take precedent: 

a) Avoidance of ignition sources to the explosive regime. 

b) Mitigating the effects of an explosion, such that safety of people is 

sustained. 

2. Measures may be combined or supplemented for protection against 

propagation of explosions. 

 The directive also states that a risk assessment must be carried out that takes 

account for: 

1. The probability that an explosive atmosphere occurs and its duration. 

2. The presence of any ignition sources, electrostatic discharges included, and if 

they could be active or effective. 

3. The installation itself and any substances that could interact/react. 

4. Gauging any possible effects. 

5. Any connections from the potential area to others. 

The risk assessment should then be used to aid the writing of a document, known as 

the explosion protection document. This document is designed to provide evidence 

that a risk assessment has been performed and that any necessary protection 

measures have been implemented. The location where an explosive atmosphere 

may occur can be classified into one of six zones. This classification is then used 

within the document; with the proviso that any area with a classification has 

appropriate warnings in place. This document must be in place before any work and 

must be revised if any changes are made to the area in question. 

The classification into a zone is only needed if special precautions are used for 

protection, as it is then deemed to be potentially hazardous. The zones are then 

decided upon depending on the timespan and probability of an explosive atmosphere 

being formed. Although there are six zones, Table 8 shows how the zones are 

decided upon. It can be seen that hydrogen would fall into zone 2 whilst a metal 
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hydride would fall into zone 22, for the system that is being designed within the 

ESCHER project. 

Table 8 Classification of the hazardous zones (European Parliament, 2000) 

Zone Substance Probability Timespan Equipment Category 

0 Gas, vapour or 

mist 

Frequently Continuous or 

long 

1 

1 Gas, vapour or 

mist 

Likely  1 or 2 

2 Gas, vapour or 

mist 

Not likely Short 1, 2 or 3 

20 Dust Frequently Constant or long 1 

21 Dust Likely  1or 2 

22 Dust Not likely Short 1, 2 or 3 

 

The equipment category in Table 8 is used within ATEX 95 (European Parliament, 

1994). This is covered later within this section. 

There are many protective measures that need to be enforced. The major measure 

for the gaseous explosive atmosphere is to remove the mixture to a safe area. When 

using hydrogen this would be via venting to the atmosphere, whilst making the 

release externally safe. There is also a need to take into account any other 

substances that could be harmful and negating the effect they can induce. The 

prevention of ignition hazards is also needed, this includes electrostatic ignition. 

Whilst it can be relatively easy to prevent the majority of ignition sources, 

electrostatic ignition can be very difficult to overcome; as such suitable clothing 

should be worn. Any other equipment that will be used within the classified zone also 

needs to be suitable for use within the designated category. Whilst maintenance and 

use of the equipment should diminish the probability of an explosion, if an explosion 

does occur there should be systems in place to negate the consequences. Ideally 

there should be a warning system in situ, such that a warning is given before an 
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explosive atmosphere has been reached. The area that can contain an explosive 

atmosphere should be verified before any equipment is used. This verification must 

be carried out by suitable people. 

There is the possibility of making technical adjustments to this directive, if suitable 

technical progress has been made. This directive has also made a guide of good 

practise for all EU member states that is non-binding in nature. However each 

member state should have regulations and laws in place that enforce this directive, 

the DSEAR in the UK. 

ATEX 95 (European Parliament, 1994) is another directive set by the EU, which 

focuses on equipment and protective systems for use within explosive atmospheres, 

this relates to the final column in Table 8. It actually gives minimum conditions for all 

countries within the union. This is such that even if a member state has its own 

regulations; there will be no impingement on trade with other states. Although the 

directive is mainly focused on equipment within a potentially explosive atmosphere, 

there is also focus on the use outside of these areas. This is for the focus on 

minimising the explosive atmosphere. However if the equipment is designed for use 

within a residential setting, where explosive atmospheres are not intended to exist, 

then this directive does not apply. 

Equipment is classed as machines, apparatus, control components and 

instrumentation. For which the intended use is within the generation, storage, 

measurement, control and conversion of energy. Protective systems are defined as 

units that are intended to stop the developing explosions at once and/or limit the 

range of the flames and pressures. The equipment can be split into either surface 

use or the mining industry, only the surface usage is covered here. The surface use 

category has three sub-categories, shown in Table 9, all of which can be applicable 

to hydrogen. 
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Table 9 The level of protection needed for the sub-categories. (European Parliament, 1994) 

Category Level of protection needed 

1 Very high 

2 High 

3 Normal 

The equipment and protective systems have to be designed such that they prevent 

explosive atmospheres forming, the ignition of such atmospheres and finally the 

mitigation of the affects if an explosion occurs. They should be designed such that all 

possible faults are considered, whilst the misuse of the equipment needs to be 

anticipated as well. The surrounding, atmospheric, conditions also need to be taken 

into account. Any materials need to be selected such that no reaction would occur 

and as such an explosion would not be initiated. Any other potential ignition source, 

including electrostatic, must not occur or have appropriate measures in place. The 

ignition sources must not be able to become active at all. The protective measures 

need to be independent such that if one fails another is not affected. The protective 

systems should be designed such that any explosion is mitigated, whilst preventing 

any spreading via chain reactions or flashover. They must also be able to work if a 

power failure was to occur or there is any other external interference. When planning 

the prevention and mitigation measures, the maximum pressure and temperature 

possible need to be used. This is for the scenario that an explosion does occur. 

Finally, the system should be able to sustain its integrity in the event of an explosion 

(European Parliament, 1994). 

The dispensing of hydrogen from an installation to a vehicle is covered by the 

standard SAE J2601 (SAE, 2014a). The standard covers both 35 and 70 MPa 

vehicle tanks and has the protocol for communicating and non-communicating 

refuellers. The upper bound for temperature reached within the vehicle tank is 85°C 

whilst the maximum pressure is classed as 125% of the nominal working pressure of 

the tank. The vehicle tank has a pressure range that is greater than 0.5 MPa or lower 

than the nominal working pressure. Anything outside of this range then refuelling will 

not occur. The lower limit is because of the excessive heat that would be generated 

within the refuelling process. This is because the refuelling time is designed to be at 
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most three minutes. The upper limit is because above this the tank would already 

have the maximum amount of hydrogen. There is an ambient external temperature 

range of between -40°C and 50°C. The flow rate of hydrogen from the nozzle has to 

be less than or equal to 60 g/s. A pressure pulse is sent from the nozzle to the 

vehicle to determine the pressure in the tank to determine the initial pressure inside 

(SAE, 2014a) . The nozzle and receptacles are covered by the standard SAE J2600 

(SAE, 2012). This is in place to test and make sure that nozzles and receptacles do 

not allow a different, mainly greater, pressure class to be used on a tank. They are 

not allowed to be made of materials that could generate a spark. They should be able 

to withstand the pressures set out in SAE J2601 (SAE, 2012). The standard, SAE 

J2799 (SAE, 2014b), covers refuellers that can communicate with the vehicle. The 

basic concept is shown in Figure 5. The rest of the standard covers the programming 

of the communication. 

 

Figure 5 Basic hydrogen gas fuelling design (SAE, 2014b) 

The Health and Safety Laboratory, HSL, have come up with some installation 

guidance on behalf of The Health and Safety Executive, HSE (Pritchard et al., 2009). 

These guidelines sum up the regulations and standards discussed above. A major 

point that is not really covered previously is the siting of any vents. The vents need to 

be sited such that they take into account any other buildings and/or openings 

(Pritchard et al., 2009). 
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2.4 Hydrogen Dispersion 

2.4.1 Introduction 

The modelling of hydrogen dispersion is extremely important; this is because 

hydrogen can ignite in the correct conditions. Therefore the possible effects of a 

hydrogen leak need to be established. This is due to the vast limits of flammability 

and detonability of hydrogen in air. Modelling the dispersion is necessary as 

hydrogen will mix with air on release and there is a high probability that a 

combustible and/or detonable mixture will be formed. The formation of these clouds 

varies considerably due to many factors, although they are mainly spatial and 

temporal. Although the combustion modelling after a leak is very important, the 

dispersion of hydrogen is seen as a prerequisite. This is to determine the 

stratification and mixing of the hydrogen. The results of a dispersion model can then 

be implemented into a combustion model. 

When using computer modelling there is a need to validate against experimental 

data, this is normally done on a smaller scale. As previously discussed hydrogen-air 

mixtures can ignite, which can make experiments very dangerous. This has meant 

that helium has been used as a surrogate. It also has buoyant characteristics like 

hydrogen; therefore it is very useful for dispersion simulations. However helium will 

act differently, for example: hydrogen is 8% more buoyant then helium. It has been 

seen that the maximum deviation between hydrogen and helium concentrations can 

be 15% (Swain, 1998). However it is envisaged that the experimental conditions 

would play a part in the deviation between the two chemicals. 

The following factors, proposed by (Swain, 1998), are seen as having the major 

influences on hydrogen distribution; the geometry the leak flows in to, the flow rate of 

the leak, the total volume of the gas leaked and any gas motion that is already in 

existence. Due to these factors there are three main classifications to determine a 

leak, with two subdivisions. These are: 

1) Leak flows into an enclosed geometry. 

2) Leak flows into a partially enclosed geometry (vents in place). 

3) Leak flows into an unenclosed geometry (outdoors). 
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The subdivisions are the same for all three classifications and are: 

a) Total volume of leaked gas. 

b) Flow rate of leaking gas. 

These classifications can be used to generalise the type of risks that can be incurred. 

For an enclosed geometry the major risk is from the total volume of leaked gas. This 

is because an ignition could occur at any time. A delayed ignition would cause 

greater overpressures that could be dangerous where as an early or almost 

instantaneous ignition would result in a flame direct from the leak source. In an 

enclosed geometry the hydrogen would rise to the highest point available and over 

time it would then diffuse to the lower levels of the room. Therefore if the total volume 

released is lower than the lower flammability limit then eventually all risk would 

subside. 

The risk for an unenclosed geometry is mainly from the flow rate of the leak. This is 

because hydrogen can rise unimpeded, therefore not accumulating. There is a very 

minimal chance of any overpressures during release as there are no geometric 

constraints, the main constraint being a cover above the release. 

The risk for a partially enclosed geometry, with vents, is a combination of both the 

total volume leaked and the leak flow rate. Which of these factors are more important 

is determined by the geometry and the location of the leak. The positioning of the 

vent/s is of utmost importance. Vents near the top of the enclosure would allow the 

hydrogen to exit, although how much depends on whether a vent is placed near the 

bottom as well. This is because the lower vent would allow fresh air to enter and 

replace the mixture that is leaving. However if there is only one vent placed near the 

top then this would have to allow air flow in and mixture flow out, hence reducing the 

amount of removal (Swain, 1998). 

The above criteria can be used to determine the areas that more interest is needed 

in, although this is also problem dependent. The main areas of concern for the 

development of a hydrogen energy economy are leaks into unenclosed and partially 

enclosed geometries. Due to the nature of the current project more emphasis has 

been put on leaks within a partially enclosed geometry, with a little interest in 

unenclosed geometries and none on enclosed geometries. 
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2.4.2 Unenclosed Geometries 

The study of hydrogen dispersion for unenclosed geometries is very useful, if 

hydrogen is stored externally. This is because it is important to determine how a 

release of hydrogen would act when not bounded and the possible consequences 

that could occur. Studies that are performed for this type of geometrical scenario are 

usually pertained to releases near buildings. This is needed as the effects have the 

possibility to be disastrous see Figure 6, as could have been the case in Stockholm 

on 3rd March 1983 (GEXCON, 2012). This depicts the results of a hydrogen release 

and ignition. A vehicle was delivering chemicals when the driver heard a noise. This 

was hydrogen gas releasing from gas bottles. The hydrogen leak then ignited 

causing the damage seen within Figure 6. 

 

Figure 6 The delivery vehicle after the blast in Stockholm (Venetsanos et al. 2003). 

Simulations have been performed using various codes; they all solve the 

conservation of mass, continuity and momentum equations. Turbulence is also 

modelled in the simulations although different models can be employed, such as k-ε 

theory or eddy viscosity formulation. The main issues when simulating leaks in 

unenclosed geometries is the atmospheric conditions and the position of the release. 

This causes major problems for validation of such work. This is due to the inherent 

problems of using the correct atmospheric conditions. The portrayal of results can 

also have issues. This is because using volume, mass or mole fractions can be 

difficult. Therefore using the volume or mass of the flammable mixture seems to be a 

more appropriate approach.  
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The simulations are normally performed such that the release is positioned between 

two obstacles, normally buildings. This is because a channel for the flow of the 

hydrogen is created; it is also more realistic for residential releases. However the 

height of the buildings can influence the dispersion of the flammable cloud. This is 

due to the atmospheric currents being impinged more below the height of the building 

and as such having a differing effect on the mixture. The direction of the release also 

has a significant part in this as well, as it could actually be impeded. 

Two scenarios that have been modelled are a leak based between two buildings 

(Schmidt, 1999) and the incident that occurred in Stockholm (Venetsanos et al., 

2003). Both scenarios have releases positioned closer to one of the buildings. The 

modelling of the Stockholm incident means that they have data to validate their 

model. The former uses information based on a liquid hydrogen spillage. This has 

meant that some parameters have been used that would normally be expected with 

high pressure releases, because of the vaporisation of the liquid hydrogen to 

gaseous hydrogen (Schmidt, 1999). 

The scenario (Venetsanos et al., 2003) replicates the accident that occurred in 

Sweden in 1983, the results of which are depicted in Figure 6. A fixed total volume of 

hydrogen is considered to be released. This would mean that the hydrogen would 

dissipate into the atmosphere if it was unimpeded and ignition did not occur. This is 

shown in the results as the flammable volume is at its greatest at 10 seconds. The 

decrease in volume, of hydrogen, after this point cannot be attributed to diffusion into 

the atmosphere as ignition occurs. However it would be expected that the total 

volume would decrease although at a much slower rate. The height of the buildings, 

the roof starts at 18 m, causes the hydrogen to be impinged and therefore the lower 

flammability cloud reaches 15 m. The atmospheric currents that have been applied 

also mean there is more lateral movement as well. 

The scenario in Schmidt (1999) has two buildings with a release situated slightly 

closer to one building with different release and atmospheric velocities. The 

simulation is a steady simulation rather than transient. The effects of different release 

velocities and atmospheric currents are studied. The release velocities used vary 

from 100 m/s – 1294 m/s. These are quite realistic velocities for a high pressure 

release.  The atmospheric velocities vary from 1 m/s – 20 m/s, the flow direction is 
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always in the same plane as the channel between the buildings. The results show 

that high velocity releases are more hazardous, this is due to more hydrogen closer 

to the floor and a bigger volume of flammable and detonable mixtures being formed. 

The buildings also influence the concentration profiles as well as variation in 

atmospheric currents. This can be seen when using an iso-surface of 4%. 

For two different release velocities, 400 m/s and 1294 m/s, and an atmospheric 

current of 10 m/s there is a vast difference between the sizes of the flammable 

mixtures. The releases are in the direction of the channel and the same direction as 

the atmospheric current imposed. The slower release has a conical shaped volume, 

compared to the faster release where the mixture has expanded between the 

buildings much more. The slower release does not make contact with either building 

where as the faster release is almost at the roof of the near building and very close to 

the far building. 

When the release is vertical then the formation of the flammable mixture can change. 

It is less likely to form at a lower height. However the release velocity and 

atmospheric current can play a significant role in the dispersion of the flammable 

mixture. For a high release velocity, 1294 m/s, and a very small atmospheric current, 

1 m/s, then the flammable cloud diffuses vertically and horizontally. Such that it 

would seem like a bubble of flammable and detonable mixtures is formed. If the 

release velocity is smaller, 100 m/s, and the atmospheric current is greater, 20 m/s, 

then the region of flammability formed is much smaller and the distance that 

hydrogen is at a low height is very small. This is due to the drift of the flammable 

region and the decay of the concentrations, due to convection dependency on the 

spatial distance from release. 

When hydrogen is released externally the vertical dispersion can be dependent on 

the temperature and the concentration of the mixture. The weaker the concentration 

of the mixture the less likely it is to disperse as the density is more similar to air. 

However this is mainly dependent on the release temperature, a lower temperature 

has an increased volume of flammable mixture (Ramamurthi et al., 2009). 

The major problem with trying to validate models for external releases is that it is very 

difficult to get accurate data. This is mainly due to not being able to predict 

atmospheric conditions. Iso-surfaces that show the flammable region are very useful 
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for visualisation over the domain. When it comes to plotting any data using the 

volume and mass of hydrogen seem to be much better, compared to using volume 

percentage. 

It would also be more useful if when comparing different conditions, such as release 

velocity or atmospheric conditions, that only one is changed at a time. For example 

keeping the same release velocity and direction and only changing the atmospheric 

current velocity. This would make an analysis much easier as changing multiple 

conditions does not help to show the effects of the changes. The use of steady 

simulations can be helpful for the final composition however when dealing with 

hydrogen it is envisaged that transient solutions are much more helpful. 

2.4.3 Partially Enclosed Geometries 

A partially enclosed geometry is an enclosure with some openings, there is no 

maximum or minimum size or number for the openings. The dispersion is mainly 

effected by the direction of the leak and the positioning of the openings, normally 

vents in a building. For example a leak from the underside of a vehicle would flow 

along the bottom of the vehicle filling any cavities. Once the hydrogen reaches the 

edges of the base the buoyance will drive the flow upwards. This is assuming no 

atmospheric currents. 

A useful experiment for validation of dispersion is when hydrogen leaks, with a 

volume flow rate of 9.44 x 10-4 m3/s, into an enclosure of 2.9 m by 0.74 m by 1.22 m 

with two vents, see Figure 7. The steady state is reached at approximately 400 

seconds. The leak is at one end of the enclosure with the two vents placed such that 

one was in the roof and the other is just above the ground at the far side of the leak. 

The experiment performed had four sensors placed. The concentration at quasi-

steady state, in the simulations, for the roof sensors is approximately 4.75%. The 

lower level sensors reach quasi-steady state just before 400 seconds and at 

concentrations of around 1.5%. When the leak was placed in the centre of the 

enclosure there were some changes to the concentrations. The roof sensors 

recorded the same concentrations however the lower sensors increased to 

approximately 2.5% (Matsuura et al., 2008; Swain, 1998). 
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Figure 7 Schematic of experiment 

The use of different sensors in experimental work can yield varying results. Thermal 

conductivity sensors used in the above problem recorded a concentration of 

approximately 5.25% at the roof sensors in quasi-steady state; however the sensors 

near the ground seem to be more similar (Matsuura et al., 2008). 

The vent positions can have a vast difference on the concentrations and stratification. 

When a higher vent is placed above the release then the concentrations are lowered. 

This is if the lower vent is kept in place, although the position of the lower vent is 

dependent on the position of the leak. When the roof vent is at its furthest point and 

the lower vent is then raised the concentrations can increase quite significantly. This 

is because air is then flowing in closer to the ceiling, causing hydrogen to remain at 

lower heights whilst reducing the mixing. It also causes less extraction to take place 

as the air flow is extremely close to the roof vent (Matsuura et al., 2008). The effect 

of the vents is dependent on the position of the release within the geometry. If the 

leak is in the centre then vents on opposite walls can work quite well, so long as they 

are still one higher and the other lower (Papanikolaou et al., 2011). 

Changing the pressure at the vents also affects the concentration of hydrogen. When 

the pressure at the roof vent is decreased then concentration also lowers. The 

greater the decrease in pressure, at the roof vent, the more the concentration 

decreases. When the pressure at the lower vent decreases there is an increase in 

concentration. This is because the two vents then change the way they work, the roof 

vent flows in and lower vent flows out. A smaller reduction in pressure, 0.5 Pa, 

causes a greater increase in concentration compared to a pressure decrease of 3.0 

Pa. This is deemed to be due to the smaller amount of hydrogen being exhausted, 

because of the small dynamic pressure of hydrogen (Matsuura et al., 2008). 
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The effects of atmospheric currents on the concentration of hydrogen have differing 

views. However the geometry plays a part as to the affect that the atmospheric 

current plays. For a leak from a vehicle the atmospheric currents will have a 

negligible effect (Swain, 1998). This is because there is an opening almost 

completely around the vehicle. Therefore any atmospheric current would just drive 

more of the hydrogen out the other side. However for a building this is not an option. 

It has been seen that the direction and velocity of the atmospheric current can alter 

the concentration. This depends on the location of the leak and the vents that are 

affected by the atmospheric current. If the wind is towards the lower vent then this 

generally decreases the concentrations. Whilst when this is opposite the lower vent, 

towards an upper vent, then the concentrations are normally increased (Matsuura et 

al., 2008). The effect of atmospheric currents is dependent on whether the flow is 

towards the lower vent or upper vent. If towards the lower vent then the outflow is 

aided, the opposite occurs if flow is in the direction of the upper vent (Matsuura et al., 

2008; Prasad et al., 2010). 

The number of vents can also alter the concentration of hydrogen. If only one vent is 

used then the concentration will be higher. Whether the vent is placed in the roof or 

near ground level there is a negligible effect. This is because a single vent does not 

really allow the buoyancy of hydrogen to take effect as the flow rate at the vent must 

match the flow rate of the leak whilst also allowing air to flow into the geometry. 

When this occurs the flow is seen to be oscillating. When a second vent is added 

then the buoyancy affects the flow out of the vent. The buoyancy drives the hydrogen 

out of the roof vent which allows a lower vent to have air flow into the geometry. This 

flow then aids the mixing of the hydrogen and results in an increase of the flow at the 

roof vent, whilst also affecting the concentration stratification. The position of the 

lower vent has a negligible effect on the accumulation of hydrogen. The size of the 

lower vent can alter the concentration of hydrogen however this effect is almost 

negligible unless the vent size is drastically reduced. The roof vent size has a big 

effect on the concentration of the hydrogen, however as the size increases this effect 

reduces. The strongest factor to reduce the concentration is the position of the roof 

vent, ideally it would be placed above the leak source (Prasad et al., 2011; Swain, 

1996). A study of different release rates with different vent sizes showed that 

doubling the vent size resulted in at least halving the hydrogen concentration in the 
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domain. The larger size reduced the time taken to reach quasi-steady state. The 

vents were placed in the same wall of the geometry and were both changed. 

However it was noted that the higher the leak flow rate the more hydrogen that 

remained in the system. A similar study showed that placing vents diagonally 

opposite actually increases the hydrogen concentration by approximately one tenth 

(Brady et al., 2012). This phenomenon was seen to work well with varying flow rates 

as well. When an intermediate vent is added between the upper and lower vents, 

there is a further reduction of the mixture concentration. So long as the intermediary 

vent is placed above the neutral plane (Prasad et al., 2010). 

For realistic cases, sloped roofs need to be modelled or at least investigated. It has 

been seen that releases into geometries with sloped roofs has a negligible effect on 

the concentration of the hydrogen mixture formed (Swain, 1996). A study comparing 

roof inclination, the inclination is measured from the horizontal, was performed with a 

a hydrogen flow rate of 10 l/min. A flat roof was found to have a standard mixture 

concentration of 13.1% after five hours. This is compared to a roof with a 63.4⁰ which 

had a standard mixture concentration of 12.9% after the same time. It was stated that 

the roof angles 26.6⁰ and 45⁰ produced concentrations in-between the values for a 

flat roof and 63.4⁰ sloped roof. These values are with no forced air for ventilation and 

a roof vent placed in the centre of the ceiling. These simulations had not reached 

quasi-steady state after five hours. Therefore a forced air flow was used on a lower 

vent. This caused the quasi-steady state to be reached after twenty minutes. The 

concentrations at this point were 0.32% and 0.24%, for the flat and 63.4⁰ sloped 

roofs respectively. When increasing the leak flow rate there is an increase in the 

concentration of the hydrogen mixture formed. However the roof angle still has a 

negligible effect. There is a difference of 0.2% for a 100 l/min flow and 0.7% for a 

flow of 1000 l/min compared to the 10 l/min flow rate. The maximum concentrations 

reached were 2.5% and 19.7% respectively, both of these concentrations are for a 

flat roof (Swain, 1996). This shows that leak flow rate and forced air flow, rather than 

roof angle, have a greater effect on the hydrogen concentrations. 

A different study (Hajji et al., 2014) looked at the effect of roof inclination on hydrogen 

mixture concentration. Angles were measured from the roof apex from 180⁰ - 90⁰ in 

increments of 30⁰. The leak flow rate was 994 l/min which can be comparable to data 
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from the study discussed above. However there was no forced air flow in this 

simulation which results in quasi-steady state not being reached. The results for the 

simulations show that an apex angle of 120⁰ yields the lowest hydrogen 

concentration (Hajji et al., 2014). There was one vent placed in the simulation 

however this has already been proven to be extremely pitiable. This can explain the 

main deviation between these results and the results discussed above. 

One analytical method is to split the domain into two layers (Zhang et al., 2010), the 

upper layer consisting of hydrogen and the lower air. The buoyancy of hydrogen is 

replicated by a hot stream release. Whilst the hydrogen concentration was calculated 

by the temperature rise generated (Zhang et al., 2010). Hydrogen dispersion can 

also be calculated analytically by determining where the neutral buoyancy plane lies, 

this is where the pressures internally and externally are equal (Prasad, 2014; Prasad 

et al., 2010). The problem with these analytical methods is that it assumes a uniform 

concentration above the separation between air and hydrogen. This is because 

diffusion cannot be incorporated into these methods. CFD techniques utilise diffusion 

which results in non-uniformity within the mixtures. 

For a periodic release of hydrogen, the concentration of the flammable mixture is 

more time dependent. The concentration will increase as the release occurs, 

reaching the highest point once the release has ceased. After the release has 

stopped the concentration, of the upper layer, decreases (Zhang et al., 2010). This 

would be expected as the hydrogen would diffuse and mix into the lower volume. 

This would obviously cause the lower layer to have an increase in hydrogen, until 

eventually a homogeneous mixture is formed. 

The analytical method underestimates the total flammable volume of hydrogen until 

the mole fraction of hydrogen reaches the lower flammability limit, LFL. As such it 

overestimates once the LFL has been reached. CFD models have issues as well, 

mainly that model parameters need to be adjusted to match experimental data, 

especially when using LES (Zhang et al., 2010). 

The Fire Dynamic Simulator (FDS) (NIST, 2013), which incorporates LES has been 

used to simulate hydrogen releases into enclosures. It is deemed a suitable package 

for the modelling of hydrogen dispersion (Prasad et al., 2011; Zhang et al., 2010). 

However it is necessary to make sure that constants are at an appropriate value. For 
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example a Smagorinsky coefficient of 0.2 can significantly over-predict the volume of 

hydrogen. The Smagorinsky coefficient is utilised in LES modelling to determine the 

filter cut off for eddies. However this is deemed to be problem dependent as different 

values have been used (Prasad et al., 2011; Zhang et al., 2010). 

A numerical study has also shown that the size of the orifice for a hydrogen leak can 

have a small effect on the concentration. It has been found that the turbulent diffusion 

coefficient is greater than the normal diffusion coefficient, at the leak orifice vicinity 

(Prasad et al., 2011). This would lead to more diffusion via turbulence, which shows 

the need for modelling turbulence when modelling buoyant gases. The flow 

eventually becomes almost laminar when only one vent, placed in a wall, is used. 

This would mean the normal diffusion coefficient would be larger (Choi et al., 2013; 

Prasad et al., 2011). However closer to the release point it is deemed that turbulent 

diffusion could still play a part. The size of the leak orifice is also closely linked with 

the pressure of the release in determining the dispersion of the hydrogen. This is due 

to an under-expanding jet being formed and results in convection over-powering 

diffusion. The geometry of the orifice can also affect the development of the 

hydrogen jet, an elliptical orifice disperses greater than a circular orifice 

(Shishehgaran and Paraschivoiu, 2014). 

In a cylindrical container with only an opening at the roof, it has been viewed that a 

release of a buoyant gas would have mixing driven by natural convection with 

diffusion having a small part. A buoyant gas, such as hydrogen, released initially 

rises in bulk, like a bubble. The flammable zone of hydrogen would fill the entire 

domain after 2.3 seconds from release (Cisse and Karim, 2007). This is due to 

hydrogen having such a vast flammable range. 

There is also the chance for sonic releases to occur when hydrogen leaks from a 

high pressure container. This causes an increase in momentum which yields greater 

mixing, although this can have both positive and negative influences. However 

simulations can make over-predictions when working with sonic jets. It is thought that 

this deviation could be caused by the internal set up of the nozzles used. The small 

jets have more fluctuations in the resulting plumes, this implies lower averaged 

measurements. There can also be differences in measuring methods for varying 

nozzle sizes (Middha et al., 2009). Impinged releases, for example a release with a 
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plate above it (Middha et al., 2009), show that hydrogen behaves similar to when 

released in a building. However an impingement causes more rapid mixing with the 

surrounding air (Prasad et al., 2010). Where the building roof acts like the plate and 

the hydrogen then spreads from the impingement. The hydrogen flows across the 

impinging surface before rising again, if it is possible. Although for sonic releases 

there is not as much diffusion from the jet. 

Hydrogen vehicles that store the hydrogen in tanks are required to have pressure 

relief devices (PRD’s). These work by releasing the hydrogen in the tank quickly, this 

normally occurs under the presence of abnormally high temperatures, such as fires. 

This is designed to decrease the probability of catastrophic failure, such as 

explosions. A high mass flow rate released causes an over-pressure development; 

which could cause damage to a structure (Brennan and Molkov, 2013; Prasad, 

2014). The size of the PRD needed depends on the pressure and amount of 

hydrogen stored; a smaller PRD will decrease the overpressures from the release but 

will take much longer. The articles mentioned above used different geometries and 

numbers of vents. A single vent was used in the earlier study (Brennan and Molkov, 

2013), whilst multiple vents were used in the latter (Prasad, 2014). They both agree 

that the over-pressure caused from such a release can damage buildings. This 

shows that high pressure releases whether sonic or not can be very dangerous. 

2.5 Hydrogen Combustion 

2.5.1 Introduction 

The combustion of hydrogen needs to be reviewed due to the potential 

consequences that can arise from the ignition of a leak, as seen in Figure 6. Safety 

analysis of a system needs to account for the potential outcomes were a leak to 

ignite. 

The combustion can take many forms depending on whether it is premixed or non-

premixed before ignition. Non-premixed combustion generally takes the form of a fire. 

Premixed combustion has the propensity to propagate (deflagrate) and detonate. The 

change from deflagration to detonation is known as deflagration-to-detonation 
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transition (DDT) (Sathiah et al., 2012). All of these phenomena are looked at in the 

following sections. 

2.5.2 Fires 

Recently experiments have been performed to replicate hydrogen releases and fires 

within enclosures. This is due to envisaged allowance of hydrogen vehicles being 

stored inside garages. The Health and Safety Laboratory, UK, (HSL) have performed 

some experiments for the HyIndoor project (Hyindoor, 2012). The National Institute of 

Standards and Technology, USA, (NIST) have also had experiments performed 

under contract by Southwest Research Institute (SwRI) (Blais and Joyce, 2010). The 

NIST experiments were summarised in the paper by (Pitts et al., 2012). Both sets of 

experiments involve releasing hydrogen into an enclosure, of similar size to 

residential garages, followed by ignition. 

The experiments performed on behalf of NIST were such that hydrogen was released 

into a vented enclosure. The enclosure was normally empty but some experiments 

were in the presence of vehicles. The vehicles used were old vehicles that are not 

comparable with the current hydrogen vehicle technology. The ignition occurred at 

different concentration levels, thus to determine the overpressures that could be 

achieved. There were multiple pressure transducers and thermocouples placed 

within the enclosure, as well as hydrogen sensors to record the concentration.  A 

constant release rate, of 83.3 g/min for 60 minutes thus releasing a total of 5 kg of 

hydrogen, was used at atmospheric conditions. This is to simulate a failure in the 

pipework between the car tank and the fuel cell for the midline of hydrogen tanks that 

will be available (Blais and Joyce, 2010). 

The enclosure used had interior dimensions of 6.1 m by 6.1 m by 3.5 m and was built 

to withstand some overpressures, whilst observing many characteristics 

representative of residential garages. The foundations laid were steel I-beams while 

the three walls were constructed of hollow concrete blocks that were stacked without 

the use of mortar. The concrete blocks were reinforced by steel bars welded to the 

foundations and then filled with concrete. The walls were then further supported by 

external heavy steel I-beam buttresses. The roof was flat and made of wood with no 

weather proofing used. The roof was not attached to the walls, but was secured 



40 
 

allowing for some lift. This is so that the roof could move if overpressures were great 

enough, whilst not producing large missiles/debris. The front of the enclosure was 

made of wood and secured such that it could move under moderate overpressures. 

Openings were located both in the roof and a wall for visualisation and lighting, all 

were covered with poly-methyl methacrylate sheets. Any potential leaks were then 

sealed with duct tape and filling. 

The hydrogen concentrations were measured using thermal conductivity sensors, 

which were located vertically. The sensors were vertical from (3.05, 5.49) m, with (0, 

0, 0) located at the left-front corner using standard notation. That position 

corresponds to the centreline whilst being 0.61 m away from the rear wall. 8 sensors 

were located at z = 0.38, 0.76, 1.14, 1.52, 1.90, 2.29, 2.59 and 3.05 m. When a 

vehicle was present within the enclosure the highest placed sensor was then moved 

to the interior of the vehicle and another sensor was placed within the engine block of 

the vehicle. 

Different systems were employed to measure the combustion of the hydrogen-air 

mixtures formed. Thermocouples were used, located at the H2 sensor positions as 

well as a horizontal array of 7 thermocouples along the centreline at a height of 2.59 

m. There were 6 ionisation pins used located along the same line as the horizontal 

array of thermocouples. Two pressure sensors were used with locations at (3.04, 

5.94, 2.59) m and (6.10, 3.04, 2.59) m. External atmospheric conditions were 

measured locally, within 50 m of the enclosure. Numerous camera types were used 

to record videos as well. The pressure and ionisation sensors started recording when 

triggered, the trigger was the first time the ionisation sensors picked up a recording. 

Ignition initially used electric sparks, 1 J and 10 J; however this was unreliable for 

lower hydrogen concentrations. Therefore 80 J squib charges triggered by voltage 

pulses were used (Blais and Joyce, 2010). 

Tests with and without conventional vehicles were performed, the problem with using 

conventional vehicles is that they are not designed the same way as hydrogen 

vehicles. As such the results need to be looked at more carefully as they can be 

misleading. There was also a problem with the trigger system which meant that there 

were no ionisation or pressure recordings. For example, within the published analysis 
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performed by staff at NIST there are 13 experiments and yet only pressure data for 

three is shown (Pitts et al., 2012). 

To use this data set for numerical validation would pose many problems. However if 

it was to be assumed that the initial concentrations could be matched, the problem of 

the deformation of the structure poses a problem. This could be accounted for if the 

numerical model accounted for Fluid Structure Interactions (FSI). This is because 

numeric readings would be different to the experiments. The lower concentration, 

8.7%, causes the front to move and the door to be bowed. Therefore even this lower 

concentration could pose problems. 

The full report (Blais and Joyce, 2010) states that of the 22 experiments performed 

there is pressure data for just 10. This is attributed to a lack of energy produced for 

tests involving ≤12% to trigger the system. There were also problems with wiring 

which caused some failure. 

The HSL performed 12 experiments within the framework of the Hyindoor project 

(Hooker et al., 2015). The aim was to investigate the effect of passive ventilation on 

hydrogen jet fires. This work would be useful as very little is known about the 

behaviour of hydrogen jet fires inside enclosures. The test geometry was the 31 m3 

testing enclosure at HSL’s Harpur Hill site in Buxton, UK. Different release rates and 

regimes were investigated alongside various venting configurations. The 

experimental enclosure is located externally, for obvious reasons, and as such was 

susceptible to various atmospheric conditions. 

The majority of cases developed into well-ventilated fires, high oxygen content and 

low hydrogen content. This comes about because of the relatively low release rates 

applied. Under-ventilated fires were also investigated by decreasing the vent area. 

The behaviour of indoor jet fires depends on the release rate, venting area and the 

thermal properties of the enclosure. The release was located at the centre of the 

enclosure, which contained 24 thermocouples to measure temperature. The flame 

was ignited via a propane pilot light. 

Whilst there have been 12 experiments performed, some of the results are presented 

in (Hooker et al., 2015). However there is also a summary of the results within the 

final report from the Hyindoor project (Jallais et al., 2014). 
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The experiments performed within the Hyindoor project were supported by blind 

simulations performed at the University of Ulster (Molkov et al., 2014) prior to the 

experimental results being available.  

This was performed to study the effects of release rate as well as vent size and 

orientation on an indoor hydrogen fire. They looked at whether the flame would be 

sustained inside an enclosure, whether it would become an external flame or self-

extinction would occur. They also looked at the vent orientation and its effect on 

alleviating overpressures. 

The model that is used incorporates the renormalisation group (RNG) k-ε turbulence 

model, the eddy dissipation concept (EDC) model for combustion and a reduced 

mechanism, of 8 species and 18 reactions, for chemistry. This is peculiar as a full 

mechanism, excluding NOX production, consists of 10 species and 20 reversible 

reactions. The in-situ adaptive tabulation (ISAT) algorithm is used to accelerate the 

chemical calculations by a few orders of magnitude, thus reducing computational 

time. The geometry used was a cube, with a volume of 1 m3, a single vent is located 

centrally at the top of a wall. The release was located centrally and modelled as a 

pipe with internal diameter of 5.08 mm. Different release rates, vent sizes and 

orientations were used to examine the effects on fires. The release velocities that 

were studied are 60, 150, 300 and 600 m/s. The reaction zones were viewed using 

the presence of the hydroxyl species. The ambient temperature was set to 293 K. 

A release velocity of 60 m/s gives a well-ventilated fire which would sustain as a jet 

flame. This is due to air flowing in through the vent and thus sustaining oxygen for 

the flame. A release velocity of 600 m/s gives an external flame. The transition from 

internal to external flame starts to occur after approximately 20 seconds. The 

reaction rate decreases within the enclosure as the transition occurs. The 

phenomenon occurs because the release rate is so great, such that air cannot enter 

the enclosure via a single vent. This is evident as the oxygen content is almost zero a 

35 seconds. Both of the simulations were performed for the same vent size and 

orientation, vertical. 

When the vertical vent size is decreased the flame then self-extinguishes for the 

higher release velocity. This occurs when the external reaction zone separates from 

the internal reaction zone. This is caused by air flowing into the enclosure through 
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the entire vent. The use of a horizontal vent showed that as release velocity 

increased, the combustion regime changed from external flame to self-extinguishing. 

It is shown that the release velocity determines whether the fire will be sustained 

indoors, exhibit an external flame or will self-extinguish. The overpressures 

produced, even for the highest release velocity, still do not exceed the low limit for 

damage to civil structures, 14 kPa. The vertical vent is not as effective at 

overpressure reduction compared to the horizontal vent (Molkov et al., 2014). It is 

planned for this work to get developed more when experimental data is finalised 

within (Hyindoor, 2012). 

2.5.3 Deflagration 

Deflagration is the propagation of combustion at subsonic speeds; it occurs rapidly 

with a high energy release and is driven by heat transfer. There can be multiple 

pressure peaks depending on the configuration, for example vent area and ignition 

position. Normally three peaks are profound, which account for the vent cover, 

external explosion and the flame. The initial peak is the vent cover failing, followed by 

a peak for the external explosion of unburnt mixture and lastly a peak that is due to 

the flame. The internal overpressure increases when the vent size decreases, this is 

due to less unburnt gas mixture being expelled (Rocourt et al., 2014). 

Hydrogen deflagration can be modelled by both LES and RANS and a study was 

performed investigating both (Tolias et al., 2014). The numerical results are 

compared against experimental data. The RANS turbulence model was the k-ε 

model, both turbulence models used RNG. Combustion was modelled by a turbulent 

flame speed concept. A variable sized mesh, finer in areas of interest, was performed 

for deflagrations in a tunnel using both methods. A near stoichiometric mixture was 

used, 30% by volume of hydrogen, and was placed within a 10 m long stretch of the 

centre of the tunnel. The effect of vehicles within the area of interest was also 

examined. When the tunnel was empty it was noted that there was negligible 

difference between the models, however there is a delay in the peak pressure for the 

RANS model. This delay is believed to be due to the fluctuating part of the velocity 

(Tolias et al., 2014). Both models over-predict after peak pressure has been reached. 

This is thought to be due to heat transfer, as this was ignored from the model. 



44 
 

When the tunnel has vehicles placed inside the flammable region, there seems to be 

good agreement with the experimental results for both types of modelling. However 

yet again there is a delay for the RANS model for the same reasons as before. The 

LES model for the empty tunnel took approximately 47 hours of running time on a 

quad core modern CPU, whereas the RANS model took longer by about 1.29 times. 

This is because the mesh was kept the same for both models. 

Simulations were performed to investigate mesh adaptation (Sathiah et al., 2012). 

This is because the main area of interest surrounds the flame front. These 

simulations were compared against experimental data on a small scale and large 

scale. The experiments utilised methane-air and hydrogen-air propagating flames 

respectively. The combustion model used was the turbulent flame speed closure 

(TFC) model coupled with the k-ε turbulence model. The trends of the numerical 

results match the experimental, although the incident times are quicker for the 

numerical results. This is believed to be due to simulation assumptions on ignition 

source size and quasi turbulent flame speed. 

Adaptive meshing is especially suited for vast and/or complex geometries. The 

method can be set such that the adaptation takes place depending on a model 

variable (Sathiah et al., 2012). The method employed can also accommodate more 

than one variable for the adaptation. A comparison between adaptive meshing and 

static meshing showed that there was negligible or no difference between the two 

types on a range of parameters. The computational time for both was also shown 

and unsurprisingly the adaptive mesh performs much more effectively. 

The large scale simulation above was performed again using diluents during the 

deflagration. Carbon dioxide and helium are used as opposed to water, for the 

diluting species. Comparison of physical properties showed that as the dilution 

increased as did molecular diffusivity for both options, but the CO2-He mixture 

performed slightly better. Thermal diffusivity was investigated with increases of the 

diluents. When water is increased the thermal diffusivity decreases, the opposite is 

found for the CO2-He mixtures. The adiabatic flame temperature decreases when the 

dilution is increases, water performs better at reducing the adiabatic flame 

temperature (Sathiah et al., 2014). 
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2.5.4 Detonation 

Detonation is the propagation of combustion at supersonic speeds; it has a highly 

exothermic front which then propagates a shock wave. The shock wave normally 

proceeds as a vast overpressure followed by a decrease in pressure. Depending on 

the geometry, rarefaction waves could occur which under suitable conditions exceed 

the initial shockwave. The initial combustible mixture would be incompressible, after 

detonation the mixture then becomes compressible. The propagation of the 

shockwave is followed by a combustion wave, where both regions are coupled 

together (Bédard-Tremblay et al., 2008; Heidari et al., 2011). 

There is a need to have an extremely fine mesh when modelling a detonation. This is 

due to the thin shockwave front. The need for such fine meshes means that 2D 

modelling can be preferred. It is suggested that initial motion, prior to detonation, and 

further dispersion should be neglected. Whilst due to the speeds, that occur, a single 

step Arrhenius rate is needed. This is because of the Chapman-Jouguet (CJ) wave 

speed, which depends on the released heat. Walls can be modelled as completely 

solid; as such they would reflect the shock wave. However in reality that is highly 

unlikely. When modelling geometries with obstacles, these would increase the 

propensity for a DDT to occur. The work that has suggested this (Bédard-Tremblay et 

al., 2008) simulated the transition artificially by increasing the energy so that a shock 

would occur greater than the CJ value. This is set in a small region to act as the 

detonation ignition. As expected the results show the shock wave propagating, more 

horizontally at first, but then reaching a solid wall and then reflecting from the wall. It 

was found that the size of the combustible mixture, geometry, mass of hydrogen and 

time of ignition can have an effect on the maximum overpressure reached. There is 

also a point where the shock wave and the combustion reaction become separated 

(Bédard-Tremblay et al., 2008). 

Calculating large scale detonations requires some simplification such that the 

computational power can be utilised more efficiently (Heidari et al., 2011). To capture 

the shockwave an extremely fine mesh is needed, in the order of microns. This is 

currently not possible due to the lack of computational power, especially for large 

scale detonations, such as that used by (Heidari et al., 2011). Therefore an 

alternative is to tune a model to achieve the correct combustion energy release and 
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detonation states, pre and post, whilst calculating the wave speed. Although a coarse 

grid would not capture the internal intricacies of the shock wave and the wave could 

be smeared over multiple cells. There is also the possibility of numerical diffusion 

accelerating the wave. Therefore a single step global mechanism can be used to 

diminish stiffness. This would allow a coarse simulation, using mm, to then capture 

overpressures and confinement pressures, which would depend on the energy and 

not the kinetics. The Arrhenius equation can still be used although there is a need for 

the correct pre-exponential factor and activation energy. The rate of energy release 

needs to be correct otherwise all data will be wrong. The explicit Euler scheme was 

used for time, whilst a total variation diminishing scheme was used to capture the 

shock (Heidari et al., 2011). 

The above simulation was performed for a tunnel, where the tunnel was filled with a 

hydrogen-air mixture and ignition occurred at one end of the tunnel. Ignition was 

simulated by an area of increased temperature and pressure that was approximately 

equal to the CJ detonation values. The use of lower values would not initiate or 

cause oscillations prior to detonation whilst higher values can cause instabilities in 

the wave. The energy required for the detonation to occur was equivalent to 200 g of 

TNT. Reflection of the shock waves caused an increase in the pressure, greater than 

the leading pressure, in some areas. The simulation followed the same trend as 

experimental data, although in general the peak pressure was lower than the 

experiments. This is expected due to the coarseness of the mesh. Due to the 

inherent nature of the mesh and its incapability to measure the von-Neumann peak, 

this method is not ideal for safety engineering (Heidari et al., 2011). 

Setting the ignition values seems to be an issue. Two different options for the start 

have been used, higher CJ values and equal CJ values. Clearly setting the ignition 

values to those similar to the CJ values is more beneficial as has been shown by the 

results (Heidari et al., 2011). 

2.5.5 Deflagration-to-Detonation Transition 

This phenomenon is of great importance when dealing with hydrogen, as it is viewed 

as the more likely way for a detonation to occur. There is a higher chance for this to 

occur when obstacles are involved. This is due to the flame changing from laminar to 
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turbulent, although that is not always the case. This depends on whether the flame 

and shock waves are coupled or not. The exact mechanism depends on the 

conditions (Ivanov et al., 2013). 

A model has been developed (Gamezo et al., 2007) that uses the Navier-Stokes 

equations with the ideal gas equation and a one-step Arrhenius equation. An 

adaptive mesh was incorporated, to save computational costs. The problem with 

using a one-step Arrhenius equation has been discussed previously. The 

combustible mixture used was stoichiometric at normal temperature and pressure. 

Ignition was simulated by a region of hot burnt material. Hot reaction products 

expand and force the unburnt reactants to move towards the opening, as the flame 

propagates it gets complicated due to interactions with the obstacles. This increases 

the flame surface area which then causes a quicker release of energy and as such 

an acceleration of the flame. The obstacles cause the flame to become wrinkled due 

to instability. The unreacted flow then becomes sonic and shocks begin to form in 

front of the flame. There is a slight distance between the leading shock and flame 

front. The leading shock diffracts at obstacles and also reflects from walls and the 

ground. This causes the Mach stem to increase after diffracting at every obstacle. 

Where the Mach stem collides with an obstacle a hot region is formed. The hot spots 

that are generated are seen to make small flame kernels where a detonation then 

occurs. It is deemed that the detonation appears when the temperature gradient 

allows the chemical energy source to move with the shock speed, this amplifies the 

shock strength. If this does not occur then more hot spots are created which can start 

a detonation. It is viewed that the Mach stem and obstacle collisions are one cause 

for re-ignition (Gamezo et al., 2007). 

There is a view that using a one-step reaction for the chemistry is not representative 

at all and the temperature gradient method does not satisfy the actual physics, 

regarding a hot spot ignition, appropriately (Ivanov et al., 2013). Therefore more 

complex chemistry is ideally suited; as such has been incorporated. It was seen that 

the flame acceleration was due to either the temperature or density increasing. It was 

proposed that the increase of flame speed up to the local speed of sound generates 

a pressure pulse. This pulse is within the reaction zone and increases until a shock is 

developed that is strong enough to cause detonation (Ivanov et al., 2013). All eight 

chemical species are used in the reaction mechanisms whilst the numerical model 
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employed was the coarse particle method. This method splits a time-step into three 

separate calculations. A stoichiometric mixture was again used, with normal 

temperature and pressure as initial conditions. It was also shown that flame speeds 

and pressures are achieved much quicker when using 3D simulations compared to 

2D simulations, this is because of the increased freedom. It was also shown that 

initial perturbations in the flame front can be accredited as the cause for detonation. 

This is because they increase the flame surface and as such increase the amount of 

fuel consumed. This in turn yields a greater rate of heat released which arises to an 

increased flame velocity. This increase causes compression of the unreacted gas 

and as such shocks are induced further in front of the flame. Originally flame 

acceleration is related to the flame stretching whilst once a shock has been caused it 

is due to the coupling between shock and flame. There is also a shorter distance for 

this phenomenon when modelled in 3D as opposed to 2D (Ivanov et al., 2013). 

There is a theory that has been suggested known as Shock Wave Amplification 

through Coherent Energy Release (SWACER) (Lee et al., 1978; Lee and Moen, 

1980). This theory has a higher level of physical insight. This theory suggests that 

detonation needs amplification of shock waves from numerous localised explosion 

points (Heidari and Wen, 2014). This agrees with the above work. The adaptive 

mesh technique is also viewed as the best way to perform these simulations. This is 

due to the computational cost savings whilst keeping a high level of accuracy. In a 

2D simulation using detailed chemistry a delay in ignition of detonation is seen 

compared to single step chemistry. It was noted that detailed chemistry may not be 

very accurate due to the mechanism being validated for specific conditions (Heidari 

and Wen, 2014). 

2.6 Metal Hydride Storage 

The use of metal hydrides as hydrogen storage and compressors is increasingly 

growing (Gkanas et al., 2015; Züttel, 2003). Numerous studies, both experimental 

and numerical, have been performed to study the adsorption and desorption of metal 

hydrides. One major problem is that a slight change of the chemical composition of 

the metal hydride can significantly alter its behaviour. 
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The most likely configuration for usage of metal hydrides, as compressors for 

refuelling, is shown in Figure 8.  This is the method that is being used for the 

ESCHER project. The required pressure for delivery depends upon the pressure of 

the tank, as described in section 2.3.3. The shown pressure here, 350 bar, is due to 

that being used for the ESCHER project. 

The electrolyser can be replaced with any form of hydrogen production. There will 

also be a refuelling interface between the second stage metal hydride and the 

vehicle. 

 

Figure 8 Configuration for metal hydride refuelling system. 

2.6.1 Metal Hydride Chemistry 

Metal Hydrides are formed with the majority of the elements in the f- and d-block of 

the periodic table. The majority of these are actually alloys with varying composition. 

Most metal hydrides work via a reversible process, where they adsorb and desorb, 

depending on the temperature. Adsorption occurs at lower temperatures with 

desorption the opposite. This is because adsorption is exothermic whilst desorption is 

endothermic. It is also deemed a safer method of storing hydrogen because it 

minimises the chance of an uncontrolled release. There are three main types of 

metal hydride; magnesium-based, complex and intermetallic (Atkins et al., 2010; 

Züttel, 2003). 

Intermetallic compounds seem to be the better option, due to the excellent reversible 

hydrogen uptake at low pressures and just above room temperature. The only 
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downfall to these compounds is the low mass percentage of hydrogen that can be 

adsorbed. This is because of the high molar masses of the metals. These 

compounds can have varying stoichiometry, which yield different types. These 

normally fall in to the following categories: AB2, AB5, AB, A2B and BCC. The main 

focus is on AB2 and AB5 compounds. AB5 types are typified by LaNi5, when hydrogen 

is adsorbed it becomes LaNi5H6. Although using a mass comparison it yields 1.5 

percent of hydrogen by mass. The stoichiometry AB2 is also referred to as Laves 

phases. The element represented by A is normally Ti, Zr or any Lanthanide, whilst B 

is usually a 3d metal.  These normally have good kinetics and better capacities for 

hydrogen adsorption. The problem with these compounds is that they are 

thermodynamically stable at room temperature which restricts desorption of 

hydrogen. A2B and BCC compounds are good for the percentage mass of hydrogen 

they can contain, however they both need high temperatures and pressures to 

operate (Atkins et al., 2010). 

There have been numerous studies on metal hydrides and there use as compressors 

(Lototskyy et al., 2014) review this area. Some studies have even gone as far as 

connecting vessels together much like a multi-component metal hydride compressor 

(Bhuiya et al., 2014; Li et al., 2010; Muthukumar et al., 2012) to name a few. 

However there can be a problem when attempting to duplicate studies. This is 

because of the aforementioned issues regarding the chemical properties. For 

instance one of the most commonly used and readily available metal hydrides is 

LaNi5, however there are even differences for the chemical properties for this 

substance (Sandrock and Thomas, 2010). There are numerous models available to 

determine the adsorption and desorption of hydrogen (Gambini et al., 2008; Gkanas 

et al., 2015; Jemni and Ben Nasrallah, 1995; Kyoung et al., 2015; Laurencelle and 

Goyette, 2007). However they always rely on the heat transfer through the porous 

media. This is due to the inherent nature of the chemical reactions that occur; 

exothermic for adsorption and endothermic for desorption. 

2.7 Conclusion 

This chapter has discussed relevant information that pertains to the work in the 

following chapters. The harm criteria, section 2.3.2, are especially useful for 

determining the necessary information for aligning safety criteria. This is especially 
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the case for, Chapter 8. The criteria that is useful for the non-reacting work that 

follows, Chapter 5, is not the harm criteria but actually a chemical property. The LFL, 

taken from Table 1, which overrules the asphyxiation criteria as it is the lower 

concentration by volume. 

The current regulations are also reviewed within the chapter. This is to show the 

current regulations that need to be adhered to when using hydrogen. Review of 

current works within the field of hydrogen safety is also included. This is to determine 

areas that can be investigated further, release locations and venting configurations 

for non-reacting releases. All the way to reacting work and the pit falls and positives 

that has occurred within this area. Finally an overview of metal hydrides is included to 

explain how they work. 
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Chapter 3 – CFD Theory 

This chapter reviews the numerical formulation that has been used to investigate the 

objectives of this work. First is an introduction to CFD theory, after which are the 

governing equations for compressible flow. This is then followed by turbulence 

modelling, which includes the turbulence models that have been applied within the 

work. Following which there is a section describing combustion, entailed is the 

different combustion regimes after which are the combustion models employed to 

solve for the different regimes. Finally the computational framework within STAR-

CCM+® is discussed. 

3.1 Introduction 

There are various modelling techniques that can be employed for modelling fluid 

flows, from analytical to varying levels of computational complexity. Analytically 

solving problems can be useful, however they are normally rough predictions and 

cannot encompass the full nature of a scenario (El-Amin et al., 2008; El-Amin and 

Kanayama, 2009, 2008; Prasad, 2014; Prasad et al., 2010; Versteeg and 

Malalasekera, 2007; Zhang et al., 2010). This is why computational models are used. 

They can reveal more of a problem and can recreate the nature of a system. 

However there is a trade to be made when using a computational model, between 

accuracy and time. The more accurate the solution the better, however the main 

reason for using a computational model is to save time. A simulation is deemed to be 

accurate depending on the convergence of the iterative process and grid 

independence. However a validation is also needed to prove that the physics and/or 

chemistry have been calculated correctly. The convergence is deemed appropriate 

when the residuals of the flow parameters have reached an acceptable level. The 

residuals are a representation of how well the discretised equations are solved. This 

is problem and software dependent, however a rough guide is 0.001 – 0.0001 (CD-

adapco, 2015). 

There are two main ways to utilise the iterative process depending on the problem at 

hand. These are termed either steady or unsteady and are descriptors for the flow 

behaviour. Steady flows are useful when the results do not need to be time 
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dependent. Unsteady flows are time dependent and commonly referred to as 

transient. However unsteady flows can become quasi-steady, this happens when 

there is no visible change of parameters with respect to time. Although a 

macroscopic view may look steady, it is not always the case when looked at in more 

detail (Versteeg and Malalasekera, 2007).  

3.2 Governing equations 

The governing equations are to ensure that laws of conservation in physics are 

represented correctly mathematically. This is done via the conservation of mass, 

momentum and energy. There is also the general transport equation, which 

calculates various other scalars (Poinsot and Veynante, 2005; Versteeg and 

Malalasekera, 2007). 

The governing equations of fluid flows that will be shown are in differential form. 

These are derived using macroscopic properties, such as pressure, velocity and 

density, alongside their spatial and temporal derivatives. 

The conservation of mass, as it suggests, means that mass is not created or 

destroyed. The conservation of mass is also known as the continuity equation, which, 

in differential form, is: 

0=
t
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ix

u








 
      (3.1) 

Where 𝜌 is the density and 𝑢𝑖 is the velocity in direction 𝑥𝑖. The subscript 𝑖 denotes 

the direction, x, y or z and the corresponding velocity u, v or w. 

The conservation of momentum follows Newton’s second law. The change in 

momentum is equal to the sum of the forces acting upon a particle. There are two 

types of forces that may act upon a fluid particle, surface and body forces. Body 

forces act upon the mass of the particle and tend to be included in source terms, 

gravity is included in this. Whilst the surface forces are normally due to the pressure 

or viscous forces (Versteeg and Malalasekera, 2007). The momentum is for all three 

spatial components, yielding three equations. This can be written as: 
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where 𝐹𝑖 is the body forces, including gravity. The pressure is denoted by 𝑃, the 

subscript 𝑗 denotes a velocity component, u, v or w. The other new term introduced is 

𝜏𝑖𝑗 this is the viscous stress tensor, and is: 
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Where 𝜇 is the dynamic viscosity and 𝛿𝑖𝑗 is Kronecker’s delta. Again the subscripts 

correspond to the spatial vectors and their corresponding velocity components. 

The general transport equation is described next, whilst this isn’t a governing 

equation in the sense of the laws of physics. This is an important equation for 

transporting scalars, but especially species which are important for reacting flows. 

The general transport equation is: 
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Where 𝐷 is the diffusion coefficient, 𝜙 is a scalar quantity and 𝑆𝜙 is the source term 

for scalar 𝜙. 

The final governing equation is for energy. This can vary between reacting and non-

reacting flows. The reacting variation is: 
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  (3.5) 

This variation of the energy equation is for the enthalpy. Where: ℎ is the mixture 

enthalpy, ℎ𝑘 is the specific enthalpy of species k, 𝑌𝑘 is the mass fraction of species k. 

𝜎ℎ is the mixture Prandtl number and 𝑆𝑐𝑘 is the species Schmidt number. 

The Prandtl number is defined as: 
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The Lewis number is defined as: 
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The Schmidt number is defined as: 
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If a single diffusion coefficient is used rather than individual species coefficients, 

coupled with the assumption of unity Lewis number. Then the enthalpy equation (3.5) 

becomes: 
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If the flow has a low velocity then the term 𝜕𝑃 𝜕𝑡⁄  is neglected. As such this reduces 

the enthalpy equation to the same form as the general transport equation (3.4). 

Previously mentioned was the mass fraction for individual species. The equation for 

this takes the form of the general transport equation (3.4). This is achieved by 

substituting 𝑌𝑘 for 𝜙. This takes the form: 
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Where 𝑌𝑘 and 𝐷𝑘 are the mass fraction and molecular diffusion coefficient for species 

k, respectively. There are N-1 transport equations for species. The Nth species is 

computed from the continuity equation (3.1). The molecular diffusion coefficient can 

be associated with the Schmidt number (3.8). It can also be calculated by using 

kinetic theory, where the binary diffusion is based on Chapman-Enskog theory 

(Poling et al., 2001). 
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The governing equations, (3.1), (3.2) and (3.5) would be applicable for modelling 

directly if the spatial and temporal resolutions are extremely fine, i.e. DNS. However 

as mentioned previously this is difficult to use, due to computational power. This is 

why various modelling techniques have been formulated. The RANS technique is the 

method used within this work and as such the next section focuses on this. 

3.3 Turbulence Modelling 

3.3.1 Turbulence Modelling Overview 

Turbulence modelling is used to capture fluctuations of the fluid flow, which occur 

when the Reynolds number is high. The majority of flows are turbulent which 

necessitates a need to model this phenomenon. Turbulence in its nature is random 

and chaotic, which transfers to flow properties such as velocity and pressure. The 

randomness of the process does not lend itself to a simplified description of the fluid 

motion. The fluctuations on the fluid produce additional stresses, known as Reynolds 

stresses. This section will look at the various modelling capabilities available for 

solving the Reynolds stresses. 

There are three main computational techniques for modelling which are; Reynolds-

Averaged Navier Stokes (RANS), Large Eddy Simulation (LES) and Direct Numerical 

Simulation (DNS). These are numerical methods used to capture the turbulence of a 

problem, when coupled with a turbulence model, and increase in accuracy from 

RANS to DNS. However all of these models still solve the conservation of mass, 

momentum (in all three dimensions) and energy (Versteeg and Malalasekera, 2007). 

There are many RANS models however they all focus on the mean flow and its 

properties. These models can use coarser grids as they use the average properties. 

The most common models are given in Table 10 along with the amount of extra 

equations needed to be solved. 

The mixing length and k – ε models are the most commonly used and as such the 

most validated models. They use the presumption that there is an analogy between 

the way the viscous and Reynolds stresses act upon the mean flow. The mixing 

length model describes the stresses in a simple algebraic form of the dynamic 
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turbulent viscosity. The main disadvantage of the mixing length model is that it 

struggles to describe flows that recirculate (Versteeg and Malalasekera, 2007). 

Table 10 The different RANS models and the extra equations they need. 

Model Name Number of extra equations 

Mixing length 0 

Spalart – Allmaras 1 

k – ε 2 

k – ω 2 

Algebraic stress 2 

Reynolds stress 7 

 

The Spalart – Allmaras model (Spalart and Allmaras, 1992) solves an extra equation 

for a kinematic eddy viscosity parameter, with a length scale specified, and is mainly 

used in external aerodynamics. A wall damping function is used which causes the 

kinematic eddy viscosity parameter to be equal to the kinematic eddy viscosity 

(Versteeg and Malalasekera, 2007). 

The k – ε model focuses on mechanisms that affect the turbulent kinetic energy. It 

calculates the instantaneous kinetic energy as the sum of the mean kinetic energy 

and the turbulent kinetic energy, which is given by k. The ε term is the dissipation of 

the turbulent energy. This variable contains terms that are not known and cannot be 

measured. These can be defined by velocity and length scales. The turbulent kinetic 

energy defines the velocity scale whilst the length scale uses the computed k value 

to determine ε. The velocity and length scales are used to define the eddy viscosity. 

The transport equations for k and ε contain five constants that can be changed. 

Although these constants can be adjusted, they have been arrived at from 

comprehensive data fitting for a vast array of turbulent flows. The two terms are 

closely linked such that when one increases so does the other. When the turbulent 

kinetic energy decreases, ε decreases more rapidly so that no negative values 

accrue (Ferziger and Perić, 2002; Versteeg and Malalasekera, 2007). 
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The implementation of this model needs the means of calculating k and ε for inlet and 

initial conditions. This can occur by either direct entry or by using turbulence intensity 

and a characteristic length scale. The characteristic length scale is used to define the 

length scale used in the calculations, which is related to the size of the eddies within 

the problem. This model is the most widely used and validated whilst also not 

needing adjustment of constants for different cases. Different versions of the model 

have been made to take account of varying effects, such as buoyancy (Rodi, 1980). 

The disadvantage for this model is that it performs poorly for some scenarios, such 

as; unconfined flows, rotating flows, large extra strain flows (swirling) and 

anisotropically driven flows of Reynolds stresses (Rodi, 1980; Versteeg and 

Malalasekera, 2007). 

The k – ω model has different variations just like the k – ε model. One such variation 

is the Wilcox model (Wilcox, 1993, 1988). This model uses the same turbulent kinetic 

energy as the k – ε model but uses a turbulence frequency, ω, which is defined as 

ε/k. However this model has issues with boundary conditions in a free stream. 

Therefore a variation was proposed to deal with this, known as the Menter Shear 

Stress Transport (SST) model (Menter, 1994, 1992a, 1992b). This is a hybrid model, 

using both the k – ε and Wilcox k – ω model. The Wilcox model is used at the near 

wall region with the k – ε model used in the fully turbulent region far from the wall. 

The equation for ε is changed to be ε = kω. The main use for these models is 

external aerodynamics although they can be suitable for more general use, with 

similar positives and negatives to the k – ε model (Versteeg and Malalasekera, 

2007). 

The algebraic stress model is a way of accounting for the anisotropy of the Reynolds 

stresses while not solving the transport equations for such parameters (Demuren and 

Rodi, 1984). The easiest way of doing this is by ignoring the convective and diffusive 

terms of these. A better way is to make the assumption that the sum of these terms is 

equal to the sum of the convective and diffusive terms of kinetic turbulent energy. 

This is possible because they are closely linked due to being turbulence properties. 

This model is advantageous as it models the anisotropy of the Reynolds stresses 

compared to other models. However it is not widely validated and is highly restricted 

for flows when assumptions of the transport for convection and diffusion are not 

applicable (Versteeg and Malalasekera, 2007). 
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The Reynolds stress model is similar to the transport equation for turbulent kinetic 

energy but also has a rotation term and a pressure-strain interaction or correlation 

(Launder et al., 1975; Rodi, 1980). The rotational term uses a standard equation 

which uses a rotation vector and alternating symbol, positive to negative depending 

upon the rotation. However the pressure-strain term is more difficult and requires 

corrections to some terms. This type of model has the potential to describe the mean 

flow properties and Reynolds stresses without the need of adjustment for different 

cases. It also has the benefit of only needing initial and/or boundary conditions. 

However it is extremely computationally costly due to the extra equations that it 

solves and is not very well validated (Versteeg and Malalasekera, 2007). 

LES is an intermediary that focuses on larger eddies. It involves spatial filtering that 

rejects smaller eddies, via a sub-grid scale model. The grid size needs to be finer 

than that needed for RANS. The sub-grid scale is used such that it ignores eddies 

below a certain cut-off limit. The connection between the larger and smaller eddies is 

resolved using a sub-grid-scale (SGS) model, this solves the SGS stresses that 

arise. This then means the time averaged, spatial filtered flow equations can be 

solved along with the SGS model. The cut off for the filter should not be smaller than 

the grid size used, as the value of the grid size would be kept, this means that for 

small filter sizes a fine grid is needed. In three dimensional grids with non-uniform 

spacing, the filter size is taken to be the cube root of the cell volume (Versteeg and 

Malalasekera, 2007). Further details are available in (Ferziger, 1977; Smagorinsky, 

1963). 

DNS models calculate all the turbulent fluctuations and the mean flow. The grid size 

needed for these calculations is extremely small. A small time step is also needed 

due to the speeds of some of the fluctuations. Due to the inherent complex nature, it 

is difficult to use DNS on complicated geometries. The grid discretisation needs to 

take account geometrical features and the turbulence scale. Although a small time 

step is needed, specific methods need to be used so accuracy and stability are 

ensured. This is so that a fluid particle only moves one grid space (Versteeg and 

Malalasekera, 2007). Further details are available in (Moin and Mahesh, 1998). 
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3.3.2 Underlying Turbulence Modelling Theory  

The two main types of fluid flow are laminar and turbulent. A laminar flow is smooth 

with neighbouring layers that slide alongside each other. A turbulent flow has 

continual mixing of the neighbouring layers. This occurs when the Reynolds number 

is above the critical Reynolds number. The motion within a turbulent flow is chaotic 

and unpredictable. This is also known as unsteady, although can balance to what is 

known as a quasi-steady state. This should not be confused with the time 

dependency, sometimes referred to as unsteady. 

The unpredictability of turbulent flows can be decomposed to the following: 

   tt        (3.11) 

Equation (3.11) is known as the Reynolds decomposition. There is a steady mean 

value Φ̅ and a fluctuating part 𝜙′(𝑡). 𝜙 can be replaced by any flow property, e.g. 

velocity components or pressure. Whilst the flow properties may be 1D or 2D, the 

turbulent fluctuations are always in 3D. This is normally in rotating flows which are 

known as turbulent eddies. 

The mean flow property Φ̅ is defined as: 
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The fluctuating property is by definition zero and is defined as: 
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The statistics of the fluctuating component are the most descriptive. The main 

descriptions are the variance and root mean square (r.m.s.). The variance is given 

by: 
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Whilst the r.m.s. is given by: 
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The r.m.s. of the velocity components are the easiest to measure and as such of 

importance. These become, 𝑢′2̅̅ ̅̅ , 𝑣′2̅̅ ̅̅  and 𝑤′2̅̅ ̅̅ ̅, and are used to express the mean 

kinetic energy per unit mass in the fluctuations. The total kinetic energy per unit 

mass, k, of the turbulence at a location is: 
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Equation (3.16) can be used to express the turbulence intensity, 𝑇𝑖. This is the 

average r.m.s. divided by a reference velocity and is linked to the turbulence kinetic 

energy, k. 
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The next step is to transform the governing equations, (3.1), (3.2) and (3.5), and the 

general transport equation, (3.4), into the turbulent flow equations. These are 

density-weighted averaged, also known as Favre averaged (Favre, 1969). This is in 

addition to the Reynolds averaging, which utilises the Reynolds decomposition, 

(3.11). Therefore the instantaneous velocity can be written as: 

u
u

uuu 


~
    (3.18) 

Where the Reynolds decomposition has 𝑢′, here the turbulent fluctuating part is 

denoted by 𝑢′′. The variable �̃� is the Favre-averaged velocity. Using the Reynolds 

decomposition of density and pressure, coupled with the Favre decomposition for 

scalars, e.g. velocity, energy and species, for the governing and species transport 

equations yields the following (Poinsot and Veynante, 2005): 
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Where Γℎ =  (𝜇 𝜎⁄ + 𝜇𝑡 𝜎ℎ⁄ ) with 𝜎ℎ being the turbulent Prandtl number. 
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The term −𝜌𝑢𝑖′′𝑢𝑗′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  in (3.20) is known as the Reynolds stress tensor. It is not an 

actual stress but a representation of instantaneous fluctuations of the flow. The 

calculation of the turbulent flows within the RANS equations needs turbulence 

models to predict the Reynolds stresses and as such close the system of equations. 

The models available have been discussed briefly in section 3.3.. The Boussinesq 

approximation is used to correlate the Reynolds stresses with the mean rates of 

deformation. It is similar to the viscous stress tensor (3.3), and is: 
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   (3.23) 

Where 𝛿𝑖𝑗 is Kronecker’s delta, 𝑘 is the turbulent kinetic energy per unit of mass, 

(3.16), and  𝜇𝑡 is the turbulent viscosity. The expression for the turbulent viscosity 

depends upon the model that is used. This is covered in the next section, which 

describes the three turbulence models that have been used in the work. 

3.3.3 Turbulence Models Used 

This study utilises three turbulence models, this section describes those models. The 

three models all consist of two equations. All three models consist of an equation for 

the turbulent kinetic energy, k, and a term for the dissipation. The first is the standard 
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k-epsilon model, followed by the realisable variant of this model. The last is the k-

omega SST model. These models assume isotropic turbulence, fluctuations are 

equal in all directions, which is not realistic (Poinsot and Veynante, 2005; Versteeg 

and Malalasekera, 2007).  

3.3.3.1 Standard k-epsilon 

This is the most common and well known RANS turbulence model. The model has 

been around for over 40 years, first formulated by Launder and Spalding (Launder 

and Spalding, 1974). This model solves the dissipation in the form of the 

turbulent/viscous dissipation rate, 휀. Initial and boundary conditions also need to be 

prescribed. Both 𝑘 and 휀 can be defined in different ways, either by intensity and 

length scale or via viscosity and length scale (CD-adapco, 2015; Versteeg and 

Malalasekera, 2007). 
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Where 𝑇𝑖 is the turbulence intensity, 𝜗 is the velocity scale, ℓ is the length scale and 

𝐶 and 𝐶𝜇 are constants. 

Equations (3.24) – (3.27) are for the initial and boundary conditions. The parameters 

𝑘 and 휀 also use transport equations within the model. These are: 
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Where 𝑆𝑘 is a user source term and 𝑃𝑘 is a source term, given by: 
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The Reynolds stresses in (3.29) are solved via the Boussinesq approximation (3.23). 

And the epsilon transport equation is: 
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Where 𝑆𝜀 is a user source term. 

Equations (3.28) and (3.30) contain model coefficients. These coefficients are 

devised from data fitting to vast amounts of experimental data (Versteeg and 

Malalasekera, 2007). Hence the earlier claim that the model is relatively accurate. 

Table 11 contains the coefficients used and the corresponding values. 

Table 11 Coefficients used in the standard k-epsilon turbulence model and the corresponding 
values. 

Coefficient Value 

𝐶𝜇 0.09 

𝜎𝑘 1.0 

𝜎𝜀 1.3 

𝐶𝜀1 1.44 

𝐶𝜀2 1.92 

 

3.3.3.2 Realisable k-epsilon 

This model is a development on the existing standard k-ε model (Shih et al., 1994). 

Transport equations for k and ε are solved yet again. However the difference 
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between this model and the standard variant are that there are differences to the ε 

equation. Therefore for ease the k equation is not given as it is the same as equation 

(3.28). There is also an alteration to the 𝐶𝜇 coefficient. It is no longer constant but an 

expression of the mean flow properties (CD-adapco, 2015). The new epsilon 

equation is: 
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It can be seen that there is an additional term, 𝐶𝜀1𝑆𝜀 and the penultimate term is also 

different to (3.30). The coefficient  𝐶𝜇 now becomes a variable which is based upon 

the strain and rotation rates. The coefficient 𝐶𝜀1 is also a variable which is a function 

of the time scale ratio of the turbulence to the mean strain. These are not given here 

but can be found in (CD-adapco, 2015; Shih et al., 1994). 

Therefore Table 11 is now redundant for this model. The new coefficients are given 

in Table 12. 

Table 12 Coefficients used in the realisable k-epsilon turbulence model and the corresponding 
values. 

Coefficient Value 

𝐶𝜇 Variable 

𝜎𝑘 1.0 

𝜎𝜀 1.2 

𝐶𝜀1 Variable 

𝐶𝜀2 1.9 

 

3.3.3.3 k-omega SST 

This model is a development of the k-ω model, developed by Wilcox (Wilcox, 1988), 

and is different to the k-ε model by the method of which the dissipation is resolved. 



66 
 

The SST variation, developed by Menter (Menter, 1994, 1992a, 1992b), combines 

the best of both the k-ε and k-ω models. This model satisfies the near wall problems 

that the k-ε model contains whilst utilising that model in far field regions. This is 

performed via a transformation from one region to the other. The aforementioned 

transformation is performed on the 𝜔 equation such that an extra source term 

appears. This extra term is because of cross-diffusion invoked by the relationship 

between ε and ω. This can be performed because of the relationship 𝜔 =  휀 𝑘⁄ . 

The parameters 𝑘 and 𝜔 also use transport equations. The 𝑘 equation is slightly 

different to (3.28) whilst obviously the 𝜔 equation is going to be different. 
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Where 𝑃𝑘 is the same as equation (3.29) and 𝑆𝑘 is a user source term. 
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Where 𝑆𝜔 is a user defined source term and 𝐷𝜔 is the cross diffusion term and is: 

ii xx

k
D













 

1
2 2,     (3.34) 

Equation (3.34) may also contain a blending function, which is not shown here. 

The term 𝑃𝜔 is similar to that of 𝑃𝑘 with a few alterations to the Boussinesq 

approximation, as shown below: 
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Equations (3.32) – (3.34) contain model coefficients. These model coefficients have 

been optimised (Menter et al., 2003) based upon experiences with the model in a 

range of computational problems. The coefficients are given in Table 13. 
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Table 13 Coefficients used in the k-omega SST turbulence model and the corresponding 
values. 

Coefficient Value 

𝛽∗ 0.09 

𝛽2 0.0828 

𝜎𝑘 1 

𝜎𝜔,1 0.5 

𝜎𝜔,2 0.856 

𝛾2 0.44 

 

The definition for 𝑘 is the same as equation (3.24). However 𝜔 needs to be defined, 

although the definitions are similar to equations (3.25) – (3.27), which are; 
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Equations (3.36) – (3.39) are for the initial and boundary conditions. However the 

conditions can still be prescribed the same way as previously, using intensity with 

length and velocity scales or via direct input of the model variables. 
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3.4 Combustion Modelling 

The modelling of combustion is necessary to aid the prediction of the temperature, 

species and various flow parameters that will change during the phenomenon. This 

lends itself to many applications, including safety analysis. The combustion models 

tend to deal with the chemical reactions that occur and the resultant effect on the 

flow. The species and energies related to the reactions are then utilised in the 

governing equations of the fluid flow. 

Combustion modelling is an important process, with many applications, and involves 

turbulent flow, heat transfer and chemical reactions amongst other processes both 

physical and chemical. It is important to predict the flow, species concentrations, 

possible emissions, pressures and other parameters. This is normally for the design 

and improvement of equipment. Another application is to predict dangerous areas 

and as such aid in the mitigation of any damage. 

Combustion modelling is important for any safety study, hence the inclusion in this 

work. This section gives an overview of various combustion models before continuing 

on to the different combustion regimes, which are likely to be encountered. This is 

followed by the combustion models that have been utilised within this work. 

3.4.1 Combustion Modelling Overview 

The basic equations of CFD are already well suited for the transport and heat 

transfer, whilst chemical reactions need to be implemented along with radiative heat 

transfer with extra models. Gaseous combustion can be split into two categories; 

premixed and non-premixed.  Premixed combustion is when the fuel and oxidant are 

combined prior to combustion and then ignition occurs. Non-premixed combustion is 

the opposite and is when the fuel and oxidant are mixed, from different streams, and 

combustion occurs where the conditions are correct. These flames are also known as 

diffusion flames, because the fuel and air mix together via diffusion prior to 

combustion (Versteeg and Malalasekera, 2007). 

The energy of combustion reactions is defined using thermodynamics. The internal 

energy and enthalpy are normally used. The enthalpy of combustion can be defined 

using the enthalpies of formation of the chemical species involved (Atkins and de 
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Paula, 2009). The stoichiometry and equivalence ratios, see section 2., are very 

important to combustion as they define the mixture of the chemicals involved. 

The maximum possible flame temperature, also known as the adiabatic flame 

temperature, is achieved when the mixture is completely burnt. This is under either a 

constant pressure or volume and when no work is performed or energy is transferred 

to the surroundings. Complete combustion does not always happen though and 

reactions can be reversible, this is known as dissociation. Some species may be 

created and used in different reactions, even though a reaction could be reversible. 

The resulting mixture after combustion and dissociation would need to be known, this 

resultant mixture would be in equilibrium. This is found through the second law of 

thermodynamics. The time taken to reach equilibrium is determined by the chemical 

kinetics of the reactions. The rates of reactions are used in the transport equations 

for all species as source terms. Due to species possibly getting used in further 

reactions, other than a reversible reaction, just the forward reactions can be used. 

Reaction rates are normally expressed via the Arrhenius equation. The problem with 

this is that some of the parameters, such as activation energy and pre-exponential 

constant, are reaction dependent. Detailed reaction mechanisms can be very big, 

hydrogen has at least 20 reversible reactions. Solving for all of these can be 

computationally expensive, due to the evaluations of kinetics and transport of 

species. Therefore it is normal to use a reduced mechanism, although there is a 

trade between accuracy and computational cost. Therefore it is normal to compare a 

reduced mechanism to the detailed version and if possible against experimental data. 

The continuity and momentum equations can be used without change for 

combustible flows. The transport equation is then utilised for individual species, using 

the mass fraction of the species, as well as any other important parameters like 

turbulence. The energy equation is normally an adapted transport equation for 

enthalpy. This is because the temperature of a flow depends on the thermodynamic 

state and mixture composition. However some models do not require an enthalpy 

transport equation, such as the laminar flamelet model. Most parameters of the 

energy equation are calculated using computer packages, such as CHEMKIN 

(Reaction Design, 2014) or DARS (CD-adapco, 2016), when using detailed chemistry 

models. 
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There is a simple chemical reacting system (SCRS) model that is more concerned 

with the over-arching combustion process. This uses a simple chemical reaction and 

is not interested with detailed kinetics but assumes that reactants are equal to 

products, in stoichiometric proportions. It also assumes an infinitely fast reaction and 

therefore ignores any intermediary reactions. The SCRS model can be applied for 

laminar diffusion flames by calculating species and temperatures. Due to the 

assumptions this model can have inaccuracies, mainly because of the minor species 

being ignored (Versteeg and Malalasekera, 2007). 

Turbulent non-premixed combustion is more complex than laminar simulations, even 

if simple chemistry is assumed. A major problem to be focused on is the heat 

generation in specific areas, which causes density to vary depending on the position.  

The turbulent flow would also have density fluctuations. Variables in a reacting flow 

are averaged in the same manner as general variable decomposition in Reynolds 

averaging. This yields an extra term in the Reynolds averaged equation, when 

compared to the instantaneous version. However to negate this extra calculation an 

averaging method is used, known as Favre averaging (Favre, 1969). However most 

experimental results are time averaged and as such a conversion is needed for 

Favre averaged simulation results to match experimental results (Versteeg and 

Malalasekera, 2007). 

A statistical approach to calculate the average quantities would negate the need for a 

conversion between Favre averaged and time averaged results. A popular method is 

using a probability density function (PDF) approach (Bilger and Kent, 1974; 

Lockwood and Naguib, 1975; Pope, 1976). This is extremely useful for the density 

weighted mixture fraction. There are many different PDF methods and can be found 

in most mathematics textbooks (Versteeg and Malalasekera, 2007). 

A chemical equilibrium model (Kent and Bilger, 1973) can be used for turbulent 

combusting flows when intermediary reactions are taken into account. As discussed 

above there are packages that can be used for the concentrations of species at 

equilibrium, including any minor species. This can be used in place of fast reacting 

chemistry. This method can be adjusted to partial equilibrium, so that some species 

are at partial equilibrium and others are not. This would be advantageous as minor 

species may not be in equilibrium (Versteeg and Malalasekera, 2007). 
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The eddy break-up model (EBU) (Spalding, 1971) is a simple yet efficient model. The 

rate at which fuel is consumed is as a function of the local flow properties. A mixing 

controlled reaction rate is used and is a function of the turbulence time scale. 

However kinetically controlled reactions can be used, expressed by an Arrhenius 

kinetic rate. This model has high dependency on the performance of the turbulence 

model. 

The EBU model has been modified to an eddy dissipation concept (EDC) model 

(Ertesvåg and Magnussen, 2000). This model incorporates the significance of finer 

structures of the flow on the chemistry. It utilises the kinematic viscosity as well as 

turbulent kinetic energy and dissipation to define a mass fraction (Versteeg and 

Malalasekera, 2007). 

The laminar flamelet model is a compromise between the need for detailed chemistry 

and simplicity (Peters, 1986, 1984). It views the turbulent flame as a mixture of 

stretched laminar flamelets. This is because turbulent flames can be described as 

wrinkled laminar sheets of reaction that are moving. It also considers major heat 

releases to occur in narrow regions. These are the flamelets which are at least 

considered to be in the turbulent flame. This is based on the assumption that the 

chemical reactions will occur quicker than the turbulent time scales. This would mean 

that reactions occur within a local vicinity. The properties of the flamelets are 

calculated once outside the flow field so that a laminar flamelet library can be 

constructed. This library consists of relationships between scalar properties and the 

mixture fraction. Due to the turbulent flow and the flame stretching a parameter, such 

as strain rate or scalar dissipation rate, is included in the flamelet library. The 

advantage of this method is that it can include detailed chemistry much easier. This 

is because the majority of the parameters are contained within the flamelet library. 

3.4.2 Combustion Regimes 

Combustion can occur in two modes, flame and non-flame (Turns, 2000). The 

difference between these two modes is the presence of a flame front. This work 

focuses on flames, as this is the more likely scenario. Flames can be defined as 

premixed or non-premixed (diffusion) (Turns, 2000). There are also partially premixed 

flames which as the name describes are a combination of both flame types. The 
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differences between premixed and diffusion flames is to do with the state of the 

mixture before ignition occurs. Both premixed and non-premixed flames are 

investigated within this work. 

Premixed flames have both the fuel and oxidiser (air) mixed before ignition. This can 

be before entering a fluid domain with ignition at the inlet, like a Bunsen burner or an 

engine (Turns, 2000; Versteeg and Malalasekera, 2007). It can also be within the 

entirety of an enclosure, giving a homogeneous mixture. 

Non-premixed flames have the fuel and oxidiser mixed separately, such that reaction 

occurs at the interface between the two (Turns, 2000). They can be mixed prior to 

ignition via diffusion (Versteeg and Malalasekera, 2007). 

Both flame types can be influenced by turbulence, such that they can be either 

laminar or turbulent (Poinsot and Veynante, 2005). This work only pertains to 

turbulent flames. Turbulent combustion is the interaction between the chemistry and 

turbulence, which can increase the turbulence. This is caused by flow accelerations 

through the flame front by the heat released and the changes in viscosity and density 

by temperature. The turbulence can also alter the flame structure which could 

increase or decrease the flame (Poinsot and Veynante, 2005). 

This work utilises the RANS equations, for combustion the drawback is that averaged 

flow fields are used. This means that variables, such as temperature, are 

instantaneously viewed as a constant which corresponds to the mean value at a 

given location (Poinsot and Veynante, 2005). 

The description of the combustion models used to solve both types of flame is given 

in the following section. 

3.4.3 Combustion Models 

Two combustion models have been used within this work, one for each type of 

combustion. Firstly the premixed model is described, followed by the non-premixed 

model. 
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3.4.3.1 Premixed Combustion Model – Eddy Break-Up Model 

The model used for premixed combustion is the Eddy Break-Up (EBU) model, first 

formulated by Spalding (Spalding, 1971). This uses the local flow properties to 

determine the rate of fuel consumption, such that turbulence controls this rate 

(Poinsot and Veynante, 2005; Versteeg and Malalasekera, 2007). This is expressed 

in the form of a turbulent mixing parameter (turbulent time scale). However before 

this is explained the equations for the model need to be addressed. This utilises the 

Favre-averaged equation for species transport (3.22), which is given below (CD-

adapco, 2015; Poinsot and Veynante, 2005; Versteeg and Malalasekera, 2007): 
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However now the source term, 𝑆𝑌𝑘
̃ , from (3.22) becomes 𝜔�̃̇� in (3.40). This is the 

mean reaction rate for a species and should not be confused with the turbulence 

frequency in section 3.3.3.3. The mass fraction subscript is now replaced by 𝑓, which 

denotes fuel. The equation for the mean reaction rate is (CD-adapco, 2015): 
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where 𝐶𝐸𝐵𝑈 is a model coefficient, 𝜏𝑡 is the turbulent mixing time (to be defined later), 

𝑌𝑓
𝑢 is the unburnt fuel mass fraction, 𝑌𝑓

𝑏 is the burnt fuel mass fraction and 𝑏 is 

defined as: 
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However when the equivalence ratio is ≤ 1 then 𝑌𝑓
𝑏 = 0. Then using this relationship 

and substituting (3.42) into (3.41) gives: 
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Equation (3.43) is similar to those in (Poinsot and Veynante, 2005; Versteeg and 

Malalasekera, 2007; Veynante and Vervisch, 2002). However there is the additional 

𝑌𝑓
𝑢 placed at the end (CD-adapco, 2015). 

The last term to define is the turbulent mixing time, 𝜏𝑡. This is defined as (CD-

adapco, 2015; Ferziger and Perić, 2002; Poinsot and Veynante, 2005; Veynante and 

Vervisch, 2002): 
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This is because of the relationship 𝜔 =  휀 𝑘⁄ . Equation (3.44) shows two possible 

definitions for the turbulent mixing scale. (Ferziger and Perić, 2002) state that the 

method employed should be dependent on the turbulence model utilised. However 

that is not the case with the software used for this work. 

Equation (3.43) shows that the progress of the combustion is controlled by 𝜏𝑡. This 

can be deduced because only the turbulence and fuel mass fraction can change. The 

fuel mass fraction gives information on the state of the combustion which means that 

the turbulent mixing time influences the rate of combustion. 

3.4.3.2 Non-Premixed Combustion Model – PPDF 

The non-premixed model that is used within this work is the Presumed Probability 

Density Function (PPDF) (Jones, 1980; Peters, 1986; Veynante and Vervisch, 2002). 

The fundamentals are that some parametric variables are tracked within the domain, 

such as mean mixture fraction. Then other variables, such as species, temperature 

and density, are obtained as functions of the parametric variables. These variables 

are stored in a look-up (PPDF) table. This is after an averaging process using a 

presumed probability distribution, which represents the turbulent fluctuations (CD-

adapco, 2015; Poinsot and Veynante, 2005; Versteeg and Malalasekera, 2007). 

STAR-CCM+ has different variations of this model. Firstly, there is an option for the 

equation of state, known as adiabatic and non-adiabatic. The adiabatic variations use 

a PPDF specific ideal gas model, which interpolates species, density and 

temperature from a PPDF table. The non-adiabatic variations use the ideal gas law, 

which only interpolates species from the PPDF table. Density is from the ideal gas 
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law and temperature is calculated from the enthalpy and species (CD-adapco, 2015). 

The non-adiabatic variation is used within this work. 

There are two other model types that can be used. These are known as the 

equilibrium or flamelet models. These are alongside the two other variations for the 

equation of state. The equilibrium PPDF model assumes local instantaneous 

equilibrium conditions. The flamelet PPDF model accounts for non-equilibrium and 

finite-rate chemistry effects (CD-adapco, 2015). Both of these variations are 

investigated during the work. 

The PPDF model utilises equations for mixture fraction, �̃�, and mixture fraction 

variance. The mixture fraction is defined as (CD-adapco, 2015): 
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Where 𝑚𝑓 is the mass of atoms from the fuel and 𝑚𝑜 is the mass of atoms from the 

oxidiser. A transport equation is solved for the mixture fraction, which follows a 

similar form to (3.22). The mixture fraction variance, 𝑍′′2̃, is defined as (CD-adapco, 

2015): 

 22 ~~
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There is also a transport equation for the mixture fraction variance, which follows a 

similar form to (3.22). The shape of the PDF depends solely on these two variables. 

The PPDF of the mixture fraction utilises a beta function which is (CD-adapco, 2015): 
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Where �̃� is the probability and should not be confused with pressure. 𝑎 and 𝑏 are 

related to mean and variance by: 
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Equations (3.48) and (3.49) are slightly different to those in other sources (Poinsot 

and Veynante, 2005; Versteeg and Malalasekera, 2007; Veynante and Vervisch, 

2002). 

The equilibrium PPDF model connects the mixture fraction to the conserved scalars 

via: 
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Where 𝜙 is a conserved scalar and the subscripts f and o represent fuel and oxidiser 

respectively. The averaged value of a scalar is dependent on the mixture fraction and 

enthalpy for the non-adiabatic equilibrium PPDF model. The averaged scalar can be 

obtained by: 
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The mapping for the mean of any scalar to the mean mixture fraction and variance is 

computed through a PPDF table, compiled at the start. This is performed via a look-

up of the table and then interpolation.  

The flamelet PPDF model uses a different definition for 𝜙, compared to (3.50). The 

equation for this model is (CD-adapco, 2015): 

  ,Z      (3.52) 

Where 𝜒 is the scalar dissipation rate, which is: 
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The flamelet library used is generated for different values of 𝜒, whilst tabulating 

results as functions of 𝑍 and 𝜒, this gives equation (3.52). Finally the averaged scalar 

is obtained by: 
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The mapping for the scalar in (3.54) is obtained in the same way as that for (3.51). 

3.5 Solution Algorithm 

The solution algorithm is the method used to solve the equations that model the 

physics. The equations become discretised before use within the model. There are 

many variations of discretisation, thus further information is available in (CD-adapco, 

2015). There are many different solution algorithms, however the method used in the 

work is the SIMPLE algorithm. SIMPLE stands for Semi-Implicit Method for Pressure-

Linked Equations. The method was devised by (Patankar and Spalding, 1972) and is 

a predictor-corrector method. 

A flowchart of the algorithm is given in Figure 9 (CD-adapco, 2015; Versteeg and 

Malalasekera, 2007). 



78 
 

 

Figure 9 Flowchart of the SIMPLE algorithm. 

3.6 Conclusion 

This chapter has explained the governing equations for compressible flows and the 

transformation into the Favre-averaged equations. The concept of turbulence has 

been approached and the various models used have been explained. The theory of 

combustion and the models that are utilised have been discussed. Finally, the 

solution algorithm that is used is given.  
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Chapter 4 – Models for Non-Reacting Safety 

Assessment 

4.1 Introduction 

Investigating the initial phases of a release before an ignition is important. This is 

because it is preferable to limit the amount of flammable volume that accumulates, as 

such decreasing the possibility of ignition. By extension this could limit the potential 

damage and harm after ignition. There can be numerous possibilities that need to be 

examined, this is why modelling such problems becomes favourable. However all 

models need to be compared against experimental results to prove the validity and 

accuracy of them. 

The validation of models has the potential to be endless, with continual improvement 

of model coefficients to fit experimental data. This is why the majority of model 

coefficients are fitted against numerous experimental data sets of varying problems. 

Whilst this would make a model increasingly accurate for a specific problem, it may 

not be completely transferable for another problem. It also hinders advancement into 

investigating other problems. 

The work within this chapter relies on two different experiments, consisting of 

different geometrical configurations for assessment of the non-reacting modelling. 

Firstly, a smaller configuration is used to examine meshing strategies and sensitivity. 

This is followed by a turbulence model comparison utilising the results of the mesh 

sensitivity study. Secondly, the recommendations from the first configuration are 

applied to a larger geometry. This is more replicable with a residential garage and is 

why this was chosen. Two different release rates are used with one taking into 

account atmospheric conditions. 

The chapter continues with the first study, on the smaller geometry. There is an initial 

mesh sensitivity study which is followed by an investigation into three turbulence 

models. The results of these studies are then applied to the second, larger, 

geometry. Here two different experiments are investigated, looking at different vent 

configurations and atmospheric conditions. This is performed to give increased 
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confidence in the proposed methodology on a similar geometry for the studies in 

Chapter 5. All of the experimental data was extracted using the software, 

WebPlotDigitizer. 

4.2 Case Study 1 – Matsuura & Swain Data 

This experiment was a release of hydrogen into a partially enclosed geometry, which 

resembles a hallway. The release was located at one end of the enclosure with vents 

located at the other end. The experiment was chosen because of its repeatability, 

namely that the experiment was conducted by two different research groups a 

decade apart and in different continents, (Swain, 1998) in the USA and (Matsuura et 

al., 2008) in Japan. Multiple data sets give more confidence in the modelling and 

show the potential for deviation between experiments. 

This case study is split into two sections; the first is a mesh sensitivity study whilst 

the latter is a turbulence model comparison. However before the results, the 

experimental configuration and then numerical modelling will be explained. 

4.2.1 Experimental Configuration 

The experimental configuration employed is representative of a hallway, with the 

release source located at one end and 2 vents located opposite. Figure 10 is a 

photograph, taken from the publication of (Matsuura et al., 2008), of the experimental 

set up that was used. The inlet is visible by a dark rectangle at the base of the 

Perspex. 

 

Figure 10 Photograph of the experimental rig used by (Matsuura et al., 2008). 
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Figure 11 shows the geometries that are used in the modelling and is comparable to 

Figure 10. The exterior surrounding the Perspex hallway is also used during the 

modelling. This is used so boundary conditions are not needed on the vents. This 

creates a realistic representation of the physics at the vents. Alongside this the walls 

of the enclosure were modelled as 5 mm thick, similar to the Perspex walls visible in 

Figure 10. The larger outer domain is used because it is then similar to that in 

(Matsuura et al., 2008). 

 

  Figure 11 Geometries used for simulation (left – full numerical domain, right – 
hallway). 

Figure 11 right is the geometry of the hallway, used in both the numerical domain and 

experiments. The inlet and vents all have the same dimension, 0.3048 m by 0.1524 

m, whilst the enclosure had a volume of 2.35 m3, dimensions for which are depicted 

in Figure 11. Pure hydrogen was released into the enclosure with a volume flow rate 

of 9.44 x 10-4 m3/s, which corresponds to a mass flow rate of 7.7408 x 10-5 kg/s. The 

hydrogen concentration was measured at four locations, two upper sensors and two 

lower sensors, with one of each at separate ends of the enclosure. The sensor 

locations in Figure 11 right are given in Table 14. 
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Table 14 Sensor locations for case study 1. 

Sensor x coordinate (m) y coordinate (m) z coordinate (m) 

1 0.152 0.152 0.596 

2 0.152 1.009 0.219 

3 2.676 1.009 0.596 

4 2.676 0.152 0.219 

 

4.2.2 Numerical Setup 

The numerical model consisted of transient equations for continuity, momentum, 

energy and species, equations (3.1), (3.2), (3.5) and (3.22), for H2 and O2. Oxygen is 

modelled because air is treated as 79% nitrogen and 21% oxygen. Turbulence was 

also modelled; the information for the turbulence models employed has been given in 

section 3.. The diffusion of the species is accounted for by molecular diffusivity. The 

diffusion coefficients are calculated according to kinetic theory (CD-adapco, 2015). 

The extension to binary coefficients is accounted for by Chapman-Enskog theory 

(Poling et al., 2001). This is instead of the standard Schmidt number concept, which 

is not used due to the inherent physical discrepancies that arise when hydrogen is 

present in vast quantities. These discrepancies are due to the vast differences in 

diffusivity for hydrogen compared to oxygen and nitrogen. 

The equations are solved using the SIMPLE algorithm, as explained in section 3.5 

Solution Algorithm. Under relaxation is applied to stabilise initial iterations. The initial 

conditions for the turbulence modelling were calculated via the turbulence intensity 

and length scale which were assumed to be 1% and 0.3048 m respectively. These 

values are the same as those from (Matsuura et al., 2008) who performed the 

experiments. 

The boundary conditions applied were a mass flow inlet and a pressure outlet. The 

pressure outlet is located at the top of the outer domain. The mass flow inlet had a 

constant temperature, pressure and mass flowrate. The pressure was set to 

atmospheric whilst the temperature was 300 K. The species at the inlet was pure 
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hydrogen with the mass flow rate of 7.7408 x 10-5 kg/s. Turbulence was again 

calculated via the turbulence intensity, which was 1%, and the turbulence length 

scale, which was 8.89 x 10-4 m. The pressure outlet was located at the top of the 

external geometry. This is deemed to be far enough away as to not interfere with the 

flow at the vents. The pressure prescribed here was atmospheric whilst the 

turbulence intensity was 1% and the length scale was 0.3048 m. The walls were 

modelled as smooth with a no-slip condition for the shear stresses. The vents were 

built in such a way that there were no constraints placed upon them and the flow was 

not constricted. The time step for the calculations varied depending on the mesh 

imposed; the coarse mesh used 0.08, medium mesh 0.05 and fine mesh 0.03 

seconds. These values are chosen such that the Courant number remains the same. 

4.2.3 Mesh Sensitivity Study 

The mesh sensitivity study was performed using the same turbulence model, namely 

the k-ω SST model. The meshes that are compared have non-uniform cell sizing 

throughout the numerical domains. This is to save on computational expenditure, 

whilst ensuring accuracy in areas of interest. The meshes examined are given in 

Table 15.  

The meshing strategy was such that the smallest cell size is used around the inlet 

and vents, with a slightly larger cell size used in-between these regions. The larger 

cell size is used for the majority of the external domain. All of the control volumes are 

hexahedral. The results for the mesh sensitivity study will now be given. 

Table 15 Mesh comparison characteristics. 

Mesh 

Name 

Smallest Cell Size (m) Largest Cell Size (m) Total Number of 

Cells 

Coarse 0.035 0.35 569781 

Medium 0.025 0.25 1033850 

Fine 0.015 0.15 3264235 
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4.2.3.1 Mesh Sensitivity Results 

Transient data was extracted for the experiments from (Matsuura et al., 2008; Swain, 

1998) for comparison against the numerical outputs from the simulations. The mesh 

sensitivity results are given per sensor, such that there are individual graphs for 

every sensor. This is given in order and provided as such to avoid confusion. 

 

Figure 12 Sensor 1 mesh comparison. 

Figure 12 shows that the difference between all three of the meshes, at sensor 1, is 

negligible, whilst there is a slight under-prediction against the Matsuura data 

(Matsuura et al., 2008). The difference between the coarse mesh and the fine mesh 

at 500 seconds is 0.03 volume % hydrogen concentration. There is a vast difference 

with the Swain data (Swain, 1998), as this reaches 1.28 volume % at the last 

reading. However the difference with the Matsuura data (Matsuura et al., 2008) is 

approximately 0.25 volume %, this is taken from the time region of 475 seconds. The 

differences between the numerical and experimental data could be explained by the 

incumbent error that may occur in the positioning of the sensor. This is possible 

because the numerical ‘sensor’ yields data for a specific point, taking the maximum 

value of the cell at that location. The experimental sensor would be bigger and as 

such could induce a positional error. 
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Figure 13 Sensor 2 mesh comparison. 

Figure 13 shows that the differences between the meshes, at sensor 2, are small. 

This is shown by a hydrogen concentration variation of 0.02 volume % between the 

coarse mesh and the fine mesh, with the medium mesh situated in between. There is 

an over-prediction of hydrogen when compared to the data from Swain, whilst an 

under-prediction when comparing against the Matsuura data. However this does not 

explain the almost perfect matches between the Swain and Matsuura data up to 100 

seconds. There is also an over-prediction initially for the numerical work during the 

accumulation phase of the release. However the numerical results tend to the 

experimental results after 100 seconds. 

The fluctuations that are evident within the quasi-steady state, post 250 seconds are 

attributed to impingement on the roof. The impingement on the roof then causes 

circulation in the domain and around the area which encompasses the sensor. 
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Figure 14 Sensor 3 mesh comparison. 

Figure 14 shows that at sensor 3 there are again minor differences between the three 

meshes studied. The difference, during the quasi-steady state circa 400 seconds, 

between the coarse mesh and the fine mesh is 0.08 volume % of hydrogen. The 

medium mesh results are between the coarse and fine results. Similarly to the results 

for sensor 2, there is an under-prediction of the Matsuura data and an over-prediction 

of the Swain data. The difference between the two experimental sets of data is 0.47 

volume % with the numerical results sitting in the middle of these two. 

 

Figure 15 Sensor 4 mesh comparison. 
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Figure 15 shows a comparison of the numerical results against the experimental 

results for sensor 4, located near the lower vent. There are bigger differences 

between the meshes; the coarse mesh reads 0.74 volume %, medium 0.94 volume 

% and the fine 1.01 volume %. Although in the grand scheme of things the difference 

between the medium and fine mesh is still small, 0.07 volume %.  The medium and 

fine mesh both show concentrations in between the two experimental data sets, 

slightly over-predicting the Matsuura data. The Swain data reaches 1.78 volume % 

whilst the Matsuura data reaches approximately 0.85 volume %, which is quite a 

significant difference. 

There are many possible reasons for the discrepancies between the two sets of 

experimental results. Although it is my view that the differences between the 

experimental data sets is due to an improvement in sensors over the 10 years 

between the experiments. There is also the possibility of the atmospheric conditions 

being different at the two locations of the experiments. However from Figures 12 – 15 

it can be construed that the differences between the medium and fine mesh are 

negligible and as such the medium mesh is suitable to be used for further 

investigation. 

4.2.4 Turbulence Model Comparison 

The turbulence model comparison utilises the medium mesh that has been explained 

previously and deduced to be independent. The different turbulence models used are 

the standard and realisable k-epsilon models as well as the k-omega SST model, 

which have been explained in section 3.3.. The results of the turbulence model 

comparison will now be shown and explained. 

4.2.4.1 Turbulence Model Comparison Results 

The results are portrayed similar to that of section 4.2.3.1. 
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Figure 16 Sensor 1 turbulence model comparison. 

Figure 16 contains graphical representation of the numerical and experimental 

results at sensor 1, for the turbulence model comparison. It can be seen that there 

are significant deviations between the turbulence models at sensor 1. This is evident 

by the difference between the standard k-epsilon model, recording 0.3 volume % 

hydrogen concentration, compared to the k-omega SST model which recorded a 

hydrogen concentration of 0.499 volume %. The realisable k-epsilon model performs 

even worse than the standard version of the k-ε model. 

Table 16 shows the error comparison for the different turbulence models at sensor 1 

for the time range 100 – 500 seconds, every 50 seconds. The error is calculated 

using the following equation: 

Experiment

ExperimentSimulation
Error


 *100%  

The experimental data used for the error calculation is the Matsuura experimental 

data. The final row of the table is the average error for each turbulence model. It is 

clear that the k-omega SST model performs better than the others, with an average 

error of 40.3%. The standard k-epsilon model has an average error of 63.6% whilst 

the realisable k-epsilon model has an average error of 71.1%. The errors seem large 

but this is due to the small concentrations that are recorded for the simulations and 

experiment. This causes smaller deviations to be exacerbated. 
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Table 16 Error comparison for the turbulence models at Sensor 1. 

Time 

(second) 

Standard k-epsilon 

model % error 

Realisable k-epsilon 

model % error 

k-omega SST 

model % error 

100.75  67.3 80.5 30.5 

149.1 57.9 70.7 36.5 

199.35 67.3 73.2 52.5 

252.1 54.3 58.6 30.4 

300.4 47.1 55.2 13.9 

350.7 77.6 82.0 62.9 

401.2 59.1 67.2 31.9 

449.15 63.9 72.2 40.4 

499.4 77.6 80.1 63.2 

AVERAGE 63.6 71.1 40.3 

 

 

Figure 17 Sensor 2 turbulence model comparison. 
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Figure 17 shows the comparison of the predicted concentrations for the turbulence 

models against recorded experimental data at sensor 2. It can be seen that at sensor 

2 the k-ω SST model performs better than either of the k-ε models. The k-ω SST 

model reaches a hydrogen concentration of 5.14 volume %, compared with the 4.97 

volume % hydrogen concentration recorded for the standard k-ε model. The 

realisable k-ε model over-predicts the hydrogen concentration, recording 5.65 volume 

%. 

Table 17 Error comparison for the turbulence models at Sensor 2. 

Time 

(second) 

Standard k-epsilon 

model % error 

Realisable k-epsilon 

model % error 

k-omega SST 

model % error 

99.95 27.8 32.4 2.7 

150.95 8.9 0.5 1.3 

200.45 1.7 4.3 1.3 

249.55 1.9 13.7 0.4 

300.45 2.4 12.5 0.2 

349.55 3.7 0.6 4.2 

400.45 1.6 5.6 1.4 

449.55 4.9 8.8 0.6 

499.4 10.4 3.6 6.8 

AVERAGE 7.0 9.1 2.1 

Table 17 contains the error comparison at sensor 2 for the time range 100 – 500 

seconds, in intervals of 50 seconds. The simulated data is compared against the 

Matsuura data. The final row of the table is the average error for the models. This 

shows that the k-omega SST model performs better than the others with an average 

error of 2.1%. The standard and realisable k-epsilon models have average errors of 

7.0 % and 9.1% respectively. The errors are significantly lower than sensor 1 which 

is due to the higher concentrations seen at this location. 
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Figure 18 Sensor 3 turbulence model comparison. 

Figure 18 shows the predicted and recorded data for the turbulence model 

comparison at sensor 3. Once again the realisable k-ε model over-predicts again, 

with a recorded concentration of 5.45 volume %. The standard k-ε model is a better 

match for the Matsuura data, as the recorded concentration is 5.18 volume % 

compared to the 5.24 volume % for the experimental data. The k-ω SST model 

under-predicts compared to the Matsuura data, as it records a concentration of 5.08 

volume %. However the k-ω SST model is still between the two different 

experimental results. 

Table 18 shows the errors between the turbulence models and the experimental data 

for the range 100 – 500 seconds, in intervals of 50 seconds. The final row of the table 

is the average error for each turbulence model. The turbulence model with the lowest 

average error is the standard k-epsilon model with a percentage of 5.1%. The 

realisable k-epsilon and k-omega SST models recorded average errors of 9.6% and 

6.5% respectively.  
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 Table 18 Error comparison for the turbulence models at Sensor 3. 

Time 

(second) 

Standard k-epsilon 

model % error 

Realisable k-epsilon 

model % error 

k-omega SST 

model % error 

99.2 21.3 39.2 28.5 

150.2 8.7 12.0 6.5 

199.35 4.8 8.7 2.4 

249.15 0.2 4.9 0.01 

299.0 1.0 9.4 0.4 

350.7 3.2 2.1 5.3 

401.2 0.7 1.8 3.0 

450.3 5.1 3.4 7.8 

499.0 1.4 4.7 4.6 

AVERAGE 5.1 9.6 6.5 

 

 

Figure 19 Sensor 4 turbulence model comparison. 
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Figure 19 is a graphical representation of the predicted and recorded concentrations 

at sensor 4. It can be seen that at sensor 4 the k-ω SST model over-predicts the 

Matsuura data whilst under-predicting the Swain data. This model records a 

hydrogen concentration of 0.94 volume %. Both the standard and realisable k-ε 

models under-predict the Matsuura data, with recordings of 0.44 and 0.52 volume % 

respectively. 

Table 19 Error comparison for the turbulence models at Sensor 4. 

Time 

(second) 

Standard k-epsilon 

model % error 

Realisable k-epsilon 

model % error 

k-omega SST 

model % error 

98.9 48.1 82.2 13.9 

151.0 45.1 49.5 9.6 

198.65 46.0 46.3 6.9 

249.65 44.4 33.1 16.7 

299.5 40.2 41.0 14.5 

351.6 44.0 49.1 13.2 

401.5 36.2 49.4 28.2 

448.75 45.9 57.5 9.6 

496.8 44.1 30.7 17.2 

AVERAGE 43.8 48.8 14.4 

Table 19 shows an error comparison of the turbulence models at sensor 4 for the 

range 100 – 500 seconds, in intervals of 50 seconds. The final row of the table shows 

the average error for each turbulence model. The lowest average error is for the k-

omega SST model with an error of 14.4%. The standard and realisable k-epsilon 

models have average errors of 43.8% and 48.8% respectively.  
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Table 20 Combines the average errors for all sensors and turbulence models. 

Sensor Standard k-epsilon 

model % error 

Realisable k-epsilon 

model % error 

k-omega SST 

model % error 

1 63.6 71.1 40.3 

2 7.0 9.1 2.1 

3 5.1 9.6 6.5 

4 43.8 48.8 14.4 

AVERAGE 29.9 34.7 15.8 

Table 20 combines the average errors at all locations for each turbulence model. The 

final row contains the average error for each model investigated. The k-omega SST 

model has a final error for the problem of 15.8%. This is followed in accuracy by the 

standard and then realisable k-epsilon models, with average errors of 29.9% and 

34.7%. 

The results from Table 20 prove that the most accurate model to use is the k-ω SST 

model; it records hydrogen concentrations at three of the sensors better than either 

of the k-ε models. It is far more accurate at the lower levels, although the accuracy is 

worse than the upper levels. The decrease in accuracy at the lower levels is due to 

the lower concentrations, which exacerbate the discrepancies more. The upper 

sensors, 2 and 3, show greater accuracy across all of the models used. 

4.3 Case Study 2 – HSL Data 

The second case study consists of two simulations which are compared against 

experimental data from HSL. This was performed as part of the Hyindoor project 

(Hyindoor, 2012). The experiments chosen consist of single and double vents, whilst 

the latter also accounts for atmospheric conditions. The geometry is comparable to 

that of a residential garage, which is why these experiments are used for 

comparison. The experimental information and data is taken from (Hooker et al., 

2013). 
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4.3.1 Experimental Configuration 

The experimental configuration is an ISO container, which is similar to a residential 

garage. The volume of the container is 31 m3 and contains multiple vents, as shown 

in Figure 20, reproduced from (Hooker et al., 2013). Figure 20 shows the dimensions 

of the geometry alongside the location of the vents. 

 

Figure 20 HSL experimental configuration. 

The vents shown in Figure 20 can be open or shut depending on the venting 

configuration under investigation. The pipe shown is the inlet into the domain and is 

located centrally within the enclosure. The internal diameter of the pipe is 10 mm 

although the release pressure is relatively low, as a system of mass flow controllers 

are utilised. 

The enclosure is located externally and as such atmospheric conditions need to be 

taken into account. Atmospheric conditions were measured near the enclosure. The 

most important information for simulating non-reacting experiments is the wind speed 

and direction. This was measured 3.4 m above the enclosure, 4.2 m above the 

ground. 

The hydrogen concentration is measured using 27 oxygen sensors mounted in 

‘layers’ at heights of 1 m, 1.75 m and 2.25 m. The locations are shown in Figure 21. 

The concentrations for each layer were then calculated by averaging the readings at 

each height. 
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Figure 21 Sensor locations for the HSL experiments. 

The two experiments used different release rates and venting configurations. The 

first experiment had a mass flow rate of 2 x 10-4 kg/s, which corresponds to a volume 

flow rate of 150 NL/min, for 50 minutes. This experiment only had a single vent, vent 

1 in Figure 20, open. The wind direction was at the opposite wall to the open vent. 

The second experiment used a mass flow rate of 1.6 x 10-3 kg/s, corresponding to a 

volume flow rate of 1200 NL/min. This experiment had two vents open, one upper 

and one lower, which were vents 4 and 5 in Figure 20. This experiment only has 

transient data for the 1 m height however there are average data for all heights 

available. However the method used for averaging is not given and can therefore not 

be reproduced, this means that these readings are futile. The wind in this experiment 

was directed at the upper vent with an average wind speed of 3.1 m/s. However 

graphical data was given for the range 400 – 800 seconds, which shows some major 

oscillations (Hooker et al., 2013), which has been reproduced in Figure 22. It is 

evident that the average speed, of 3.1 m/s, stated in (Hooker et al., 2013) is clearly 

not viable as it does not represent the actual profile which is given in Figure 22 for 

the time range 400 – 800 seconds. Modelling this presents a problem as the 

preceding information is unknown. 
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Figure 22 Wind profile for HSL experiment 2 (Hooker et al., 2013). 

4.3.2 Numerical Setup 

The numerical setup is similar to that utilised previously in section 4.2.2. This 

validation also used the outcomes from section 4.2.4.1, namely the medium mesh 

cell characteristics and the k-ω SST turbulence model. 

The geometry was encased by an external domain with dimension 8 m by 8 m by 8 

m; this was using the same logic as section 4.2.1. This was especially needed for the 

simulation with atmospheric conditions. There were a total of 674102 cells used for 

both the internal and external domains. 

The simulation for comparison with experiment 2, with wind, was performed slightly 

differently. The first 100 seconds of the simulation had no hydrogen release, such 

that a wind profile was visible. After the 100 seconds the hydrogen release started, 

with the time reset to zero. 

4.3.3 Results 

The results for the first experiment are given, followed by the second experiment. 



98 
 

 

Figure 23 Results for HSL experiment 1. 

Figure 23 shows the predicted and recorded hydrogen concentrations for the first 

HSL experiment. The predicted results show good agreement with the experimental 

data, especially for the upper levels of 2.25 m, red line, and 1.75 m, blue line. There 

is a very small under-prediction for the highest level, whilst the middle level is almost 

identical to experiments. The lower level of 1 m, green line, shows good agreement 

initially but there is an under-prediction after 350 seconds. 

Figure 24 shows the hydrogen mole fraction, for the central plane parallel to the 

vents, at 800 seconds. This shows the behaviour of the hydrogen at the end of the 

simulation. The upper bound has been cut off at 0.08 hydrogen mole fraction such 

that the lower concentrations are visible. Unsurprisingly, the highest concentrations 

are within the jet directly above the release, which does not impinge upon the roof. It 

can also be seen that the flow of hydrogen is symmetric. 
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Figure 24 Planar image of hydrogen mole fraction for HSL 1, at 800 seconds. 

 

Figure 25 Results for HSL experiment 2. 

Figure 25 shows the recorded and predicted hydrogen concentrations at a height of 1 

m for the second HSL experiment used. This scenario had a wind profile present 
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which is given in Figure 22. The graph shows that the experimental measurements 

fluctuate due to the varying wind, whilst the simulation results show the concentration 

is almost constant. This happens because using an average wind profile is not an 

accurate prediction of the atmospheric behaviour. It is also not possible to predict 

either the wind or hydrogen behaviour prior to 400 seconds, which is why the 

average wind profile is used. 

 

Figure 26 Planar image of hydrogen mole fraction for HSL 2, at 800 seconds. 

Figure 26 shows the hydrogen mole fraction, representative of volume percentage, 

for the central plane, parallel to the vents. The upper bound is set to 0.06 hydrogen 

mole fraction such that the lower mole fractions have greater visibility. It is evident 

that the atmospheric conditions, combined with the multiple vents influence the flow 

of hydrogen, hence the lack of symmetry compared to Figure 24. The right hand side 

shows evidence of the flow coming into the enclosure, visualised by the low mole 

fraction near the wall. This also shows that the higher concentrations are too the right 

of the release. 
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Figure 27 Planar images of hydrogen mole fraction, at 800 seconds. A is perpendicular to vent 
5. B is perpendicular to vent 4. C is central and parallel to the other to planes.  

Figure 27 depicts planar images of hydrogen mole fraction at three locations, and is 

perpendicular to the view in Figure 26. Figure 27 A is across vent 5, B is across vent 

4 and C the centre of the enclosure. It is worth noting that the wind is coming towards 

vent 5. This shows that the atmospheric conditions aid mixing, evident by the almost 

uniform mixture depicted in Figure 27 B. 

Figure 27 A shows the air flow enters the enclosure which meant the buoyancy of 

hydrogen is negated. This causes the higher concentrations to reach lower on the left 

hand side. This phenomena is the cause of the higher average concentration 

recorded, shown in Figure 25. Figure 27 C shows that the air flow across the 

enclosure causes asymmetry around the release point. This is again caused by the 

flow of air entering the enclosure at the upper vent, thus forcing the hydrogen out of 

the lower vent. 
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The results for the second HSL experiment, Figure 25, show that without accurate 

information it is impossible to model atmospheric conditions. However the results for 

the first HSL experiment, Figure 23, show an accurate prediction for the simulation 

against the experimental data, especially at higher levels. Therefore it can be 

concluded that the modelling techniques that were applied to that problem are 

suitable and can be trusted in moving forwards to modelling hypothetical scenarios. 

4.4 Conclusion 

This chapter has shown a mesh sensitivity analysis and turbulence model 

comparison to determine suitability for further work. This was then followed by further 

validation on a different geometry, to increase confidence in the modelling 

techniques. 

The mesh sensitivity study shows that the medium mesh, which utilises cell sizes 

ranging from 0.025 m – 0.25 m, is suitable for further work. The more suitable 

turbulence model is the k-omega SST model, which has a total average error of 

15.8%. This error is almost half as much as the next best, the standard k-epsilon 

model. 

The second set of experiments utilised a bigger geometry than the first and two 

different experiments. The first experiment had a slower inlet velocity and only one 

vent open. The results between the recorded and predicted concentrations showed 

good agreement at three different heights. The second experiment had a quicker 

release rate, two vents open and was also influenced by atmospheric conditions, 

namely wind. The information available was for the time range 400 – 800 seconds, 

although an average wind speed was given. The average wind speed was used for 

the entire simulation, as no information was given prior to 400 seconds. The 

predicted results show an almost constant concentration whilst the recorded results 

show strong deviations. This is due to the wind that was acting upon the enclosure 

during the experiment. 

The results give confidence in the meshing strategy and models to be used for 

further investigations.  
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Chapter 5 – Modelling of Non-Reacting Scenarios 

5.1 Introduction 

Natural ventilation is favourable for non-reacting safety studies because there are no 

dependencies. This is compared to mechanical (powered) ventilation, such as fans, 

which requires electricity and as such is subject to failure. Natural ventilation is 

boosted when hydrogen is used because of its density, 0.09 kg/m3, compared with 

air, 1.23 kg/m3, which induces buoyancy. The ideal scenario is that any leak can be 

dispersed externally before ignition occurs. The following work uses this scenario. 

This chapter investigates venting strategies for a geometry that resembles a 

residential garage. The work applies the recommendations from Chapter 4. The aim 

of this work is to find the most realistic and suitable ventilation strategy to mitigate 

accidental releases of hydrogen. A single failure mode is assumed and as such a 

single release source is used. The failure mode is the connector between the 

refuelling tank and the vehicle. Another option could be the pressure relief device 

(PRD) however operational pressures are unknown at the moment. 

5.2 Geometrical Configurations 

The geometrical configuration considered is a volume which resembles a residential 

garage, which is naturally ventilated. The ventilation consists of vents located 

opposite and near the release source, a low vent opposite the release is always 

used. The number and position of the vents changes depending upon the 

investigation, whilst the total venting area remains 0.05 m3. The addition of a vehicle 

is also considered for some of the investigations. There is an external domain 

encasing the garage geometry, following the same logic as Chapter 4. The main 

geometries in question are given in Figure 28. 
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Figure 28 Initial geometry for studies (left - external domain, right – enclosure). 

Figure 28 left is the external domain that is kept constant. Figure 28 right is the 

garage geometry that is used. The garage geometry does vary; the variations are the 

position of the vents, the number and size of the vents and the presence of a vehicle. 

The vents highlighted in Figure 28 right are the location of all of the vents used. The 

two vent configuration utilises vent sizes of 0.25 m by 0.1 m. The three vent 

configuration reduces the size of the vents opposite the release, also referred to as 

the door. The door vents reduce by half, such that the venting area in the door is the 

same however the vents themselves are smaller, 0.125 m by 0.1 m. The door vent 

reduction is used instead of reducing the upper vents so that the total venting area on 

each face is not reduced. This is to maintain ventilation regardless of atmospheric 

conditions. The hydrogen inlet has dimensions of 0.05 m by 0.05 m, and is located 

centrally in the top of the hydrogen equipment box. The hydrogen equipment box has 

dimensions of 1.2 m by 1.0 m by 0.6 m. The total volume of the garage is 49.33 m3. 

The other geometry that is used is similar to Figure 28 except with the addition of a 

car. The layout of which is shown in Figure 29. The volume of the car used is 5.79 

m3, thus yielding a total volume for the garage of 43.54 m3. This is important for 

comparison of the flammable volume depicted later. 
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Figure 29 Vehicle location within enclosure. 

The venting configurations used with the presence of the vehicle are three vents and 

two vents, upper vent near release. There is always a lower vent present in every 

scenario, the reasoning for this was explained in section 2.. 

Table 21 – Table 23 show the cases that are investigated. Multiple tables are used 

for ease of viewing. The case numbers are used to distinguish between the different 

scenarios for the results. Table 21 gives the first three cases, wind is not used and 

there is no vehicle present. 

Table 21 Summary of the cases investigated with no vehicle or wind. 

Case Vent Positions 
Vent Area 

(m3) 

Vehicular 

Presence 

Atmospheric 

Conditions 

1 

Lower 

Upper Opposite 

0.025 

0.025 

N/A N/A 

2 

Lower 

Upper Near 

0.025 

0.025 

N/A N/A 

3 

Lower 

Upper Opposite 

Upper Near 

0.0125 

0.0125 

0.025 

N/A N/A 
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Table 22 Summary of the cases investigated with wind but no vehicle. 

Case Vent Positions 
Vent Area 

(m3) 

Vehicular 

Presence 

Atmospheric 

Conditions 

4 

Lower 

Upper Near 

0.025 

0.025 

N/A 

1 m/s 

Towards 

Lower 

5 

Lower 

Upper Near 

0.025 

0.025 

N/A 

1 m/s 

Towards 

Upper 

6 

Lower 

Upper Near 

0.025 

0.025 

N/A 

5 m/s 

Towards 

Upper 

7 

Lower 

Upper Opposite 

Upper Near 

0.0125 

0.0125 

0.025 

N/A 

1 m/s 

Towards 

Lower 

8 

Lower 

Upper Opposite 

Upper Near 

0.0125 

0.0125 

0.025 

N/A 

1 m/s 

Towards 

Upper Near 

 

Table 22 gives the cases that were used where wind was present. There was no 

vehicle used for these scenarios. The corresponding scenario with no wind was also 

used.  
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Table 23 Summary of the cases investigated with a vehicle but no wind. 

Case Vent Positions 
Vent Area 

(m3) 

Vehicular 

Presence 

Atmospheric 

Conditions 

9 

Lower 

Upper Near 

0.025 

0.025 

 N/A 

10 

Lower 

Upper Opposite 

Upper Near 

0.0125 

0.0125 

0.025 

 N/A 

 

Table 23 gives the cases that were used when the vehicle was present. Wind was 

not used for these scenarios. The corresponding scenario with no vehicle was also 

used. 

5.3 Numerical Implementation 

The numerical setup of the model is based upon the previous validation studies 

presented in Chapter 4. The turbulence model used is the k-omega SST model. The 

mesh utilises the same cell sizes as recommended from Chapter 4, namely the 

smallest cell size is 0.025 m with the largest being 0.25 m externally. The mesh uses 

hexahedral shaped cells. The numerical model solves transient equations for 

continuity, momentum, turbulence and transport of the species H2 and O2. 

The boundary conditions when there were no atmospheric conditions were a 

pressure outlet in the top of the outer domain. When atmospheric conditions are 

modelled the other 3 boundaries are treated as pressure outlets along with the top. 

Whilst the other boundary is a velocity inlet with speed as required for that 

investigation. 

The initial conditions imposed are zero velocity everywhere except when wind is 

investigated. Then there is an initial velocity present at the time of release that 

corresponds to the speed and direction under investigation. Air is treated as oxygen 

and nitrogen, which is throughout the domain prior to release. The initial turbulence 
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level is treated as small and as such the initial parameters are 1 % intensity, 0.01 m 

length scale and 0.01 m/s velocity scale. Atmospheric pressure is used whilst the 

temperature is 300 K. 

The time step utilised for the release and dissipation phases is kept constant at 0.04 

seconds. When wind is simulated there is no hydrogen release within the first 100 

seconds. The time step in this initial phase is greater than that used for the rest of the 

study. 

The release occurs for 500 seconds, after which the hydrogen inlet is closed. The 

timescale is chosen as it is the realistic length of time for metal hydride store 

desorption. The mass flow rate used for the inlet is a constant rate of 7.2 g/min. The 

total mass desorbed is 60 g over 500 seconds. The total mass desorbed and the 

timespan of the release are used due to the chemical processes of the metal 

hydrides chosen for the refuelling system (Nayebossadri et al., 2015). The constant 

release rate is used because the profile of the release rate is unknown. 

The mesh strategy that is utilised is similar to that used previously in Chapter 4. The 

main area of interest is directly above the release, followed by the areas surrounding 

the vents and the upper portion of the enclosure. The area with least interest is the 

majority of the external domain, even when a wind profile is in use. This meshing 

strategy produces a total of 1.6 million cells without a vehicle and 1.5 million cells 

with a vehicle. 

5.4 Analysis Criteria 

The criteria for determining the suitability of the venting configurations has been 

devised taking into account the information in sections 2.3.2 and 2.. The criteria are 

defined as follows: 

1. Flammable volume – the volume containing hydrogen-air mixtures above the 

Lower Flammability Limit (LFL). 

2. Depth of flammable cloud – the depth the flammable cloud reaches within the 

enclosure. This is taken at the centre of the enclosure, chosen such that vents 

and the inlet will not influence the measurements. 



109 
 

3. Maximum concentration – this is taken at the centre of the roof of the 

enclosure. This is one of the more likely places for an ignition source to be 

present, e.g. a light source. The maximum cannot be taken across the entire 

garage because above the release location it would always be 100% until after 

the release has ceased. 

4. Time for the flammable mixture to dissipate – This only starts once the release 

has stopped. This is so that the time when the concentration returns to a safe 

level is known, this is determined as below 4% the LFL. The quicker the better 

as the chance of ignition is reduced. 

The flammable volume is coupled with the LFL, taken from Table 1. The depth of the 

flammable cloud is used instead of linking with asphyxiation because the 

concentrations for ignition to occur as drastically lower see section 2.3.2.1 and Table 

1. The depth also gives a level at which ignition sources definitely need to be 

avoided. The maximum concentration is used to determine the severity that could 

happen were an ignition to occur. The closer to the stoichiometric value of 29% the 

stronger the reaction. This is compared against Table 1 which explains the limits for 

combustion and detonation alongside the minimum energy needed. The chemical 

properties are more heavily relied on here because the only relevant harm criterion is 

asphyxiation. However this criterion is overwritten by the chemical criteria due to the 

high levels of hydrogen needed to induce asphyxiation, section 2.3.2.1. 

5.5 Results 

The results are portrayed within the criteria defined in the previous section, 5.4, in 

order. Criteria 4, the time for dissipation, can be seen on all of the results given. Then 

within each section, graphical representations are shown in four different areas, 

coinciding with the cases under investigation. The case numbers are given in Table 

21 – Table 23.The first being cases 1 – 3. This is followed by the atmospheric 

condition scenarios, cases 2, 4 and 6 and cases 3, 7 and 8. The final representation 

is for the scenarios with a vehicle inside the garage, cases 2, 3, 9 and 10. 
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5.5.1 Flammable Volume 

The first set of scenarios under investigation is the empty configuration with no wind 

simulations, cases 1 – 3, depicted in Figure 30. These consist of three simulations 

varying the location and number of vents. 

 

Figure 30 Flammable volume graph comparing cases 1 – 3. 

Table 24 contains the information for the cases used within Figure 30. 

Table 24 Case details for Figure 30. 

Case 1 2 3 

 

Vent Details 

1 Lower 

1 Upper Opposite 

1 Lower 

1 Upper Near 

1 Lower 

1 Upper Opposite 

1 Opposite Near 

 

Figure 30 shows the transient behaviour of the flammable volume for cases 1 – 3. 

The flammable volume evolution with time suggests that case 2 is the better 

configuration because of the lower peak flammable volume. The configuration used 

in case 3 performs marginally worse than case 2, whilst case 1 has a peak 

flammable volume over 1 m3 greater. Case 3 performs worse than case 2 even 
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though it has an extra vent, this is due to the reduction in size of the lower vent used 

when moving from two vents to three. 

The peak volume occupied for case 1 is 3.17 m3, corresponding to 6.4 %. The peak 

for case 3 is 1.94 m3, which is 3.94%, and case 2 is 2.28 m3, or 4.63%. The times to 

vent the flammable volume are 71.4, 46.5 and 53.8 seconds, respectively. 

There is a slight fluctuation for all three configurations circa 125 seconds. This is 

caused by the return of hydrogen after it has reached the opposite wall. This 

behaviour is similar to an undercurrent/rip tide on a shore. 

 

Figure 31 Flammable volume graph comparing cases 2, 4, 5 and 6. 

Table 25 contains information on the cases depicted in Figure 31. All of the cases 

utilise the same venting configuration, 1 lower vent opposite the release and 1 upper 

vent near the release. 

Table 25 Case details for Figure 31. 

Case 2 4 5 6 

Atmospheric 

Conditions 

0 m/s 1 m/s towards 

Lower 

1 m/s towards 

Upper 

5 m/s towards 

Upper 
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Figure 31 shows the transient behaviour for cases 2, 4, 5 and 6. Case 2 is the same 

as that depicted in Figure 30. The flammable evolution with time shows that case 6 

has a negligible flammable volume present, this is caused by the strong wind which 

causes mixing between the hydrogen and the air. Cases 4 and 5 show that even a 

moderate strength wind reduces the flammable volume compared to no wind 

present, case 2. Case 4 reduces the flammable volume as expected, because the air 

flows towards the lower vent. 

The peak flammable volume for case 2 is 1.94 m3, or 3.94%, whilst for case 6 it is 

0.02 m3 or 0.05%. Case 5 has a peak flammable volume of 1.16 m3, or 2.36%, whilst 

for case 4 it is 0.72 m3 or 1.45%. The negligible flammable volume for case 6 and to 

a lesser extent case 5 is attributed to an increase in the mixing of the hydrogen. This 

could be because the wind profiles are already prominent before the release occurs. 

It is also evident that there are still fluctuations for cases 2 and 5 circa 125 seconds. 

This is again due to the hydrogen reaching the far wall and then flowing back. Case 5 

is less prominent because of the inflow of air that is coming in through the upper 

vent, this decreases the flow back. Case 4 does not show this phenomenon, because 

the flow in at the lower vent slows the flow of hydrogen across the ceiling of the 

garage. 

 

Figure 32 Flammable volume graph comparing cases 3, 7 and 8. 
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Table 26 contains the information on the cases depicted in Figure 32. All of the cases 

utilise a three vent configuration whilst investigating the effect of atmospheric 

conditions on this configuration. 

Table 26 Case details for Figure 32. 

Case 3 7 8 

Atmospheric 

Conditions 

0 m/s 1 m/s towards 

Lower 

1 m/s towards 

Upper 

 

Figure 32 shows the transient behaviour of the flammable volume for cases 3, 7 and 

8.  The flammable volume evolution with time is very similar to those observed 

previously, especially those in Figure 31. When the wind blows towards the lower 

vent, case 7, there is a drastic decrease in the flammable volume compared to when 

wind is not present, case 3. Case 7, wind blowing towards the vent near the release, 

also decreases the flammable volume compared to case 3. 

This is evident by the peak flammable volumes of 2.28 m3, or 4.63%, for case 3. 

Case 8 produced a peak of 1.48 m3, or 3%, whilst case 7 was 0.76 m3 or 1.54%. 

Case 8 seems to increase the mixing within the enclosure similar to that seen 

previously. Once again the reverse flow, after the hydrogen has reached the opposite 

wall, can be seen. The effect also decreases with the wind speed and direction 

similar to the two vent scenarios. 

Table 27 contains the case details for Figure 33. None of the cases investigate 

atmospheric conditions. The cases investigate the influence of a vehicle on the two 

best performing venting configurations. The three vent configuration and the two 

vent, upper vent near release, configuration. 
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Table 27 Case details for Figure 33. 

Case 2 3 9 10 

Vent Details 2 3 2 3 

Vehicle 

Presence 
    

 

 

Figure 33 Flammable volume graph comparing cases 2, 3, 9 and 10. 

Figure 33 shows the comparison between cases 2, 3, 9 and 10. The flammable 

volume evolution follows a similar trend for all four cases. Cases 2 and 9 are 

comparable against each other as they have the same venting configuration, without 

and with a vehicle present respectively. The same is for cases 3 and 10. It is evident 

that the presence of a vehicle increases the peak flammable volume, regardless of 

the vent configuration. 

The peak flammable volume reached for case 2 is 1.94 m3, or 3.94%, whilst for case 

9 this rises to 2.07 m3 or 4.74%. The observed effect is more profound when three 

vents are used, cases 3 and 10. Case 3 has a peak volume of 2.28 m3, or 4.63%, 

compared to case 10 which is 2.49 m3 or 5.71%. This phenomenon is caused 

because the mixing is being disturbed by the presence of the vehicle. Once again the 

phenomenon with the ‘rebounding’ hydrogen is present at 125 seconds. 
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Figure 34 – Figure 37 show central plane images of the hydrogen mole fraction at 

500 seconds for all of the cases investigated. The central plane is parallel to the 

length of the garage. 

 

Figure 34 Planar hydrogen mole fraction images for; (A) case 9 and (B) case 10. 

Figure 34 depicts the hydrogen mole fraction up to 0.04, the LFL, in the central plane 

for both case 9 (A) and case 10 (B). The images are taken at time 500 seconds, just 

before the release ceases. The images show minimal differences between the 

hydrogen enclosed within the garage. The major difference between the two is the 

hydrogen leaving the garage. The two vent scenario (A) has a stronger presence of 

flammable hydrogen leaving the garage. This is shown by the length of the 

flammable volume leaving the upper vent on the left. Whilst the three vent 

configuration (B) has a smaller presence of flammable mixture leaving the left upper 

vent, whilst no flammable hydrogen leaves via the right upper vent. 
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Figure 35 Planar hydrogen mole fraction images for; (A) case 1, (B) case 2 and (C) case 3. 

Figure 35 shows the mole fraction of hydrogen for (A) case 1, (B) case 2 and (C) 

case 3. These are taken for the central plane at 500 seconds, with no atmospheric 

conditions present. It is clear that having both vents opposite the release (A) has the 

largest flammable volume, although no flammable volume exits at the upper vent. 

Placing the upper vent near the release (B) and (C) reduces the flammable volume, 

but also causes a flammable mixture to be present externally. Using three vents (C) 

has a slight increase of the flammable volume compared to (B) the upper vent solely 
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being located near the release. Interestingly, the flammable volume that exits the 

garage in (C) is reduced at the vent near the release whilst no flammable volume 

exits the garage via the upper vent opposite the release. 

 

Figure 36 Planar hydrogen mole fraction images for; (A) case 4, (B) case 5 and (C) case 6. 

Figure 36 shows images of the hydrogen mole fraction for the two vent with wind 

scenarios. (A) is for case 4, (B) is for case 5 and (C) is for case 6. The images shown 

are for the central plane at 500 seconds, just before the release ceases. When the 

wind is blowing towards the lower vent (A), the flammable volume decreases 
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compared to when there is no wind present, case 2. It is also evident that greater 

mixing has occurred, depicted by the blue ‘stream’ entering the garage on the lower 

left. 

When the wind is towards the upper vent, cases 5 and 6, the wind speed alters the 

flow of hydrogen. A lower wind speed, case 5, depicted by (B) causes the flammable 

volume to increase internally and externally. This is because the wind speed does 

not prevent the natural buoyancy of the hydrogen from occurring but does hinder the 

flow. It also causes the lower vent to operate differently, there is no clear jet on the 

left now, compared to (A). However the mixing is still far greater than when there is 

no wind present case 2, hence the reduction compared to no wind. 

The higher wind speed of case 6, 5 m/s, (C) behaves completely differently and 

counter intuitively. The higher wind speed prevents any hydrogen from leaving via 

the upper vent, because the wind is greater than the buoyancy of the hydrogen. This 

is shown by the presence of air inside the garage above the release. The instinctive 

opinion would be that the flammable volume must increase, however the greater 

wind speed significantly increases the mixing that occurs inside. This is shown by the 

almost uniform mixture present within the garage and the fact that the hydrogen 

leaves the garage via the lower vent, on the left. This shows that the release location 

also has a significant part to play in determining the physics of the flow. 

Figure 37 shows the hydrogen mole fraction for cases 7 and 8, the three vent 

configuration with the presence of wind. Again the images are for the central plane at 

500 seconds, just before the release ceases. (A) is for case 7, when the wind is 1 

m/s towards the lower vent and (B) is for case 8, when the wind is 1 m/s towards the 

upper vent near the release. Once again the presence of atmospheric conditions has 

increased the mixing within the garage. 

When the wind is towards the lower vent, case 7, (A) the flammable volume greatly 

decreases. The air flow prevents hydrogen from leaving the upper vent opposite the 

release, upper right, evident by the change in colour of the internal hydrogen mixture. 

The behaviour of the hydrogen flow outside the vent near the release is very similar 

to that of case 4. 
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When the wind is towards the upper vent near the release, case 8, (B) the flammable 

volume is greater than the opposite direction but still less than when wind is not 

present, case 3. The flow behaviour at the lower vent is again similar to the 

corresponding 2 vent simulation, case 5. However the upper vent near release 

behaviour is different, it would seem that the flammable hydrogen flows out but 

recirculates back inside. This is evident because there is no presence of a ‘jet’ of 

hydrogen leaving this vent. However the upper vent opposite the release has a 

significant mixture leaving via this vent. 

 

Figure 37 Planar hydrogen mole fraction images for; (A) case 7 and (B) case 8. 
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Table 28 Summary of the flammable volume criterion for all test cases. 

Case Peak flam vol (m3) Peak % occupied Time to vent (s) 

1 3.17 6.42 71.36 

2 1.94 3.94 46.52 

3 2.28 4.63 53.8 

4 0.72 1.45 26.44 

5 1.16 2.36 33.64 

6 0.02 0.05 1.8 

7 0.76 1.54 26.24 

8 1.48 3.01 37.4 

9 2.07 4.74 49.84 

10 2.49 5.71 58 

 

Table 28 contains the peak flammable volume, with percentage representation, and 

the time taken to remove the flammable volume from the garage. It can be seen that 

with the exception of case 1 all configurations vent under a minute. 

It is also clear that the method for modelling wind alongside the leak position means 

that mixing dominates and as such the flammable volume decreases, and with this 

the time to vent decreases. 

The configuration in case 2 also performs better than the configuration in case 3, by 

circa 7 seconds for venting. This increases to 9 seconds with vehicular presence, 

cases 9 and 10. This is due to the decrease in the lower vent area when using three 

vents as opposed to two. 
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5.5.2 Depth of Flammable Cloud 

The results for the depth that the flammable cloud reaches at the centre of the 

enclosure are shown in the ensuing figures. The scenarios are grouped together in 

the same sets as the flammable volume results. 

 

Figure 38 Flammable depth graph comparing cases 1 – 3. 

Table 29 contains the information on the cases for Figure 38. 

Table 29 Case information for Figure 38. 

Case 1 2 3 

 

Vent Details 

1 Lower 

1 Upper Opposite 

1 Lower 

1 Upper Near 

1 Lower 

1 Upper Opposite 

1 Opposite Near 

 

Figure 38 depicts the transient depths that the flammable cloud reaches at the centre 

of the garage. It is clear that the worst configuration for the flammable depth is case 

1, which reaches a depth of 0.16 m from the roof. Case 2 reaches a depth of 0.06 m, 

whilst case 3 is almost in the middle of these at a depth of 0.1 m. Unsurprisingly, the 

peak is reached at 500 seconds. The time for the flammable cloud to dissipate 

follows the same trends as the flammable volume. 
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Figure 39 Flammable depth graph comparing cases 2, 4, 5 and 6. 

Table 30 contains the case details for Figure 39. The vent configuration used within 

all of the cases is the two vent configuration, with the upper vent near the release. 

Table 30 Case information for Figure 39. 

Case 2 4 5 6 

Atmospheric 

Conditions 

0 m/s 1 m/s towards 

Lower 

1 m/s towards 

Upper 

5 m/s towards 

Upper 

Figure 39 shows the flammable depth reached for cases 2, 4, 5 and 6. These cases 

are all 2 vents, with the upper vent near the release, and for cases 4 – 6 have wind 

blowing as well. It is seen that the presence of wind does not create a recordable 

flammable depth at the centre of the garage. This can be compared against Figure 

36, which shows that the flammable volume does not reach the centre of the garage. 

Table 31 details the case information for Figure 40. The vent configuration used is 

the three vent configuration. 

Table 31 Case information for Figure 40. 

Case 3 7 8 

Atmospheric 

Conditions 

0 m/s 1 m/s towards 

Lower 

1 m/s towards 

Upper 
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Figure 40 Flammable depth graph comparing cases 3, 7 and 8. 

Figure 40 shows the depth reached by the flammable cloud for cases 3, 7 and 8. 

These are the three vent scenario investigating the influence of wind. Case 3 has the 

greatest depth, which is similar to case 2 in Figure 39. When wind blows towards the 

lower vent, case 7, there is no flammable depth at the centre, similar to case 4. 

However case 8 records a depth of 0.02 m, which is different to that seen for case 5. 

 

Figure 41 Flammable depth graph comparing cases 2, 3, 9 and 10. 

Table 32 details the case information for Figure 41. The two vent configuration used 

is the upper vent near release configuration. There is no presence of atmospheric 

conditions. 
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Table 32 Case information for Figure 41. 

Case 2 3 9 10 

Vent Details 2 3 2 3 

Vehicle 

Presence 
    

 

Figure 41 shows the flammable depth for cases 2, 3, 9 and 10. The presence of a 

vehicle, cases 9 and 10, increases the flammable depth compared against cases 2 

and 3 respectively. Case 9 reaches a depth of 0.08 m which is 0.02 m deeper than 

case 2, which does not have a vehicle present in the garage. The same increase can 

be seen between cases 3 and 10, with depths of 0.1 m and 0.12 m respectively. 

Table 33 contains the maximum flammable depth and the time for the flammable 

volume to no longer be present at the centre of the garage. Unsurprisingly, the 

greatest depth reached is for case 1. This is 25% greater than the next nearest, 

which is case 10. The presence of a vehicle, cases 9 and 10, increases the depth by 

0.02 m, regardless of the configuration. Case 8 shows a flammable depth compared 

to case 5, where the difference is a reduction in the lower vent area. Once again all 

scenarios dissipate in less than 1 minute, with the exception of case 1.  
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Table 33 Summary of the flammable depth criterion for all test cases. 

Case Peak Internal Depth (m) Time to vent (s) 

1 0.16 64 

2 0.06 39 

3 0.1 45 

4 0 0 

5 0 0 

6 0 0 

7 0 0 

8 0.02 22 

9 0.08 42 

10 0.12 50 

 

5.5.3 Maximum Concentration 

The final criterion is the maximum concentration, which is measured at the centre of 

the roof of the garage. To keep with the trend, the results are grouped in the same 

sets as the previous two criteria. 

Table 34 contains the case information for Figure 42. No atmospheric conditions or 

vehicular presence is investigated. 

Table 34 Case information for Figure 42. 

Case 1 2 3 

 

Vent Details 

1 Lower 

1 Upper Opposite 

1 Lower 

1 Upper Near 

1 Lower 

1 Upper Opposite 

1 Opposite Near 



126 
 

 

Figure 42 Maximum concentration graph comparing cases 1 – 3. 

Figure 42 shows the maximum concentration for cases 1 – 3. These cases have no 

atmospheric conditions or vehicle present. Expectedly, case 1 again produces the 

highest concentration observed, peaking at 4.65 vol%. The other two configurations 

are both over the LFL, at 4.41 vol% and 4.29 vol%, for cases 3 and 2 respectively. 

The time of the peak concentration coincides with the time at which release ceases, 

circa 500 seconds. It is also evident that the now familiar trends are being observed 

yet again. 

The oscillations are caused by the same phenomenon that induced them in the 

flammable volume graphs. Namely, flow rebounding off the far wall and travelling 

back again. This is proven by the same time, circa 125 seconds, having similar 

peaks. The first peak, circa 35 seconds, is caused by the initial flow of hydrogen 

across the roof. This initial flow has a slight decrease after the hydrogen front. This is 

best described with the analogy of water waves, with a lull after the arrival. 

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0 100 200 300 400 500 600

M
a

x
im

u
m

 C
o

n
c

e
n

tr
a

ti
o

n
 (

v
o

l 
%

) 

Time (s) 

Case 1

Case 2

Case 3



127 
 

 

Figure 43 Maximum concentration graph comparing cases 2, 4, 5 and 6. 

Table 35 details the case information for Figure 43. All of the cases involve the two 

vent configuration, with the upper vent near the release location. There is no 

presence of a vehicle in these cases. 

Table 35 Case information for Figure 43. 

Case 2 4 5 6 

Atmospheric 

Conditions 
0 m/s 

1 m/s towards 

Lower 

1 m/s towards 

Upper 

5 m/s towards 

Upper 

 

Figure 43 depicts the maximum concentration for cases 2, 4, 5 and 6. These cases 

consist of two vents in the presence of wind blowing. Interestingly, the only 

configuration that induces a maximum concentration above the LFL is the case with 

no wind, case 2. This is expected as there was no flammable depth present for cases 

4 – 6. Case 5, with a wind of 1 m/s that flows towards the upper vent records the 

second highest concentration, with 3.91 vol%. If the release was to continue then this 

would certainly become greater than the LFL. Case 4, which has wind blowing at 1 

m/s towards the lower vent, reaches a peak concentration of 3.48 vol%. Case 6, 

which has a wind of 5 m /s towards the upper vent, does not even reach half of the 

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0 100 200 300 400 500 600

M
a

x
im

u
m

 C
o

n
c

e
n

tr
a

ti
o

n
 (

v
o

l 
%

) 

Time (s) 

Case 2

Case 4

Case 5

Case 6



128 
 

LFL. The case 6 results are observed because of the significant increase in the 

mixing of the hydrogen with the air. 

 

Figure 44 Maximum concentration graph comparing cases 3, 7 and 8. 

Table 36 details the case information for Figure 44. The venting configuration used is 

the three vent configuration, without the presence of a vehicle. 

Table 36 Case information for Figure 44. 

Case 3 7 8 

Atmospheric 

Conditions 

0 m/s 1 m/s towards 

Lower 

1 m/s towards 

Upper 

 

Figure 44 shows the transient nature of the maximum concentration for cases 3, 7 

and 8. These cases consist of three vents with atmospheric conditions. The largest 

recorded peak concentration is once again for the scenario with no wind blowing, 

case 3. Case 7, which is similar to case 4, reaches a peak of 3.5 vol%. However, 

case 8 reaches a peak concentration of 4.08 vol%. This is different to that seen for 

case 5, which recorded a concentration below the LFL. 
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Figure 45 Maximum concentration graph comparing cases 2, 3, 9 and 10. 

Table 37 details the case information for Figure 45. The two vent configuration 

investigated, utilises the upper vent near the release. There are no atmospheric 

conditions examined within these cases. 

Table 37 Case information for Figure 45. 

Case 2 3 9 10 

Vent Details 2 3 2 3 

Vehicle 

Presence 
    

 

Figure 45 shows the comparison of the transient maximum concentration for cases 2, 

3, 9 and 10. These cases compare the presence of vehicles for different venting 

strategies. The graph shows that there is negligible difference on the maximum 

concentration whether in the presence of a vehicle or not. The main difference 

between them is the number of vents, and by extension the reduction in the lower 

vent size. The difference between cases 2 and 9 is 0.046 vol% in favour of case 9, 

with a vehicle present. The difference between cases 3 and 10 is 0.064 vol% again in 

favour of the vehicle present, case 10. 
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Table 38 Summary of the maximum concentration criterion for all test cases. 

Case Max Conc. (vol %) Time to vent (s) 

1 4.65 63.12 

2 4.29 38.84 

3 4.41 44.72 

4 3.48 0 

5 3.91 0 

6 1.73 0 

7 3.50 0 

8 4.08 21.88 

9 4.34 41.44 

10 4.48 49.36 

 

Table 38 gives a summary of the peak concentration at the centre of the roof and the 

dissipation time for the concentration to become less than the LFL. Once again, case 

1 incurs the highest peak, and similarly to the previous analysis also takes over a 

minute to dissipate. Case 6 has a concentration lower than half the LFL, which 

coincides with data for the other criteria. Case 8 is the only scenario that involves 

wind which reaches a concentration greater than the LFL. The presence of a vehicle 

increases the maximum concentration, although this effect is less profound than the 

number of vents. 

5.6 Conclusion 

This chapter started with an introduction into the geometry that is being investigated, 

which resembles a residential garage. This is followed by the numerical setup, based 

upon the work in Chapter 4. Then the analysis criteria, which is developed utilising 

information from sections 2.3.2 and 2.2 is explained. Lastly, all of the results are 
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shown and analysed. The only geometrical constant was a lower vent opposite the 

release, although the size did change. 

The venting strategy that performs the worst is case 1, which has both of the vents 

located opposite the release, and occurs for all of the criteria used. Whilst case 2 has 

the best strategy, when compared against all of the scenarios that did not include 

wind blowing. This case had a lower vent opposite the release and a single upper 

vent near the release. 

The presence of wind blowing produced some unexpected results, as the flammable 

volume and concentrations decreased compared to the corresponding cases with no 

wind. The location of the release source could be a reason for this, normally the 

release is in the centre of the enclosure. The method for initiating the wind profiles 

may also be the reason, the wind profiles are in place before the release occurs. This 

results in greater mixing especially for case 6, which had a wind speed of 5 m/s. This 

case had a negligible flammable volume and recorded a maximum concentration less 

than half of the LFL. 

The presence of a vehicle, cases 9 and 10, also increases the flammable volume and 

concentrations compared to the corresponding scenarios without a vehicle, cases 2 

and 3. This is caused by the vehicle acting as a blockage and as such hindering the 

recirculating flow. 

This work suggests that case 2, two vents opposite each other with the lower vent 

opposite the release, is the most suitable. However the three vent configuration may 

be more suitable, but requires further investigation. 
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Chapter 6 – Models for Reacting Safety Assessment 

– Premixed 

6.1 Introduction 

Premixed combustion is prevalent in daily life via the internal combustion engine, 

which shows a positive use. However premixed combustion can also occur 

accidentally, such as at Fukushima (World Nuclear Organisiation, 2015). The 

problem here was a release of hydrogen which became homogeneous and then 

ignited, thus an unintended environment. The example given is one reason as to why 

premixed combustion needs to be integrated into safety analysis for a system. Whilst 

this would consider a worst case scenario, never the less it needs to be accounted 

for. This is to ascertain the potential overpressures that may be encountered, which 

could be lethal, for the given scenario. 

This chapter utilises data from the University of Sydney Combustion Chamber, with 

data taken from Al-Harbi (2013). This chapter starts with an overview of the 

experimental details, followed by the numerical setup used for modelling the 

experiments. The fuel used is hydrogen and the equivalence ratio is 0.8, this is the 

highest equivalence ratio used at the University of Sydney for hydrogen. Finally, the 

predicted results are compared against the recorded results for three configurations. 

6.2 Case Study – Sydney Combustion Chamber 

The Sydney combustion chamber has been in development since 1999 and is in its 

third incarnation. It started off being used for conventional hydrocarbon fuels, in the 

first version. However it then had to be scaled down for use with hydrogen, which 

helped to ease the computational requirements for LES modelling, in later editions. 

Similar work to this chapter has been performed before using LES (Abdel-Raheem, 

2015).The difference between the second and third versions is the viewing ports. The 

third version has a larger, rectangular viewing port compared to a small circular port 

in the second edition (Al-Harbi, 2013). This work aims to replicate a real explosion 

situation, with multiple obstacles located in front of the propagating flame. 
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The current chamber is designed such that it represents realistic situations of 

confined propagating premixed flames. The important factor in the design of the 

experimental chamber was the use of data in numerical validations. As such good 

optical access is essential, so that lasers may be used to record flow measurements. 

Taking this into consideration the experimental chamber is a simple rectangular 

enclosure. The chamber can have up to three baffle plates and an obstacle in the 

path of the flame. 

6.2.1 Experimental Configurations/Details 

The experimental chamber is built from Perspex, with a wall thickness of 20 mm. This 

was used such that minimal deformation is observed. The chamber is square in the 

cross section and has internal dimensions of 50 mm in width and 250 mm in height 

(Al-Harbi, 2013). This is shown in Figure 46, as well as all of the dimensions for the 

full comprehensive configuration. 

 

Figure 46 Planar view of the combustion chamber at University of Sydney (Al-Harbi, 2013). 
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Figure 46 shows the location of two pressure transducers, which were suitable up to 

pressures of 1 bar. The experimental data used later only uses the base pressure 

transducer. There are minimal differences between the incident times of the peak 

overpressures for the two transducers. The strength of the overpressures was 

different between the two transducers, the base transducer recording higher 

overpressures than the wall transducer. The base pressure transducer is located 10 

mm away from the two walls. The ignition point is marked with a red cross, and is 

located centrally at the base of the chamber. Baffles and the obstacle are also shown 

and will be discussed in more detail. 

 

Figure 47 Dimensions and configuration of baffle plates applied. 

Figure 47 shows the dimensions of the baffle plates that are used. The gaps between 

the baffles are 5 mm whilst the baffles are 4 mm wide. The baffle plates are 3 mm in 

depth. There can be up to three baffle plates inserted at once, however these are 

interchangeable. The small solid obstacle, that is located after the baffle plates, has a 

cross section of 12 x 12 mm. There is the option of using a larger obstacle, which has 

a cross section of 25 x 25 mm, however that is not used in these studies. 

The system works by closing the vent during the filling stage, which is then opened to 

coincide with ignition. The inlet supplies a fuel/air blend of the required composition, 

into the chamber which is at atmospheric pressure. Before each experiment the fuel 

is injected into the chamber for 10 seconds. This was designed such that the mixture 

supplied is several times the volume of the chamber. This is done as a precaution to 
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purge any gaseous remnants from previous experiments. The flow then ceases and 

the gases inside the chamber are allowed to settle, hydrogen is left for 5 seconds. 

Then the stagnant mixture is ignited (Al-Harbi, 2013). 

The combustible mixture within the chamber was ignited using laser ignition, instead 

of the conventional sparkplug ignition. The laser was chosen because it is non-

intrusive and the timings are more accurate (Al-Harbi, 2013). 

There are many different available configurations, 18 to be precise. These take into 

account the interchangeable baffles as well as the two different obstacle sizes. The 

experiments are grouped together depending on the size of the final obstacle. There 

are two experiments that would fall outside this setting, namely no obstacles at all 

and only all the baffles. This could be extended to investigate baffle configurations 

without the final obstacle, but this was not performed for any fuel with equivalence 

ratio of 0.8 (Al-Harbi, 2013). 

Three different configurations are considered for this work, all of which have baffles 

and the smaller obstacle present. These are shown in Figure 48. 

 

Figure 48 Configurations used showing obstacle arrangement. 

Figure 48 shows simplified representations of the configurations that are under 

investigation within this study. The configurations are known as BBBS, BBOS and 

BOOS, from left to right respectively. The more obstacles that are located the more 

turbulence is generated. 
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The data generated from the experiments, consists of pressure recordings and flame 

position and speed. The pressure recordings used are from the base pressure 

transducer. Currently the method of utilising these is to digitally extract the 

information from (Al-Harbi, 2013). This method is not accurate but is deemed suitable 

considering there were 50 experiments for each configuration. The results have been 

averaged previously by (Abdel-Raheem, 2015). However there are time 

discrepancies between the experimental and averaged results, namely the time of 

the peak overpressure seems to be different between the raw and averaged results. 

The other data sets are the flame position and speed. The flame speed is calculated 

from the flame position, based on the consumption flame speed (Poinsot and 

Veynante, 2005). The consumption flame speed, as the name suggests, is a 

measure of the speed at which the mixture is burnt. This is determined because the 

flame speed is calculated from u = dx/dt. Such that dt is fixed at the image sampling 

rate, of 5 kHz (Al-Harbi, 2013), and dx is the difference in height of the flame front, in 

successive images. 

The flame position is determined using laser diagnostics which employed High 

Speed Laser-Induced Fluorescence of hydroxyl, OH, (HS-LIF-OH). The laser output 

was at 5 kHz, or 0.0002 seconds = 0.2 milliseconds. The same sampling rate was set 

for the high speed camera (Al-Harbi, 2013). 

6.2.2 Numerical Model 

The numerical modelling used the k-omega SST turbulence model alongside the 

premixed EBU model. These were discussed previously in Chapter 3.  The 

turbulence model is chosen because of its robustness when dealing with near wall 

flows. All modelling is performed transiently with the implicit option, as expected due 

to the time dependency of the results. The time step used for the simulations is 0.01 

milliseconds. The segregated approach is used, such that velocity and pressure are 

not solved simultaneously. The ideal gas law is also used, with a thermodynamic 

polynomial used to calculate the specific heats of species. The mesh consisted of 

hexahedral cells with a size of 0.9 mm. The size was chosen such that there were 

multiple cells around the baffles. The baffle height is 3 mm and the gap between 

baffles is 5 mm, as shown in Figure 47. 
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The initial conditions are atmospheric pressure and 300 K. This temperature is 

chosen because the experimental temperature ranged from 27 – 34 °C, with no 

information other than this available, the lower bound is used. The initial turbulence 

quantities are; intensity of 1%, length scale of 5 mm and velocity scale of 2 m/s. 

These are not truly representative of the experiments however the combustion model 

employed requires some initial turbulence for the combustion to start. These values 

are chosen such that they are deemed to be just enough for the combustion process 

to initiate. 

The composition of the mixture is calculated by (6.1), taken from (Poinsot and 

Veynante, 2005). 
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Hydrogen has a stoichiometric ratio (s) value of 8 (Poinsot and Veynante, 2005), 

whilst the equivalence ratio, ϕ, in the experiments was 0.8. 

Using the knowledge that; 
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The mass fractions for oxygen and nitrogen can be calculated, using equations (6.1) 

and (6.2) alongside the percentage of oxygen in air. The mixture composition for the 

simulations is; YH2
 of 0.002277, YO2

 of 0.2277 and YN2
 of 0.74953. 

The boundary conditions for these scenarios are such that the top of the chamber is 

treated as a pressure outlet, whilst the rest of the chamber is treated as walls. The 

thermal treatment of the ‘walls’ is adiabatic. The no-slip condition is imposed for the 

shear stresses as well. The top of the chamber, outlet, has the same turbulence 

conditions as the initial conditions. The mass fractions here also correspond to the 

initial conditions. The pressure is treated as atmospheric, identical to the initial 

conditions. 
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6.2.3 Results 

The results for the EBU model are dependent on the model coefficient, 𝐶𝐸𝐵𝑈, 

alongside the turbulence mixing scale, 𝜏 as discussed in section 3.4.3.1. The 

turbulence mixing scale is self-determining once the simulations start, however 

needs to be specified for the initial conditions. This is a problem as the default model 

coefficient, which is 1, is not suitable due to the low levels of initial turbulence. 

Therefore an investigation in to the value of the model coefficient is performed. 

Figure 49 shows the overpressure comparison for differing values of the model 

coefficient against the experimental data for the BBBS configuration. This 

configuration is chosen because it induces the most turbulence for the flame. 

 

Figure 49 Graph showing the overpressure comparison for differing values of CEBU. 

Figure 49 shows the overpressures for EBU coefficients of 7, 8, 9 and 10 against 

experimental data (blue line on the left). It is clear the only EBU coefficient to match 

the experimental peak is 𝐶𝐸𝐵𝑈 = 7. However, this is not the value recommended. This 

is because the experimental curve plateaus at 1000 mbar. This is definitely non-

physical and is explained by the pressure transducer used in the experiments. The 

transducer had a maximum pressure of 1 bar and as such has missed the peak 

overpressure for the experiment. This can be extrapolated, such that the 

experimental peak pressure would be approximately 1200 mbar. This peak 

overpressure would match that of 𝐶𝐸𝐵𝑈 = 8, as such this is the recommended value 
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for progression. This is applied to two other configurations, BBOS and BOOS. 

Although first a more detailed analysis is needed of the BBBS configuration. 

6.3.3.1 BBBS 

Firstly, the overpressures are compared in more detail, followed by the flame position 

and then the flame speed. 

 

Figure 50 Overpressure comparison for BBBS configuration. 

Figure 50 compares the recorded and predicted overpressures for the BBBS 

configuration. The predicted results show a time delay of 2.46 ms for the peak 

overpressure. The delay is due to the early phases of combustion, which are not 

captured accurately. This is caused because of the low turbulence levels at the start 

of the simulation, which the combustion model uses to progress the flame. There 

may also be an issue with the ignition, which takes significant time to develop with 

the software used. Due to the inability of the model to predict the early phase of 

combustion, a time shift is required. The time shift is -2.4 ms, which is applied to the 

predicted results, such that the peak overpressures are now aligned against each 

other. 

Figure 51 shows the recorded and predicted peak overpressures for comparison 

when the predicted results are time shifted, -2.4 ms, for the BBBS configuration. The 

time shift creates similar arrival times of the peak overpressures. The choice of EBU 

coefficient seems to be correct, when comparing the slopes of arrival and decay 
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surrounding the peak pressures. Further investigation on the other configurations will 

conclude whether the value for the EBU coefficient, 𝐶𝐸𝐵𝑈 = 8, chosen is correct. 

 

Figure 51 Time shifted overpressure comparison for BBBS configuration. 

 

Figure 52 Flame position comparison for BBBS configuration. 

Figure 52 shows the comparison of the recorded and predicted flame positions, after 

the simulation results have been time shifted. The time shift explains the reason that 

the simulation results already have a significant flame position at the start. It is clear 

that the simulation results are slower than the experimental results, evident by the 

slower time of arrival at all heights. This could be due to the combustion model, 

relying on the turbulence mixing time. Although another possible reason is that the 
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flame front definitions may not be comparable to the actual situation. The flame front 

in the simulations is defined as when the progress variable is equal to 0.5 (Abdel-

Raheem, 2015; Gubba, 2009). 

 

Figure 53 Flame speed comparison for the BBBS configuration. 

Figure 53 shows the comparison between the recorded and predicted flame speeds 

for the BBBS configuration, with time shifted simulation results.  The numerical 

results are time shifted by making the time 2.4 ms set to 0 ms and then proceeding 

from there. The simulations peak flame speed is almost 50 m/s slower than the 

experimental flame speed, however the trends of the speeds are similar. The major 

problem with the flame speed is that it is dependent on the flame position, any errors 

in the flame position are compounded when calculating the flame speed. This is the 

case for both the experimental and simulated results. However, both the flame 

position and speed trends are well reproduced by the simulations. 

Figure 54 shows the numerically calculated flame structures at various times for the 

BBBS configuration. The time designations are given in Table 39. The timings given 

are raw and have not been time shifted. 
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Table 39 Time designations for Figure 54. 

Designation Time (ms) 

A 0.5 

B 1.0 

C 2.0 

D 5.0 

E 6.0 

F 6.4 

G 6.5 

H 6.6 

 

Figure 54 shows the flame structures at various times for the BBBS configuration. 

The time designations are given in Table 39. It can be seen from images A – C that 

the initial flame structure is deformed, it should be hemispherical. This is caused by 

the combustion model and the initial turbulence levels. The time to reach the first 

baffle, image D, is at 5.0 ms. When compared to Figure 52, this is far slower than 

expected. This again suggests a problem with the initial phases of combustion. 

Images E and F, times 6.0 and 6.4 ms, show the flame propagating through the 

baffle plates, which is as expected. The speed also increases which is due to the 

increase of the turbulence levels. Images G and H, times 6.5 and 6.6 ms, show the 

flame propagating past the obstacle. Also evident in images G and H are some 

burning on the walls ahead of the flame front. This phenomenon is also shown by 

what looks like flame separation between baffles 2 and 3 for the same images. This 

is because the EBU model can overestimate the reaction rate in strained regions, 

where 1/𝜏 is large. These can be in flame holder wakes and walls (Poinsot and 

Veynante, 2005). This would seem to be evident here. 
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Figure 54 Flame structures, using the progress variable, for the BBBS configuration. 

The flame position, and as such the flame speed, show deviations from the 

experimental results. The overpressures are modelled accurately, once a time shift 

has been considered. The peak overpressures do not match, due to the limit on the 

pressure transducers used in the experiments. Although the arrival and decay of the 

peak overpressures are consistent with each other, thus suggesting that the 

modelling assumptions are correct. However, this needs to be tested against other 

configurations to confirm the assumptions. 
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6.3.3.2 BBOS 

The next configuration to be tested is the BBOS configuration, similar to the previous, 

however the last baffle is removed. This should decrease the turbulence levels that 

the flame encounters, thus giving a reduction in the peak overpressure. 

 

Figure 55 Overpressure comparison for BBOS configuration. 

Figure 55 compares the recorded and predicted overpressures for the BBOS 

configuration. The predicted results show a time delay of 2.403 ms for the peak 

overpressure. The reasoning for the time delay is the same as the previous 

configuration. Therefore a time shift is again needed, the time shift is kept at -2.4 ms 

which is applied to the predicted results. This is because the only difference between 

the configurations is the removal of the last baffle, which would not alter the initial 

behaviour. 
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Figure 56 Time shifted overpressure comparison for BBOS configuration. 

Figure 56 shows the recorded and predicted peak overpressures for comparison 

when the predicted results are time shifted, - 2.4 ms, for the BBOS configuration. The 

time shift again creates similar arrival times of the peak overpressures. The peak 

overpressures are comparable in magnitude, as well as the arrival and decay slopes. 

This is a clear indication that the model coefficient chosen is correct.  

 

Figure 57 Flame position comparison for the BBOS configuration. 
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Figure 57 shows the comparison of the recorded and predicted flame positions, after 

the simulation results have been time shifted. Similar to Figure 52, the flame position 

is significant at the start. The simulated results are again slower than the 

experimental, although the trends match. 

 

Figure 58 Flame speed comparison for the BBOS configuration. 

Figure 58 shows the comparison between the recorded and predicted flame speeds 

for the BBOS configuration, after the simulation results are time shifted. The 

simulation peak flame speed is almost 100 m/s quicker than the experimental speed, 

however the trends are again matched. Similar to Figure 53, the major problem is 

that the flame speed is dependent on the flame position. 

Figure 59 shows the numerically calculated flame structures at various times for the 

BBOS configuration. The time designations are given in Table 40. The timings given 

are raw and have not been shifted. 
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Table 40 Time designations for Figure 59 

Designation Time (ms) 

A 0.5 

B 1.0 

C 2.0 

D 5.0 

E 6.0 

F 6.4 

G 6.5 

H 6.6 

 

The images in Figure 59 are for the same times and are similar to those in Figure 54, 

especially images A – E. Therefore these will not be explained here. Image F is 

different to the previous, because the last baffle is now removed, it shows the flame 

is higher due to the lack of obstruction. Image G shows some flame separation 

around the obstacle, with some slight burning at the walls. The flame here is lower in 

height than the corresponding image in Figure 54. This is due to the decrease in 

turbulence compared to the BBBS configuration. Image H shows the flames starting 

to recombine around the obstacle, with an unburnt pocket on the underside of the 

obstacle. There is also more burning at the wall compared to image G. 

The overpressures are modelled accurately and the EBU coefficient used for the 

BBBS configuration is shown to be accurate. There are still deviations for the flame 

position and by extension the flame speed. Once again this is believed to be due to 

the definition of the flame front. The flame position induces errors when computing 

the flame speed. To further conclude the modelling is accurate a final configuration 

with a further reduction in turbulence is used for validation. This is the BOOS 

configuration, only the first baffle and the obstacle are present. 
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Figure 59 Flame structures, using the progress variable, for the BBOS configuration. 

6.3.3.3 BOOS 

The final configuration used for comparison is the BOOS, namely only the first baffle 

and obstacle are used. This would further reduce the turbulence that the flame front 

encounters as it propagates up the chamber. The further reduction in turbulence is 

expected to again reduce the peak overpressure. 
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Figure 60 Overpressure comparison for the BOOS configuration. 

Figure 60 shows the recorded and predicted overpressure for comparison from the 

BOOS configuration. The predicted results show a time delay of 2.417 ms for the 

peak overpressure. The reasoning for this delay has been explained previously. A 

time shift is again needed, and is kept at -2.4 ms, applied to the predicted results. 

This is such that it is kept constant between the configurations, as the reasoning for 

the delay is the same. 

 

Figure 61 Time shifted overpressure comparison for the BOOS configuration. 

Figure 61 shows the recorded and predicted overpressures for comparison when the 

predicted results are time shifted, -2.4 ms, for the BOOS configuration. The time shift 
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again aligns the peak overpressures, and the magnitudes of the maximum 

overpressures are comparable. There is a discrepancy between the predicted and 

recorded results circa 3 – 4 ms, where the experimental overpressure rises and is not 

replicated by the model. The overpressure decay after the peak is also not matched 

as well as previous configurations. However because the peak overpressures again 

match, it provides conclusive evidence that the EBU coefficient selected is correct. 

The time delays being comparable, all circa 2.4 ms, suggests that the delay is due to 

the early phases of the combustion process. This is when the turbulence levels are 

extremely low. 

 

Figure 62 Flame position comparison for the BOOS configuration. 

Figure 62 shows the time shifted recorded and predicted flame positions for 

comparison of the BOOS configuration. Similar to before, the predicted flame is 

significant at the start due to the time shift. The simulated results are also slower than 

the experimental again, whilst the trends are different for the configuration. However 

the cause for the difference is again believed to be because of the flame front 

definition.  
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Figure 63 Flame speed comparison for the BOOS configuration. 

Figure 63 shows the comparison between the recorded and predicted flame speeds 

for the BOOS configuration, after the simulation results have been time shifted. The 

predicted peak flame speed is approximately 125 m/s more than the recorded flame 

speed. This configuration shows no trend comparison between the recorded and 

predicted results, which is to be expected as the same occurs for the flame position. 

This is because the flame speed is reliant upon the flame position. 

Figure 64 shows the numerically calculated flame structures at various times for the 

BOOS configuration. The time designations are given in Table 41. The timings given 

are raw and have not been shifted. 

Table 41 Time designations for Figure 64 

Designation Time (ms) 

A 0.5 

B 1.0 

C 2.0 

D 5.0 

E 6.0 

F 6.5 

G 7.0 

H 7.7 
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Figure 64 Flame structures, using the progress variable, for the BOOS configuration. 

Figure 64 shows the flame structures for the BOOS configuration, images A – D are 

for the same times as Figure 54 and Figure 59. Therefore they will not be explained 

again here. Image E is taken at 6.0 ms, the same as the other configurations, and 

shows a similar flame shape. Image F, taken at 6.5 ms, is for the same as Image G 

on both other configurations. It shows that the flame does not propagate as quickly 

as the other configurations. Image G, taken at 7.0 ms, shows the flame is 

propagating towards the obstacle and the flame front is recombining, after passing 

the central baffle. There is also evidence of some burning on the wall. Image H, 

taken at 7.7 ms, shows the flame propagating past the obstacle. There are still 

pockets of unburnt gas lower down the chamber, however not at the underside of the 

obstacle. There is also more profound burning at the walls, this was explained earlier. 
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6.3 Conclusion 

This chapter started with a brief background of the University of Sydney Combustion 

Chamber, followed by a description of the experiments performed. This is followed by 

the numerical setup used. The numerical setup utilises the k-omega SST turbulence 

model and the premixed EBU combustion model. The EBU model coefficient was 

investigated against the BBBS configuration, to determine the most suitable for 

progression. This was then extended to two other configurations for further 

investigation. 

The initial study of the EBU coefficient found that using a value of 7 matches the 

peak overpressure for the BBBS configuration. However this is not the suggestion 

moving forwards, instead a value of 8 is suggested. This is because the experimental 

peak overpressure plateaus at 1000 mbar, which is not realistic. However an 

approximate extrapolation gives a peak overpressure circa 1200 mbar. This value 

corresponds to the peak overpressure when using an EBU coefficient of 8, which is 

used for further investigation. 

The calculated peak overpressures for the other two configurations, BBOS and 

BOOS, matches the experimental peak overpressures accurately. A time shift, of 2.4 

ms, was needed to align the incident times of the calculated peak overpressures for 

all of the configurations examined. This is due to early phases of combustion which 

are not captured accurately. This is because the EBU combustion model is reliant on 

turbulence to progress the flame. The turbulence levels at the start of the process are 

negligible. 

The predicted flame positions and speeds do not match the experimental results. 

However the trends are very similar. This may be due to discrepancies in determining 

the flame front. The simulated flame position is when the progress variable is equal 

to 0.5. This may not be the case in the experiments. 

The flame structures seem accurate, although there are some discrepancies, at the 

start and end of the simulations. Namely, the initial phases do not propagate as 

would be expected, hemi-spherically. The flame is also evident at the walls further up 

the chamber and some flame separation occurs. These are due to the combustion 

model used, which is heavily reliant on the turbulence to propagate the flame.  
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Chapter 7 – Models for Reacting Safety Assessment 

– Non-Premixed 

7.1 Introduction 

Non-premixed combustion is the probable scenario to occur from a system, such as 

that being investigated. This is because the most common single failure mode is that 

the pressure relief device will release the hydrogen contained into a partially 

enclosed or unenclosed geometry. This is because the hydrogen will mix with the air 

and were it to be ignited then create a diffusion flame. The main safety issue that 

arises from jet flames is the temperature reached and the heating of the surrounding 

areas. The pressure may however rise when the flame is within a confined enclosure. 

This chapter investigates the non-premixed combustion, validating against simple jet 

flame data. Two different flames have been chosen for validation, a pure hydrogen 

flame (Barlow and Carter, 1996, 1994) and a hydrogen/nitrogen mixture (Meier et al., 

1996). This data is heavily used for validation as it is taken from the Turbulent Non-

premixed Flames (TNF) workshop website. Firstly there is a description of the 

experiments. This is followed by the numerical setup used and lastly the results for 

the flames investigated.  

7.2 Case Study – Sandia Flame 

The experimental data used for the validation of the combustion models is the Sandia 

Flame data for pure hydrogen (Barlow and Carter, 1996, 1994) and a 

hydrogen/nitrogen mixture (Meier et al., 1996). This data has been widely used for 

validation of jet flames (Ranga Dinesh et al., 2013, 2012) to name a few. The 

information that is of importance is the mixture fraction, temperature and water mass 

fraction. These are recorded at various heights up the chamber, which are all 

problem dependent. Whilst there are many heights that could be used, only three are 

chosen for the validation. 
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7.2.1 Experimental Configurations/Details 

The experimental configuration is depicted in Figure 65. The burner for the pure 

hydrogen  experiments is located within a vertical wind tunnel (Barlow and Carter, 

1994). Lasers were used to measure concentrations of hydroxyl. This was combined 

with Raman and Rayleigh scattering to produce the measurements given. The 

spontaneous Raman scattering is used for the major species, whilst the Rayleigh 

scattering is yields temperature data (Barlow and Carter, 1996, 1994). The hydrogen-

nitrogen mixtures only used Raman scattering to predict the major species and 

temperature. The burner used was surrounded by another nozzle which supplied the 

air  (Meier et al., 1996). All of the experiments utilised Laser Induced Fluorescence 

(LIF). 

The details of the experiments chosen are given in Table 42. The table consists of 

the jet (release) diameter, the mean velocity of the release and the chemical 

composition of the releases. It is quite clear that the pure hydrogen flame, flame H2, 

is significantly quicker than the hydrogen/nitrogen mixture, flame H2N2. This is due 

to the smaller inlet diameter. 

Table 42 Sandia Flame experimental details. 

Case Flame H2 Flame H2N2 

Inlet Diameter (mm) 3.75 8 

Mean Jet Velocity (m/s) 296 42.3 

H2 % 100 75 

N2 % 0 25 

 

The heights that are used for comparison are 84, 253 and 338 mm for flame H2. 

Flame H2N2 uses measurements at heights of 80, 160 and 320 mm. 

Figure 65 shows the geometrical configuration that is used for the numerical studies, 

which is replicable of the experimental configuration. The fuel inlet, red circle, varies 

in diameter depending on the fuel composition, as shown in Table 42. The blue area 
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surrounding the fuel inlet is the air inlet, which has a flow speed of 1 m/s (Ranga 

Dinesh et al., 2013). 

 

Figure 65 Diagram of the experimental configuration for non-premixed combustion. 

The fuel inlet has been given as a mean velocity. The radial velocity is calculated 

based upon a turbulent pipe flow, using the following (Young et al., 2012); 
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Where n is equal to 7 for a turbulent pipe flow.  

This gives the radial velocity profiles shown in Figure 66 and 67. 
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Figure 66 Graph showing radial velocity profile for flame H2. 

 

Figure 67 Graph showing radial velocity profile for flame H2N2. 

7.2.2 Numerical Model 

The numerical model used is a steady state model. This is because the end result is 

a constant non-changing flame. The turbulence model employed is the standard k-

epsilon model, section 3.3.3.1. This is used because of a need to alter the turbulence 

decay model coefficients (Hassel, 1997). These adjustments are well known for the 

standard k-epsilon model (Hassel, 1997; Versteeg and Malalasekera, 2007). This is 

especially the case for flames that involve hydrogen, due to the buoyancy and higher 

diffusivity of the chemical. 
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The recommendations from the 1997 meeting of the TNF network (Hassel, 1997), for 

hydrogen flames, are that the 𝐶𝜀2 constant should be changed. This coefficient 

should be changed from 1.92, the default value, to 1.83 for hydrogen-helium mixture, 

of 80:20. The coefficient is suggested to be at the default value of 1.92 for 50:50 

mixtures of hydrogen-nitrogen. 

The pure hydrogen flame (flame H2) uses the model coefficient set to 1.83 whilst a 

mesh study is performed. A polyhedral mesh and two hexahedral meshes are 

examined. The first hexahedral mesh utilises a constant cell size of 2 mm. The other 

two meshes both use varying cell sizes, from 0.6 mm up to 5 mm. Table 43 contains 

the details for the meshes investigated alongside the designation as well. 

Table 43 Mesh types used for Flame H2. 

Mesh Cell Shape Smallest Cell 

Size (mm) 

Largest Cell 

Size (mm) 

Total Cells 

A Hexahedral 2.0 2.0 4031409 

B Polyhedral 0.6 5.0 3828566 

C Hexahedral 0.6 5.0 1917828 

 

The most suitable mesh is then applied to the hydrogen-nitrogen mixture (flame 

H2N2) where the turbulence model coefficient is tested to determine the suitability for 

the problem. This is investigated as there are no recommendations for the model 

coefficient of such a mixture. Flame H2 also tests the differences between the 

flamelet and equilibrium variants of the PPDF combustion model, section 3.4.3.2. 

This is because the software has an inbuilt PPDF library for pure hydrogen flames, 

however it does not contain one suitable for the flame H2N2. The initial conditions 

and boundary conditions for both flames are the same, with the exception of the inlet 

conditions given in Table 42. 

Although the simulations are in steady state, the initial conditions still need to be 

defined. These conditions will no longer exist as soon as the iterative procedure 

begins. The initial conditions used for turbulence are intensity of 5%, length scale of 1 

mm and velocity scale of 2 m/s. Air is in the entire domain and is modelled as being 
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at atmospheric pressure with a temperature of 300 K. The air inlet is modelled as a 

velocity inlet, with velocity 1 m/s. The turbulence intensity is 1% and the length scale 

is 1 cm. The fuel inlet is also modelled as a velocity inlet. The turbulence conditions 

are intensity of 10% and length scale of 1 mm. The velocity is prescribed as an input 

table assuming the profiles given above, in Figure 66 and Figure 67. The shear 

stress at the walls is modelled with the slip condition, whilst the thermal treatment of 

the walls is adiabatic. The outlet at the top is modelled as a flow split outlet, such that 

no physics is defined for it. 

7.2.3 Results 

The results are split between Flame H2 and Flame H2N2. Each flame has graphs, for 

each height as well as planar images for the mixture fraction, temperature and water 

mass fraction. Planar images are used because the nature of RANS modelling 

means that the turbulent fluctuations, that you would expect to see in the flame, are 

not captured accurately. 

7.2.3.1 Flame H2 

The results for flame H2 are given in this section. They are divided into mixture 

fraction, followed by temperature and lastly H2O mass fraction. Different mesh types 

and sizes are compared as well as a variation with the combustion model for some 

meshes. Table 44 gives the simulation designations alongside the meshes and 

PPDF model variations used. 

Table 44 Information for the Flame H2 simulations performed. 

Simulation Mesh Designation PPDF Model Variation 

1 A Flamelet 

2 B Flamelet 

3 B Equilibrium 

4 C Flamelet 

5 C Equilibrium 
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Figure 68 Graph of the mixture fraction at 84 mm for Flame H2. 

Figure 68 shows the mixture fraction for the pure hydrogen flame at a height of 84 

mm. It can be seen that the polyhedral mesh, simulations 2 and 3, performs better 

than the others. Interestingly, there are no distinguishable differences between the 

two types of PPDF model that were tested. Table 45 shows a comparison of the 

percentage error at different radial distances for the mixture fraction at 84 mm. The 

percentage error is calculated as follows: 

Experiment

ExperimentSimulation
Error


 *100%  

Table 45 shows that the using a uniform hexahedral mesh, simulation 1, gives the 

highest average error. The other hexahedral mesh, simulations 4 and 5, are 

marginally more accurate. The polyhedral mesh, simulations 2 and 3, shows far 

greater accuracy with the average error being around 10 %. 
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Table 45 Error comparison for the mixture fraction at 84 mm for Flame H2. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 15.43 0.80 1.94 17.09 15.18 

4 4.32 2.82 1.67 15.89 13.98 

8 13.58 4.44 5.39 1.93 3.71 

12 96.46 17.62 14.60 68.56 67.31 

16 449.51 22.44 34.62 418.98 395.06 

AVERAGE 115.86 9.62 11.64 104.49 99.05 

 

 

Figure 69 Graph of the mixture fraction at 253 mm for Flame H2. 

Figure 69 shows the radial mixture fraction at a height of 253 mm. The graph shows 

that there are minimal differences between any of the mesh types. The second 

hexahedral mesh, simulations 4 and 5, seem to predict the mixture fraction better at 

the centre but over predicts further from the centre. Whilst the first hexahedral mesh 

and polyhedral mesh, simulations 1 – 3, seem to over predict slightly more at the 
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centre but are more accurate further afield. There seems to be very slight differences 

between the combustion models again. Some of the results plateau at various levels 

due to the mesh used and the method in which the software records data at defined 

points. Namely, that the software takes the maximum of the cell/s at the defined 

point. Table 46 compares the percentage error of the simulations for the mixture 

fraction at a height of 253 mm. 

Table 46 shows that the polyhedral mesh, simulations 2 and 3, is again the most 

accurate. However all of the simulations have errors circa 24 %, ± 2 %. There is 

approximately a 1 % difference between the two combustion models investigated. 

Table 46 Error comparison for the mixture fraction at 253 mm for Flame H2. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 6.06 4.27 5.45 0.25 0.38 

12 8.54 4.54 5.58 3.23 3.95 

24 33.87 23.49 23.80 30.17 30.85 

36 57.36 63.03 60.34 57.06 56.13 

48 24.90 15.13 20.98 29.89 27.69 

AVERAGE 26.15 22.09 23.23 24.12 23.80 
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Figure 70 Graph of the mixture fraction at 338 mm for Flame H2. 

Figure 70 shows the mixture fraction comparison at 338 mm. It is clear that the first 

hexahedral mesh, simulation 1, over predicts at the centre although matches the 

others after 20 mm. There seems to be negligible differences between the polyhedral 

and second hexahedral meshes, simulations 2 – 5. There are also no discernible 

differences between the combustion models. Table 47 compares the percentage 

error of the simulations for the mixture fraction at a height of 338 mm. 

Table 47 Error comparison for the mixture fraction at 338 mm for Flame H2. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 5.56 5.89 4.99 1.35 0.90 

12 15.81 4.90 5.95 6.41 6.99 

24 34.00 26.51 27.81 34.87 35.71 

32 45.96 46.77 47.47 37.55 37.98 

48 32.02 53.44 52.54 43.20 42.93 

AVERAGE 26.67 27.50 27.75 24.68 24.90 
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Table 47 shows that the error across all of the simulations is similar, approximately 

26 %, ± 2%. The most suitable mesh at this height is the non-uniform hexahedral 

mesh, simulations 4 and 5, with an error of 24.68 %. The polyhedral mesh, 

simulations 2 and 3, is the worst mesh with an error of 27.5 %. There is less than a 

1% difference between the combustion models that are investigated. 

Figure 71 shows contour plots across the central plane for the mixture fraction. It is 

clear that the jet disperses symmetrically, which is not realistic and is due to the 

modelling technique utilised. It is evident that the hydrogen decreases rapidly, 

visualised by the quick decrease in mixture fraction. The majority of the mixture 

within the jet has a mixture fraction around 0.3. 

 

Figure 71 Planar image of the mixture fraction for Flame H2 from the polyhedral mesh. 

Overall, the mixture fraction is captured accurately with no discernible difference 

between the two variations of the combustion model used. The polyhedral mesh is 

better at heights of 84 and 253 mm, whilst the non-uniform hexahedral mesh is 

slightly better at the upper height. The difference between the two types is negligible 

at the upper heights although is quite profound at the lowest height. 
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Table 48 compares the average error at all of the heights. There is also an average 

error for the mixture fraction at the bottom of the table. It is evident that at heights of 

253 and 338 mm there are negligible differences between the simulations, the 

maximum error difference is circa 4%. The major difference between the simulations 

is at the lower height where the error difference is vast, at least 90%. This creates 

higher average errors for the mixture fraction. The polyhedral mesh, simulations 2 

and 3, has an average error of 20 %, whilst the other simulations are around 50 %. 

The error difference between the combustion models is up to 2%.  

Table 48 Error comparison for the mixture fraction at all heights. 

Height (mm) 

Simulation % Error 

1 2 3 4 5 

84 115.86 9.62 11.64 104.49 99.05 

253 26.15 22.09 23.23 24.12 23.80 

338 26.67 27.50 27.75 24.68 24.90 

AVERAGE 56.22 19.74 20.88 51.10 49.25 

 

The next criterion for comparison is the temperature profiles, again at the same 

heights as the mixture fraction comparisons. 

Figure 72 shows the temperature profiles at 84 mm for the various mesh types and 

the different combustion models employed. It is clear that the equilibrium variation of 

the PPDF model, simulations 3 and 5, over predicts the peak temperature more than 

the flamelet variation. The flamelet variation, simulations 1, 2 and 4, over predicts the 

temperature by up to 100 K, whilst the equilibrium variety is up to 200 K higher than 

the experimental peak temperature. 

The polyhedral mesh, simulation 2, matches the experimental data more closely 

compared to the hexahedral meshes, simulations 1 and 4. The peak temperatures for 

the hexahedral meshes seem to be 5 mm further from the centre than the 

experimental peak. The hexahedral meshes do have slightly lower peak 
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temperatures compared to the polyhedral mesh, although they do over predict the 

temperature at the centre, radius 0 mm. 

 

Figure 72 Graphical representation of the temperature distribution at 84 mm for Flame H2. 

Table 49 shows the error comparison of the temperature at a height of 84 mm. 

Table 49 Error comparison of the temperature at a height of 84 mm. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 8.21 3.88 4.53 9.97 8.98 

4 0.64 1.10 1.35 8.14 7.98 

8 11.62 6.56 5.01 6.34 4.35 

12 5.31 15.74 22.16 9.04 14.93 

16 200.31 21.13 10.38 193.98 198.83 

AVERAGE 45.22 9.68 8.69 45.49 47.01 

 

Table 49 shows that the polyhedral mesh, simulations 2 and 3, predicts the 

temperature better than the hexahedral meshes quite significantly. The average error 
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for the polyhedral mesh is circa 9% whilst the hexahedral meshes have errors around 

45%. There seems to be negligible difference between the two combustion model 

variations, up to 2% difference. 

Figure 73 shows the temperature distribution at 253 mm for the pure hydrogen flame. 

It is clear that there are negligible differences between the mesh types near the 

centre, with the polyhedral mesh, simulations 2 and 3, performing more accurately 

further afield. All mesh types have a shift in the peak temperature compared to the 

experimental peak. The equilibrium variant of the PPDF model, simulations 3 and 5, 

causes a greater peak in temperature, up to 2200 K, 200 K greater than the 

experimental peak. The difference between the two varieties is circa 50 K. 

 

Figure 73 Graphical representation of the temperature distribution at 253 mm for Flame H2. 

Table 50 shows the error comparison of the temperature at a height of 253 mm. 
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Table 50 Error comparison of the temperature at a height of 253 mm. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 1.45 0.60 0.90 1.04 1.03 

12 1.44 0.35 0.39 0.36 0.59 

24 23.20 24.18 26.96 23.18 24.42 

36 51.21 55.82 54.96 51.17 51.29 

48 26.56 7.09 4.23 28.35 27.95 

AVERAGE 20.77 17.61 17.49 20.82 21.06 

 

Table 50 shows that all of the simulations have an error around 19%, ± 2%. The 

major cause for the high errors is at heights of 24 and 36 mm. This is where the over-

prediction is quite profound. The polyhedral mesh, simulations 2 and 3, predicts the 

temperature more accurately, around 17.5 % error, whilst the hexahedral simulations 

are around 21 % error. There is no discernible difference between the two 

combustion models yet again. 

Figure 74 shows the temperature distribution at 338 mm. Once again the equilibrium 

variant, simulations 3 and 5, has a higher peak temperature than the flamelet variant 

of the PPDF model. The polyhedral meshes, simulations 2 and 3, have higher peak 

temperatures compared to the hexahedral meshes, simulations 1, 4 and 5. The peak 

temperature is approximately 100 K higher than the experimental peak temperature. 

The main issue is that all meshes have a radial shift, from the centre, of the peak 

temperature compared to the experiments. The further afield the less noticeable the 

differences become. 
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Figure 74 Graphical representation of the temperature distribution at 338 mm for Flame H2. 

Table 51 compares the percentage error of the simulations for the temperature at a 

height of 338 mm. 

Table 51 Error comparison of the temperature at a height of 338 mm. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 1.93 5.88 5.74 4.09 4.08 

12 0.12 3.23 3.22 1.93 2.14 

24 24.84 26.77 30.10 25.90 26.93 

32 42.53 46.32 48.85 38.84 40.81 

48 43.11 57.28 56.80 50.17 49.95 

AVERAGE 22.51 27.90 28.94 24.19 24.78 

 

Table 51 shows that the percentage error is around 25 %, ± 4%. The polyhedral 

mesh, simulations 2 and 3, is the least accurate at this height, with an error around 
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28 %. The uniform hexahedral mesh, simulation 1, is the most accurate with an error 

of 22.5 %. The other hexahedral mesh, simulations 4 and 5, has an error around 24.5 

%. The combustion models show a maximum difference of 1%. 

Figure 75 shows contour plots across the central plane of the temperature 

distribution for flame H2. It is clear that the higher temperatures are further down field 

compared to the higher mixture fractions, in Figure 71. There also seems to be 

symmetric distribution of the temperature which is due to the modelling techniques 

applied. The further down field of the release, the greater the increase in 

temperature. 

 

 

Figure 75 Planar image of the temperature distribution for Flame H2 from the polyhedral mesh. 

The flamelet PPDF model performs far better than the equilibrium variation, which 

over predicts the temperature, by up to 200 K, at all heights. The most suitable mesh 
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seems to be the polyhedral shaped cells, predicting more accurately for the lower two 

heights. 

Table 52 compares the error for the temperature at all of the heights investigated. 

There is an average error at the bottom of the table, which concludes the accuracy 

for the temperature data investigated. 

Table 52 Error comparison for the temperature at all heights. 

Height (mm) 

Simulation % Error 

1 2 3 4 5 

84 45.22 9.68 8.69 45.49 47.01 

253 20.77 17.61 17.49 20.82 21.06 

338 22.51 27.90 28.94 24.19 24.78 

AVERAGE 29.50 18.39 18.37 30.17 30.95 

 

Table 52 shows that the polyhedral mesh, simulations 2 and 3, yields more accurate 

results than the hexahedral meshes used. This is caused by the vast difference 

between the predicted results at the height of 84 mm. The table shows that there is a 

minimal difference between the two combustion models. Although the graphs show 

that the equilibrium variation, simulations 3 and 5, over predicts the temperature by 

up to 200 K compared to the flamelet model. 

The final criterion used, for validation of Flame H2, is the H2O mass fraction. This is 

again portrayed in exactly the same way as the previous two criteria. 

Figure 76 is the comparison of the H2O mass fractions at 84 mm. There is a clear 

difference between the hexahedral, simulations 1, 4 and 5, and polyhedral meshes, 

simulations 2 and 3. The hexahedral meshes decay at a slower rate compared to the 

polyhedral mesh, which matches the experimental data accurately. All mesh types 

under predict the peak H2O mass fraction, by approximately 0.02. Similar to the 

mixture fraction there are negligible differences between the two variations of the 

PPDF model. 
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Figure 76 Graphical representation of the H2O mass fraction distribution at 84 mm for Flame 
H2. 

Table 53 shows the error between the simulations at various distances for the H2O 

mass fractions at a height of 84 mm. 

Table 53 Error comparison for the H2O mass fraction at a height of 84 mm. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 3.01 2.60 2.99 3.58 2.92 

4 2.04 2.44 2.75 1.07 0.57 

8 6.99 5.59 5.59 5.73 5.60 

12 27.18 15.92 18.37 23.94 26.31 

16 353.15 8.93 23.75 333.56 329.08 

AVERAGE 78.47 7.09 10.69 73.58 72.90 

 

Table 53 shows that the polyhedral mesh, simulations 2 and 3, has the smallest error 

of circa 9%, ± 2%. Whilst the hexahedral meshes have errors around 75 %, ± 3%. 

This vast difference is caused by the high errors at 16 mm, which is also shown in 
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Figure 76. The combustion model variations show a difference of up to 3%, with the 

flamelet model the more accurate for the polyhedral mesh, simulation 2. 

 

Figure 77 Graphical representation of the H2O mass fraction distribution at 253 mm for Flame  

H2. 

Figure 77 is the H2O mass fraction distribution at 253 mm for the pure hydrogen 

flame. Near the centre of release there are no differences between the meshes or 

model variations. Further afield the polyhedral mesh, simulations 2 and 3, is more 

accurate whilst the mesh types have negligible differences in the between regions. 

The combustion model variation had no effect on the H2O mass fraction. 

Table 54 shows the error comparison for the H2O mass fractions at a height of 253 

mm. 
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Table 54 Error comparison for the H2O mass fraction at a height of 253 mm. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 3.65 3.44 3.46 3.34 3.28 

12 3.39 2.85 2.69 3.25 3.05 

24 25.09 23.21 25.83 23.92 24.57 

36 46.87 53.64 51.88 46.78 46.56 

48 2.70 30.22 34.99 5.85 5.06 

AVERAGE 16.34 22.67 23.77 16.63 16.50 

 

Table 54 shows that the polyhedral mesh, simulations 2 and 3, is the least accurate, 

with an error around 23 %. The hexahedral meshes all show an error around 16 %. 

This difference is caused by the high errors at a distance of 48 mm for simulations 2 

and 3. There is a negligible difference, maximum 1.1%, between the combustion 

models. 

Figure 78 compares the H2O mass fractions at 338 mm. Similar to the other heights, 

there are minimal differences near the centre line. The polyhedral mesh, simulations 

2 and 3, has an over prediction greater than the hexahedral mesh over predictions, 

simulations 1, 4 and 5, circa 30 mm. Although this over prediction is no longer 

present further afield. There is a small difference between the two PPDF options, 

again circa 30 mm, however this again settles back to identical readings after 40 mm. 

It would seem that the flame is again wider than the experimental flame, indicative of 

the higher concentrations further afield. 
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Figure 78 Graphical representation of the H2O mass fraction distribution at 338 mm for Flame 
H2. 

Table 55 shows the error comparison between the predicted and recorded results for 

the H2O mass fractions at a height of 338 mm. 

Table 55 Error comparison of the H2O mass fractions at a height of 338 mm. 

Radial Distance 

(mm) 

Simulation % Error 

1 2 3 4 5 

0 0.24 0.29 0.38 0.16 0.08 

12 4.11 4.88 5.08 3.71 4.02 

24 28.81 29.13 33.20 30.37 31.28 

32 39.80 44.74 47.40 33.45 35.40 

48 30.55 52.09 51.24 41.25 40.85 

AVERAGE 20.70 26.23 27.46 21.79 22.32 

 

Table 55 shows that the uniform hexahedral mesh, simulation 1, gives the more 

accurate results with an error of 20.7 %. The polyhedral mesh, simulations 2 and 3, 
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produces the least accurate results with an error around 27 %. Whilst the non-

uniform hexahedral mesh, simulations 4 and 5, yields an error around 22 %. This is 

again caused by the larger errors further from the centreline. The combustion models 

show a maximum error difference of less than 1.5 %. 

Table 56 compares the average errors across all of the heights investigated for the 

H2O mass fraction. The final row gives an average error for the H2O mass fraction. 

Table 56 Error comparison for the H2O mass fraction for all of the heights. 

Height (mm) 

Simulation % Error 

1 2 3 4 5 

84 78.47 7.09 10.69 73.58 72.90 

253 16.34 22.67 23.77 16.63 16.50 

338 20.70 26.23 27.46 21.79 22.32 

AVERAGE 38.50 18.66 20.64 37.33 37.24 

Table 56 shows again that the polyhedral mesh, simulations 2 and 3, produces the 

most accurate results. This is caused by the severe errors that the hexahedral mesh 

predictions incur for the lowest height of 84 mm. There is a 1% difference between 

the uniform and non-uniform hexahedral meshes. Whilst the combustion models yield 

a maximum difference of 2%. 

Figure 79 is a contour plot through the central plane of the H2O mass fraction. The 

trend is similar to that of the temperature, and opposite to the mixture fraction, as 

expected. There are also lower levels of water around the inlet, where the jet of the 

release is located. This is because combustion is not present here. 
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Figure 79 Planar image of the H2O mass fraction for flame H2 polyhedral mesh. 

Table 57 combines the average errors for all of the data investigated and gives a final 

average error for all of the simulations for this investigation. 

Table 57 Error comparison for all of the data for flame H2. 

Data Set 

Simulation % Error 

1 2 3 4 5 

Mixture Fraction 56.22 19.74 20.88 51.10 49.25 

Temperature 29.50 18.39 18.37 30.17 30.95 

H2O Mass Fraction 38.50 18.66 20.64 37.33 37.24 

AVERAGE 41.41 18.93 19.96 39.53 39.15 
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Table 57 shows that the polyhedral mesh, simulations 2 and 3, is more accurate than 

the hexahedral meshes. This is because it predicts the behaviour at the lower 

heights, especially 84 mm, more accurately. Whilst the table suggests that the 

equilibrium PPDF model, simulation 3, is more accurate act predicting the 

temperature it has been shown that this model gives a greater over prediction of the 

recorded results. Overall there is a 1% difference between the two combustion 

models, simulations 2 and 3. This would suggest that when modelling pure hydrogen 

flames, to use the flamelet option. However, there is no inbuilt library for the 

hydrogen-nitrogen mixtures and therefore only the equilibrium option is employed for 

that flame. 

7.2.3.2 Flame H2N2 

The H2N2 flame is compared against experimental data for a hydrogen-nitrogen 

mixture flame, using the mixture fraction, temperature and H2O mass fraction. The 

modelling utilises the polyhedral mesh and equilibrium variation of the PPDF model 

used previously. The area under investigation is the 𝐶𝜀2 coefficient of the standard k-

epsilon turbulence model, as there is no recommendation for this mixture. Therefore 

values of 1.83 and 1.92 are used for comparison, these are the recommended value 

for pure H2 flames and the default value (Hassel, 1997). 

   

Figure 80 Mixture fraction graph for the H2N2 flame at 80 mm. 
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Figure 80 shows the mixture fraction distribution at 80 mm for the H2N2 flame. The 

graph shows that there are negligible differences between the two values of 𝐶𝜀2. The 

lower value is slightly more accurate than the higher value. The lower value, of 1.83, 

matches the experimental data very well, except for the near centre region, 0 – 5 

mm. 

Table 58 shows the error comparison between the coefficients at a height of 80 mm. 

It can be seen that the simulation with the lower coefficient predicts the results more 

accurately. The vast difference in the average error is due to the error at 18 mm for 

the larger coefficient. Otherwise the results would have been more comparable. 

Never the less, this creates a difference of almost 50 %. 

Table 58 Error comparison of the mixture fraction at a height of 80 mm for the H2N2 flame. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 9.20 10.88 

2 6.94 8.81 

10 2.21 3.19 

18 0.58 257.42 

20 76.75 63.56 

AVERAGE 19.14 68.77 

 

Figure 81 shows the mixture fraction distribution at 160 mm, for the hydrogen-

nitrogen mixture. There is a bigger difference between the two coefficients tested 

compared to the lower height previously discussed. The lower coefficient, 1.83, 

matches the experimental data almost identically. The higher coefficient, 1.92, has an 

under prediction near the centre, approximately 0.05 mixture fraction lower. Then in 

the far field it shows a slight over prediction, although the difference is lower than the 

initial under prediction. 
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Figure 81 Mixture fraction graph for the H2N2 flame at 160 mm. 

Table 59 compares the errors at a height of 160 mm. 

Table 59 Error Comparison of the mixture fraction at 160 mm. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 0.45 10.01 

8 0.89 6.75 

12 3.67 1.73 

20 47.19 91.37 

28 188.67 665.01 

AVERAGE 48.17 154.97 

Table 59 compares the errors for the simulations with the two different coefficients. 

The larger coefficient creates an average error of 155 %, although this is mainly due 

to a significant error at a distance of 28 mm. The simulations using the lower 

coefficient produced an average error of 48 %. This big error is also due to the last 

measurement used, of 28 mm. 
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Figure 82 Mixture fraction graph for the H2N2 flame at 320 mm. 

Figure 82 shows the mixture fraction comparison at 320 mm for the H2N2 flame. 

Similar to the previous (middle) height, there is a distinct separation between the two 

model coefficients. The lower value, 1.83, matches the experimental data initially, 

with a slight over prediction circa 20 mm before matching the data again. Whilst the 

higher value, 1.92, has an under prediction of 0.05 at the centre line, before 

transferring to a slight over prediction circa 30 mm before matching the experiment at 

the far field. Table 60 shows the comparison of the errors for the coefficient changes 

at a height of 320 mm. 

Table 60 shows that the simulations are far closer in the errors compared to the 

previous heights. Once again the smaller coefficient yields predictions that are more 

accurate, 25.5 % error. The larger coefficient causes an error of 34.36 %. The large 

errors are due to the over prediction around the middle distance, circa 30 mm from 

the centre line. 
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Table 60 Error comparison of the mixture fraction at a height of 320 mm. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 2.42 16.97 

10 12.08 7.68 

20 19.43 5.15 

30 64.28 70.27 

40 18.27 63.15 

50 36.55 42.94 

AVERAGE 25.50 34.36 

 

 

Figure 83 Planar image of the mixture fraction for the H2N2 flame for the coefficient 1.83. 
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Figure 83 shows a contour plot across the central plane of the mixture fraction for the 

hydrogen-nitrogen flame. Compared to the pure hydrogen flame (Figure 71), there is 

greater penetration of the mixture into the domain. This is shown by the fact that the 

mixture almost reaches the top of the enclosure. There is also less diffusion, which 

would be indicative of the nitrogen within the mixture. 

Table 61 compares the errors for the mixture fraction at all heights investigated. 

Table 61 Average error comparison of the mixture fractions for flame H2N2. 

Height (mm) 

Coefficient % Error 

1.83 1.92 

80 19.14 68.77 

160 48.17 154.97 

320 25.50 34.36 

AVERAGE 30.94 86.04 

Table 61 shows that using the smaller coefficient alters the turbulence levels such 

that the simulation is more accurate, when investigating the mixture fractions. The 

difference between the average errors is around 56 %. This would suggest that the 

turbulence levels need to be altered when investigating flames with hydrogen.  

The next criteria for comparison is the temperature, this is performed at the same 

heights as the mixture fraction. 

Figure 84 is the temperature comparison at 80 mm. Initially there are no differences 

between the two coefficient values, with both being marginally higher than the 

experiments. The peak of the lower value is more profound than the higher value, 

although both under predict the peak temperature. The lower value has an under 

prediction of 50 – 100 K whilst the higher value is circa 200 K lower. Both of the 

values follow the trend towards the peak temperature. The slope after the peak 

temperature is predicted well by the lower coefficient. 
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Figure 84 Temperature distribution for flame H2N2 at 80 mm. 

Table 62 shows the percentage error between the results, for the two coefficients, of 

the temperature at a height of 80 mm. 

Table 62 Error comparison for the temperature predictions at a height of 80 mm. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 14.07 18.10 

2 7.74 11.74 

10 1.32 5.23 

18 4.76 69.09 

20 2.01 18.31 

AVERAGE 5.98 24.49 

Table 62 shows that the lower coefficient alters the turbulence levels such that the 

predicted results are far more accurate. The error for the results using the smaller 

coefficient is 6 %, compared to 24.5 % for the larger coefficient. This greater error is 

due to the inaccuracy further afield from the centre line, especially at 18 mm. 
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Figure 85 Temperature distribution for flame H2N2 at 160 mm. 

Figure 85 shows the temperature distribution at 160 mm. Unlike the lower height, 

there is a distinct difference between the two coefficient values at the centre line. The 

higher value over predicts compared to the lower value which matches the 

experimental values. The peak temperatures are over predicted at this height, 

compared to the lower height of 80 mm. The lower coefficient over predicts by almost 

200 K whilst the higher value is circa 100 K above the experimental peak. The 

simulation peak temperatures are shifted away from the experimental slightly. The 

lower coefficient follows a similar trend to the experiment, regarding the decline after 

the peak. Similar to the lower height, all curves are aligned before the final 

experimental point, at 40 mm from the centre.   

Table 63 shows the error comparison for the predicted temperatures at a height of 

160 mm. 
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Table 63 Error comparison for the predicted temperature results at 160 mm. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 1.55 12.52 

8 1.71 8.52 

12 1.15 1.34 

20 33.10 42.16 

28 14.48 88.80 

AVERAGE 10.40 30.67 

Table 63 shows that the turbulence levels using the smaller coefficient are altered 

such that the results are more accurate, by 20%. The average error for the smaller 

coefficient is 10.4 %, whilst the larger coefficient creates a larger error, 30.67 %. Both 

simulations have a high error around 20 mm from the centre line, whilst the greater 

coefficient has an even larger error at a distance of 28 mm. 

 

Figure 86 Temperature distribution for flame H2N2 at 320 mm. 
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All curves converge to the same temperature measurements by 60 mm from the 

centreline. The lower coefficient shows the temperature reduces at a faster rate 

compared to the higher value, reaching the experimental curve by 35 mm from the 

centreline. Table 64 shows the error comparison for the predicted temperatures at a 

height of 320 mm. 

Table 64 Error comparison for the predicted temperatures at a height of 320 mm. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 4.15 12.51 

10 5.52 10.28 

20 19.81 15.01 

30 53.05 54.54 

40 20.77 46.29 

50 7.21 27.24 

AVERAGE 18.42 27.65 

 

Table 64 shows that once again the smaller coefficient alters the turbulence levels 

such that the simulation predicts the temperatures better. The lower coefficient has 

an average error of 18.42 %, whilst the larger coefficient has an error of 27.65 %. 

Both simulations have large errors around 30 mm from the centre line. The lower 

coefficient is more accurate closer to the centre line. 

Figure 87 shows contour plots across the central plane of the temperature 

distribution for the H2N2 flame. The temperature distribution is more concentrated to 

the centre of the enclosure compared to the pure hydrogen flame, whilst the 

maximum temperature is lower as well. This is to be expected with the addition of 

nitrogen. The pure hydrogen flame reaches a peak temperature of 2318.4 K 

compared to the 2196.2 K observed for the diluted flame. The temperature 
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distribution at the exit of the enclosure is less for the diluted flame compared to the 

pure flame. Similar to the mixture fraction, the diluted flame seems to penetrate 

further into the enclosure compared to the pure hydrogen flame. 

 

Figure 87 Planar image of the temperature distribution for flame H2N2 for the coefficient 1.83. 

Table 65 contains the average errors of the predictions for the temperatures at all 

heights.  

Table 65 shows that the smaller coefficient alters the turbulence levels such that the 

predicted temperatures are more accurate. The average error is 11.6 % compared to 

the larger coefficient which results in an error of 27.6 %. The lower height, of 80 mm, 

is predicted more accurately than the other levels. 
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Table 65 Average error comparison for the temperatures across all of the heights. 

Height (mm) 

Coefficient % Error 

1.83 1.92 

80 5.98 24.49 

160 10.40 30.67 

320 18.42 27.65 

AVERAGE 11.60 27.60 

 

The final criterion for analysis is the H2O mass fraction, again at the same heights as 

before. 

 

Figure 88 H2O mass fraction distribution at 80 mm for flame H2N2. 

Figure 88 shows the H2O mass fraction distribution at 80 mm. The centreline shows 

minimal differences between the two values of the coefficients. After 5 mm there is 

separation between the numerical and experimental results. The peak mass fractions 

are all similar with the lower coefficient closer to the experimental although still under 

predicting slightly, approximately 0.005 below the experimental peak. The higher 

coefficient is approximately 0.015 below the experimental peak. The smaller 

coefficient is far closer to the experimental curve than the larger value used. 
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Table 66 shows the comparison of the predicted H2O mass fractions at a height of 80 

mm. 

Table 66 Error comparison for the predicted H2O mass fractions at 80 mm. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 3.37 9.28 

2 3.70 1.78 

10 4.08 7.12 

18 5.12 240.15 

20 71.77 98.82 

AVERAGE 17.61 71.43 

Table 66 shows that the smaller coefficient alters the turbulence such that the 

simulation results are more accurate, creating an average error of 17.61 %. The 

results using the larger coefficient have an average error of 71.43 %. This vast 

difference is caused by the inability to replicate the recorded results further afield 

from the centre line, especially at 18 mm. 

 

Figure 89 H2O mass fraction distribution for flame H2N2 at 160 mm. 
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Figure 89 shows the radial H2O mass fraction distribution at 160 mm above the 

release. Here, the centreline shows that the higher value of the coefficient matches 

the experimental curve better than the under predicting smaller coefficient. The peak 

mass fractions seem to all coincide at 0.19 for the experiment and both simulations. 

The predicted mass fractions do decrease slower than the recorded mass fractions. 

The lower coefficient matches the experimental trend far better than the higher 

coefficient. Similar to all of the previous graphs, all the data agree well at 35 mm for 

this criterion. Table 67 shows the errors for the predicted H2O mass fractions at a 

height of 160 mm. 

Table 67 Error comparison for the predicted H2O mass fractions at 160 mm. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 9.23 0.40 

8 5.11 0.10 

12 0.83 1.28 

20 44.70 65.69 

28 29.97 241.81 

AVERAGE 17.97 61.86 

 

Table 67 shows that again the smaller coefficient alters the turbulence levels such 

that predicted H2O mass fractions are more accurate, with an average error of 18 %. 

The predictions with the larger coefficient have an average error of almost 62 %. Yet 

again this vast difference is caused by poor predictions further from the centre line, 

especially at 28 mm. The errors near the centre line suggest that the larger 

coefficient is more accurate. 
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Figure 90 H2O mass fraction distribution at 320 mm for flame H2N2. 

Figure 90 depicts the radial H2O mass fraction distribution at 320 mm. The 

experimental peak is at the centreline, with a value of 0.2. The predicted results using 

the smaller coefficient share the same reading at the centreline, whilst the predicted 

results for the greater coefficient have a slight over prediction. The predicted results 

for the larger coefficient show a peak at the centreline. The other coefficient shows a 

peak mass fraction approximately 20 mm from the centreline. The results for the 

greater coefficient decrease quicker around 20 mm although it does not rise from the 

centreline. The smaller coefficient predictions reduce quicker from the peak that it 

reaches. The lower coefficient prediction aligns with the experimental data by 35 mm, 

whilst the other prediction aligns around 45 mm from the centreline. 

Table 68 gives the error comparison of the predicted H2O mass fractions at 320 mm. 

Table 68 shows that there is a negligible difference between the predicted H2O mass 

fractions, just 1.32 % separates the average errors. Both of the predicted results 

have large errors, above 60%, midway from the centre line, 30 mm. 
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Table 68 Error comparison for the predicted H2O mass fractions at 320 mm. 

Radial Distance 

(mm) 

Coefficient % Error 

1.83 1.92 

0 1.70 5.07 

10 7.76 7.66 

20 25.06 15.18 

30 64.85 67.90 

40 11.06 52.74 

50 47.78 17.60 

AVERAGE 26.37 27.69 

 

 

Figure 91 H2O mass fraction planar image for flame H2N2 for the coefficient 1.83. 
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Figure 91 shows the contour plots across the centre for H2O mass fraction 

distribution for the diluted flame. The first observation is that the maximum water 

mass fraction is lower for the diluted flame (0.2114) compared to the pure hydrogen 

flame (0.2464). This is expected due to the lower amount of hydrogen available. 

Similar to all the other images for the hydrogen-nitrogen mixture, there is greater 

penetration into the enclosure compared to the pure hydrogen flame. It also seems 

that the pure hydrogen flame is longer than the diluted flame. 

Table 69 compares the average errors of the predicted H2O mass fractions at all of 

the heights investigated.  

Table 69 Error comparison of the average predicted H2O mass fractions at all heights. 

Height (mm) 

Coefficient % Error 

1.83 1.92 

80 17.61 71.43 

160 17.97 61.86 

320 26.37 27.69 

AVERAGE 20.65 53.66 

 

Table 69 shows that the smaller coefficient produces a better representation of the 

turbulence levels and as such more accurate H2O mass fractions, an average error of 

20.65 %. This is 33 % smaller than the corresponding value for the greater 

coefficient. This is caused by the poor predictions at the lower heights, 80 and 160 

mm, compared to the smaller coefficients. 

Table 70 shows the errors for all of the predicted results for the H2N2 flame. 
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Table 70 Overall error comparison for the H2N2 flame. 

Data Set 

Coefficient % Error 

1.83 1.92 

Mixture Fraction 30.94 86.04 

Temperature 11.60 27.60 

H2O Mass Fraction 20.65 53.66 

AVERAGE 21.06 55.77 

 

Table 70 shows that using the smaller coefficient creates a more realistic 

representation of the turbulence levels, the average error for the H2N2 flame is 21 %. 

This is almost 35 % lower than the corresponding value for the larger coefficient. This 

is due to the change in the turbulence decay that is associated with the coefficient. 

This seems to be necessary for flames that involve hydrogen greater than 50%, as 

explained by work within the TNF network (Hassel, 1997). 

The addition of diluent, nitrogen, decreases the temperature. The diluted jet 

penetrates into the enclosure more than the pure jet. This is even with a decreased 

velocity and increased pipe radius. This is due to the decrease in diffusion due to the 

presence of nitrogen, in the diluted flame. 

7.3 Conclusion 

This chapter has utilised the PPDF model for non-premixed combustion against 

published data. Firstly, various meshes have been investigated alongside the two 

variations of the combustion model available. This was followed by a further 

investigation into the  𝐶𝜀2 coefficient, which uses the mesh suggested from the first 

work, as it is suggested that this coefficient needs to be adjusted to capture the 

turbulence decay appropriately. 

The mesh study shows that using a non-uniform polyhedral mesh produces more 

accurate results, as shown in Table 57. The polyhedral mesh gives an overall error 
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20 % lower than the other meshes under investigation. This arises from better 

predictions at lower heights. The average error between the two combustion models 

is negligible, although the equilibrium variation over predicts the peak temperature 

more than the flamelet variation. 

The second study investigating the alteration of a turbulence model coefficient 

utilises the polyhedral mesh suggested before. The coefficient investigation is 

performed to give confidence in the alteration of the coefficient. The investigation 

utilised data for a diluted hydrogen flame, which did not have a suggested value. 

Changing the coefficient from the default value alters the turbulence levels such that 

the predictions are almost 35 % more accurate. 

This gives confidence in the simulation methodology for further investigation, which is 

in the following chapter.  
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Chapter 8 – Modelling of Reacting Scenarios 

8.1 Introduction 

This chapter utilises the results of the previous two chapters, in two separate studies. 

The first is an investigation into non-premixed combustion within a geometry that 

resembles a residential garage. This utilises data from experiments performed at 

HSL. The other investigation is for premixed combustion within a geometry that 

resembles a residential garage. 

The non-premixed combustion is investigated due to the geometrical resemblance 

with a residential garage. The experiments used, were performed as part of the 

Hyindoor project (Jallais et al., 2014). These experiments investigate hydrogen jet 

flames within a partially enclosed geometry, which is similar to that used previously in 

section 4.3. The modelling strategies employed use the suggestions from Chapter 7. 

The premixed combustion is investigated to determine the potential outcomes from 

the ignition of a homogeneous hydrogen-air mixture within a residential garage. This 

is a likely scenario to occur, as shown in Chapter 5, when there is a strong wind. This 

may also occur if the vents were to become blocked. The geometry used is similar to 

that of Chapter 5, with and without the presence of an obstacle. The obstacle in 

question is a vehicle. The modelling for this scenario utilises the outcomes from 

Chapter 6. 

The chapter is split between non-premixed modelling of the HSL experiments and 

premixed modelling of the garage scenario. Each section contains the geometrical 

configurations, and experimental details for the HSL case, followed by the numerical 

implementation. After this are the analysis criteria, then the results for the problems. 

8.2 Non-Premixed – HSL Data 

This work is performed to determine the potential harm to people if a release was to 

ignite and become a jet flame. The work follows on from that in Chapter 7. 
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8.2.1 Geometrical Configuration 

The HSL experiments were performed externally, using a similar set up to that 

discussed previously. The burner is located at the centre of the enclosure near the 

floor, with a pilot light used for ignition. The geometry has various vents that may be 

utilised, alongside different release rates for investigations. The aim for the 

experiments is to investigate the flame dynamics under various conditions. 

The configuration used is identical to that in section 4.3, as seen in Figure 92. 

 

Figure 92 Diagram of the HSL experimental chamber. 

Two different release rates were used for different ventilation configurations. A slower 

release of 0.2 g/s, with vent 1 (V1) open (Hooker et al., 2015), as well as a quicker 

release of 0.878 g/s with vents 1 and 3 (V1 and V3) open (Hooker, 2014). The 

temperature was recorded using 24 type K thermocouples. 

Figure 93 shows the locations of all 24 type K thermocouples that are used for 

temperature measurements during the experiments. The experimental data is given 

as layer averages for the different heights. The slower release has experimental data 

for the time frame 0 – 1000 seconds, whilst the quicker release has the time frame of 

200 – 1000 seconds. The presence of atmospheric conditions is not mentioned and 

must therefore be ignored. However, the initial temperature, 283 K, can be deduced 

from the start temperature of the thermocouples for the slower release experiment. It 
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is then inferred that the temperature is similar and thus is not changed for the quicker 

release experiments. 

 

 

Figure 93 Thermocouple positions for the HSL reacting experiments (Hooker et al., 2015). 

8.2.2 Numerical Implementation 

The numerical implementation is similar to that of Chapter 7. The combustion model 

used is the recommended flamelet variant of the PPDF model, in section 3.4.3.2. The 

standard k-epsilon turbulence model is used due to the reasoning explained 

previously in Chapter 7. The major difference between the modelling employed here 

and that of Chapter 7 is that previously it was assumed to be steady state. This time 

the models are all transient, due to the nature of the scenarios that are being 

investigated. The mesh is identical to that used for the non-reacting validation in 

section 4.3. The time step used is 0.005 seconds for both flames. The walls are 

treated as a fixed temperature of 283 K, this is due to the thermal inertia within the 

steel structure, with the no-slip condition. The inlet is a mass flow inlet with the 

corresponding flow rates for the experiments. Vents are treated as interfaces, such 

that no boundary conditions are applied to them. The outer domain has pressure 

outlet on all of the boundaries. 



200 
 

8.2.3 Analysis Criterion 

The criterion for the non-premixed combustion is the temperature. The predicted 

temperature at the various sensors is averaged for each height of the sensors. This 

is then compared against the recorded average temperatures for the corresponding 

heights. 

8.2.4 Results 

The results are given for the slower release, 0.2 g/s, and then the quicker release, 

0.878 g/s. The slower release consists of predicted and recorded average 

temperatures at three different heights, for the time frame of 0 – 1000 seconds. The 

quicker release rate consists of the predicted and recorded average temperatures at 

the same heights, although the timeframe is 200 – 1000 seconds. 

The results, using graphical representations, for the slower release are given along 

with the analysis. 

 

Figure 94 Average temperatures at a height of 2.25 m for the 0.2 g/s HSL validation. 
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Figure 95 Average temperatures at a height of 1.75 m for the 0.2 g/s HSL validation. 

 

Figure 96 Average temperatures at a height of 1.00 m for the 0.2 g/s HSL validation. 

Figure 94 – Figure 96 shows the average temperature comparisons, between the 

predicted and recorded results, at the different heights for the 0.2 g/s release rate. 

The predicted results are all over-predictions compared to the recorded results 

(Hooker et al., 2015). The maximum over-prediction is around 40 K, at the upper 

layer of 2.25 m, Figure 94. The next layer, Figure 95, shows a predicted over-
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prediction circa 40 K. The lowest layer shown, Figure 96, again shows an over-

prediction, although this is circa 20 K. 

The predicted temperatures during the initial phases of the combustion differ, 

especially at the upper height of 2.25 m and to a lesser extent at 1.75 m. The 

predicted temperatures at these heights show almost instantaneous temperature 

rises compared to delayed increases in the recorded results. This is because the 

combustion model used does not have an ignition model and as such means that the 

combustion process cannot be delayed. This would happen in the experiments as the 

pilot light would need to ignite the diffusion flame caused by the hydrogen release. 

The next results are for the quicker release rate. Again the results, in graph form, are 

given first followed by the analysis. 

 

Figure 97 Average temperatures at a height of 2.25 m for the 0.878 g/s HSL validation. 

450

475

500

525

550

575

600

200 400 600 800 1000

T
e

m
p

e
ra

tu
re

 (
K

) 

Time (s) 

Sim

Exp



203 
 

 

Figure 98 Average temperatures at a height of 1.75 m for the 0.878 g/s HSL validation. 

 

Figure 99 Average temperatures at a height of 1.00 m for the 0.878 g/s HSL validation. 

Figure 97 – Figure 99 show the comparison between the average temperatures, 

within the layers, for the 0.878 g/s release. The results given are for the timeframe 

200 – 1000 seconds, thus ignoring the initial phases of the combustion process. 
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Interestingly, the problem of over-prediction with the slower release is not as 

profound for the quicker release. Only the greatest height, Figure 97, shows an over-

prediction. The other two heights, Figure 98 and Figure 99 show under-predictions. 

Figure 97 shows an over-prediction of approximately 90 K. The oscillations within the 

simulated results are not as profound as the experiment but are still present. Figure 

98 shows an under-prediction of circa 50 K, whilst the oscillations are almost non-

existent compared to the experiment. The lowest height of 1.00 m, Figure 99, shows 

a negligible under-prediction, of at most 10 K, whilst the trends seem to be similar. 

The distinct separation between 2.25 m and 1.75 m for the quicker release suggests 

that the velocity of the jet leaving the inlet, is sufficient to extend the flame position 

further up the enclosure. This could also be caused by the use of multiple vents, as 

there are two vents open. This could drive the temperature to the upper regions 

whilst cooling the lower regions with the inflow of colder air from outside, similar to 

the hydrogen dispersion theories in section 2.4. 

8.3 Premixed Garage Scenario 

This study investigates the potential damage and harm if a release was to become 

homogeneous. The work follows on from that in Chapter 6, applying the modelling to 

a larger geometry which is the same as that in Chapter 5. 

8.3.1 Premixed Garage Configurations 

The section uses the best ventilation configuration from Chapter 5, namely the two 

vent configuration. There is a lower vent opposite where the release would be and an 

upper vent near the location a release would be expected. These studies do not 

contain the outer geometry that was used for the non-reacting modelling. This is 

because the premixed combustion model requires the external domain to have the 

same homogeneous mixture as the enclosure, rather than pure air. Therefore it is 

deemed suitable that the outer domain starts at the open vents. The configuration 

used is shown in Figure 100. 
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Figure 100 Geometry used for the premixed blind studies. 

The validation of this regime utilised obstacles and as such the presence of a vehicle 

is also investigated. The positioning of the vehicle within the enclosure is shown in 

Figure 101. 

 

Figure 101 Position of vehicle for the premixed blind studies. 

There are minimal differences between the configurations used here and those used 

within Chapter 5. The major difference is the lack of the external domain, as 

explained previously. The release source which was used previously is no longer 

used, as the addition of hydrogen is not required. This is because these scenarios 

assume hydrogen has already leaked into the garage, either from the car or the 

hydrogen refuelling system. The homogeneous mixture could form due to blockages 
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at the vents or from strong wind blowing into the garage. The mixture has an 

equivalence ratio of 0.8, the same as that in Chapter 6. 

The assumption laid out to set the scenario is such that the ventilation that would 

normally work is not able to operate. Any flow into the garage needs to be of the 

same mixture, at least whilst combustion occurs, to preserve the full premixed regime 

that is under investigation. 

8.3.2 Numerical Implementation 

The numerical model used for the premixed garage studies is similar to that of 

Chapter 6. The combustion model is the premixed version of the EBU model with the 

coefficient used, 8, identical to that validated. The equivalence ratio used for these 

simulations is also the same as that used before, 0.8. This equivalence ratio on the 

current geometry would mean that approximately 0.9 kg of hydrogen released. This 

is because the model was validated for quite precise conditions and as such these 

need to be maintained. The turbulence model used is the k-omega SST model. 

The differences between the implementation here and that used before revolve 

around the mesh and time step. This is because the geometry used here is greater 

than that for the validation. This means that the time for complete combustion is 

greater than before. The timescale used here is seconds, compared to previously 

being within microseconds. The mesh used here is the same as that in Chapter 5, 

whilst the time step used is 0.001 seconds. This is two orders of magnitude greater 

than that used in Chapter 6.  

8.3.3 Analysis Criteria 

The criteria used for analysing the premixed scenarios are the overpressures and 

temperatures that are predicted. These can be compared to the data given in section 

2.3.2. 

The overpressures that are of importance are the maximum overpressure within the 

garage and the overpressures incurred at the vents. The maximum overpressure is 

used to determine the potential damage to the garage, as well as the potential direct 

and indirect consequences on people. The overpressures at the vents are used to 
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determine the potential damage to the surroundings and people that could be near 

the garage. 

The temperature that is investigated is the maximum temperature and the 

temperature increase against time. The maximum temperature determines the 

potential dangers to people, both inside and to first responders, which may occur. 

The temperature rise against time is used such that it gives indications of the time for 

evacuations to occur. The maximum temperature is recorded over the whole garage, 

such that the location may change. 

8.3.4 Results 

The analysis of the premixed garage studies compares the behaviour of the empty 

garage with that of a vehicle inside. The main criteria for analysis have been 

discussed above. However to show the time scale of the combustion process, the 

burnt volume has been plotted. This also gives evidence that the combustion process 

did occur for both scenarios. 

 

Figure 102 Burnt volume comparison graph for the premixed garage scenarios. 

Figure 102 shows the time taken for the entire enclosure to be engulfed and fully 

burnt. It is worth remembering that the volume of the empty garage is 49.33 m3 whilst 

with the vehicle present the volume becomes 43.54 m3. The burnt volume of the case 

with the vehicle plateaus at 43.3 m3, whilst the case without the vehicle plateaus at 

49.05 m3. The maximum never quite reaches the total capacity of the garage due to 
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the behaviour at the vents. This is because the lower vent allows flow into the domain 

and thus does not allow the entire enclosure to be consumed. Interestingly the 

presence of a vehicle is quicker than without. This is due to the vehicle acting as an 

obstacle and as such increasing the flame speed. 

 

Figure 103 Comparison of the maximum temperatures for the premixed garage scenarios. 

Figure 103 shows the maximum temperatures obtained for the two scenarios. The 

presence of a vehicle causes the peak temperature to rise to circa 2400 K, before 

plateauing at 2200 K. The simulation without a vehicle seems to plateau at 2200 K 

almost instantaneously. This would suggest that the combustion process is not 

captured accurately, although Figure 102 does show that it is not the case. If the 

process was not captured accurately then the burnt volume would be portrayed 

differently. This could be caused by either the time discretisation or the ignition 

process. The maximum temperature, after the peak temperature, is still well above 

the temperature that is not survivable of 582 K, as shown in Table 2. 
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Figure 104 Comparison of the maximum overpressures induced for the premixed garage 
scenarios. 

Figure 104 compares the maximum overpressures that are induced by the 

combustion process. The simulation without the vehicular presence again shows that 

the overpressure increases instantaneously. This is because there is no rise to the 

peak overpressure, instead the pressures decrease from the start. It is unknown why 

this occurs and requires further investigation. 

The overpressure for the simulation with vehicular presence has captured the 

physical processes accurately. The overpressure does not become negative, like the 

overpressures seen in Chapter 6, due to the presence of both vents. The other 

reason for not seeing this phenomenon is that the maximum overpressure is taken 

over the entire garage and not at any specific locations. The maximum overpressure 

reached is circa 65 kPa. The strength of such an overpressure is easily great enough 

for destruction of a garage and almost 100% fatalities, caused by wounding from 

missiles, as shown in Table 5 – Table 7. 
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Figure 105 Comparison of the upper vent overpressures for the premixed garage scenarios. 

Figure 105 shows the overpressures that are induced at the upper vent. Once again 

the empty garage shows an almost instantaneous peak overpressure. The vehicular 

presence again shows a slower time to peak overpressure. The peak overpressure at 

this location is not as large as the maximum overpressure predicted earlier, almost 

two thirds lower, at 22 kPa. The peak overpressure at this location is still enough to 

cause destruction of the garage. This would create projectiles which could cause 

injury, whilst also knocking people down as well, as shown in Table 5 – Table 7. 

Figure 106 shows the overpressures induced at the lower vent. The empty garage 

shows an almost instantaneous peak overpressure again. The presence of a vehicle 

shows a slower rate to reach the peak overpressure. 

The peak overpressure at the lower vent reaches 32.5 kPa with a vehicle present, 

which is greater than that reached at the upper vent. This is still almost half as large 

as the maximum peak overpressure that occurs. Due to the overpressure being 

greater than the upper vent overpressure, it is already known that this would again 

cause destruction of the enclosure which could increase fatalities compared to the 

overpressure at the upper vent, as shown in Table 5 – Table 7. 
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Figure 106 Comparison of the overpressures induced at the lower vent for the premixed garage 
scenarios. 

Comparing the results against the damage and harm criteria laid out in section 2.3.2, 

it is quite clear that the predicted maximum temperature is well over the temperature 

for survival. Whilst the temperature distribution may differ, due to the strength of the 

maximum temperature this is not going to be possible at the end of the combustion 

process. There may however be some possibility of escape during the early phases 

of the combustion process as explained by the criteria in section 2.3.2.2. 

The criteria for overpressure are different to that of temperature. Mainly because the 

overpressures have many different consequences; direct, indirect and structural. It is 

worth noting that the maximum overpressure was 65 kPa, whilst the upper vent 

recorded 22 kPa and the lower vent 32.5 kPa. These are all predicted in the 

presence of a vehicle. 

For direct contact with humans the maximum overpressure is strong enough for fatal 

head injuries (54 kPa). The wall vent overpressure is such that there is no direct risk 

to people outside, only minor injuries (8 kPa). The overpressure reached at the door 

vent is almost strong enough to rupture ear drums, 34 kPa. 

The indirect consequence on humans caused by the maximum overpressure fits into 

the range of a 100% mortality rate caused by missile wounds, 48.3 – 68.9 kPa. 

Obviously this is dependent on potential missiles being inside the enclosure, 

although this is likely as it is a garage. Depending on the structural consequences, 

this could be exacerbated to people that are not inside the garage. The 
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overpressures reached at the vents would also cause fatalities due to missile 

wounds. A 50% mortality rate by missile wounds is reached at an overpressure range 

of 27.6 – 34.5 kPa. The overpressures are also strong enough to knock people down 

that are walking past, 10.3 – 20.0 kPa will cause this. 

The structural consequences of the overpressure are also a major concern, as this 

could create the missiles to cause damage further afield. The overpressures reached 

at all locations fall into the range that shatters non-reinforced concrete/cinderblock 

walls, 14 – 28 kPa. This is a common material for making a garage and they are 

rarely reinforced and as such would cause a vast amount of missiles to be produced. 

In fact the overpressures reached would destroy any buildings not specifically 

designed to deal with overpressures, 30 kPa is the threshold for this criterion. The 

maximum overpressure would likely destroy the majority of external brickwork, 

threshold for which is 35 – 80 kPa, to destroy 50 – 75%. The maximum overpressure 

could also cause damage to pipework, the threshold of which is 50 – 100 kPa. This 

last one could have an even greater catastrophic consequence were gas pipes to 

become ruptured. 

The information that has been discovered for the equivalence ratio investigated, 

suggests that it is incredibly dangerous with almost certain death sustained inside the 

enclosure and significant damage caused externally. This would create the 

suggestion that it be brought into law that covering of vents is illegal and also voids 

insurance. 

8.4 Conclusion 

This chapter consists of two different investigations. The first is for non-premixed 

combustion in an enclosure that resembles a garage. This is compared against 

recorded data. The other is for premixed combustion, with an equivalence ratio of 

0.8, for a garage. This is compared against damage and harm criteria that is 

introduced in section 2.3.2. 

The predicted results for the non-premixed combustion show good agreement with 

the recorded results. This is especially the case for the slower release rate, which 

shows the largest over prediction is around 50 K. The quicker release rate shows an 

over prediction of around 100 K, for the average temperature at the highest level of 
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sensors. The quicker release has a greater temperature at the highest layer of 

sensors whilst the lower levels show similar temperatures between the release rates. 

The premixed garage scenarios are an extension to the work performed in Chapter 6. 

These are then compared to the harm criteria in section 2.3.2. It can be seen that if 

such an event were to occur then the outcomes could be catastrophic. Hence the 

need to mitigate this occurring and the work performed within Chapter 5. It also 

shows that the presence of a vehicle increases the peak overpressures.  
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Chapter 9 – Conclusion 

The modelling of hydrogen releases for safety investigations is a growing field, 

currently the focus has been on the storage tank of the vehicles. However with 

minimal means to refuel a hydrogen vehicle, a new system for refuelling is under 

development within the ESCHER project. 

This work is performed as the safety constituent of the ESCHER project, which is 

designing a residential hydrogen refuelling system. Currently, such systems are not 

covered within the remit of the HSE as they would be residential, hence the use of 

the commercial software and RANS modelling. RANS modelling is generally quicker 

to use than LES which is needed when limited computational resources are 

available. This work was performed using the commercial software STAR-CCM+®. 

This is such that regulatory bodies would be able to recruit and/or train staff to use 

the modelling strategies used in the investigations. The modelling strategies which 

have been validated could be applied to other geometries to investigate problems for 

more specific garage configurations. 

This work focuses on three main areas for hydrogen safety, which are necessary for 

the advancement of the hydrogen economy and infrastructure. These are; non-

reacting dispersion/ventilation scenarios, premixed combustion of homogeneous 

mixtures and non-premixed combustion of hydrogen releases. The latter two 

investigations were performed to gain insight into the potential damage and harm that 

could arise were a leak to ignite under various conditions.  

The non-reacting studies were performed to investigate the most suitable and 

realistic venting configuration to mitigate the accumulation of a flammable cloud after 

a release occurs. Atmospheric conditions, wind, and the presence of a vehicle were 

also investigated to determine what effect these have on the accumulation and 

dissipation of the flammable cloud for the best performing ventilation configurations. 

This is because mitigating the accumulation and dissipating the flammable volume is 

preferable to the ignition of the flammable cloud. 
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9.1 Summary and Conclusions 

The non-reacting work was deemed important as it is necessary to mitigate the 

accumulation of a flammable mixture. This work began with a validation of a meshing 

strategy and an investigation into various turbulence models. The meshing strategy 

was developed as it is evident that there would be regions of less interest and this 

also has the added benefit of saving computational time. The meshing strategy that 

showed grid independence utilised a smallest cell size of 0.025 m with the largest 

being 0.25 m. The different turbulence models were investigated as the literature 

showed various models are in use, the k-omega SST model was the most accurate. 

The findings from the meshing strategy and turbulence model comparison were then 

applied for further validation. This involved a larger geometry with experimental data 

for comparison, for two different experiments. The first experiment did not take into 

account atmospheric conditions, whilst the second did. The results for the validation 

against the first experiment show good agreement between the predicted and 

recorded results. This instils confidence in the methodology proposed. The second 

experiment took into account atmospheric conditions, although the predicted results 

did not compare to the experimental results. This was because the experimental data 

started at 400 seconds and as such any information prior to this was not available. 

This included the wind profile which meant that an average wind speed was used. 

However because the first validation matched well the methodology is used further. 

These recommendations were used to investigate the most suitable venting 

configuration for a geometry that resembles a residential garage, under various 

conditions. 

The ventilation studies investigated various configurations, whilst keeping the total 

venting area constant. The ventilation studies also investigated the presence of a 

vehicle as well as atmospheric conditions. This was performed such that the 

comparison was against developed criteria. The most important criteria are the 

flammable volume and the time for this to dissipate. The maximum concentration at 

the centre of the roof is also important as this is the most likely position for an ignition 

source. The final criterion is the flammable depth this is chosen such that the level to 

avoid for ignition sources is known. 
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The ventilation studies showed that a two vent configuration, with an upper vent near 

the release and a lower vent opposite performed best. A three vent configuration, 

utilising an extra upper vent opposite the release with a reduction in the vent sizes 

opposite the release, performed slightly worse. The two configurations were used to 

investigate the effect of a vehicle as well as atmospheric conditions. The two vent 

configuration performed marginally better for all of the conditions examined. When 

the wind investigated used was strong, 5 m/s, the result was unexpected. The 

mixture within garage was homogeneous, except above the hydrogen release. There 

are many possible reasons for this outcome, namely the release location or the 

method for modelling the wind phenomenon. The majority of literature and 

experiments use a centrally located release source, whilst wind profiles are rarely 

constant. 

The reacting flow investigations were for both premixed and non-premixed 

combustion. This is to investigate the outcomes if a release was to ignite. The 

premixed combustion studies are for a worst case scenario. The first part of the 

premixed combustion investigations was the validation of the modelling process. The 

experimental data used is for the University of Sydney combustion chamber, using 

an equivalence ratio of 0.8 and three different configurations of the available 

obstacles. The combustion model that is investigated is the EBU model, with the 

turbulence modelled via the k-omega SST model. 

The first investigation was into the EBU model coefficient, for the full configuration 

with all of the obstacles. This was performed to investigate the most suitable value to 

use that predicts the combustion process accurately, especially the peak 

overpressure. This showed that a value of 7 matches the experimental peak 

overpressure however the recorded peak overpressure plateaus at 1000 mbar. This 

is caused by the pressure transducers used. The predicted peak overpressure using 

a value of 8, seems to match an extrapolated experimental overpressure. This was 

then applied to two other configurations which showed good agreement between the 

predicted and recorded peak overpressures, after a time shift has been applied. The 

time shift, of 2.4 ms, for all configurations aligns the predicted overpressures with the 

recorded. The time shift is needed due to the inability to capture the initial phases of 

the combustion accurately. This is because the combustion model relies upon 

turbulence to propagate the flame, whilst there is minimal turbulence initially. This 
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can also cause over predictions in highly strained regions, such as walls, which is 

evident after the final obstacle. 

The flame position shows that the predicted flame proceeds slower than the 

recorded. This could be caused by the flame front definition and the comparison of 

the experimental results. The problem with the flame position creates errors with the 

flame speed, as the position is used to calculate the flame speed. The flame 

structure proceeds correctly after the first obstacle. The structure is deformed initially 

which is not correct as the flame is laminar until the first baffle. This is caused by the 

combustion model, as explained before. The peak overpressure is the most 

important criteria for the analysis as it would suggest the potential damage that can 

occur. The investigations show good agreement of the peak overpressures and as 

such this work is utilised for investigating premixed combustion within a garage. 

The final premixed investigation is for a residential garage and utilises the 

methodology used within the validation. The mixture has an equivalence ratio of 0.8, 

which is that used before. The garage geometry used was the best performing vent 

configuration from the non-reacting ventilation studies, with the ignition source at the 

centre of the roof. The presence of a vehicle was also examined. The analysis 

criteria were the peak overpressure and temperature, compared against the harm 

and damage criteria in the literature review. When the garage was empty, the results 

seemed to show almost instantaneous peaks for overpressure and temperature. 

However when the vehicle was considered the results showed that the peak 

overpressures and temperature were not reached instantaneously. This is because 

the car acts as an obstacle for the modelling process, whilst the empty garage seems 

to be modelled incorrectly and requires further investigation. The temperatures that 

were reached would be fatal for anyone within the garage. The maximum 

overpressures within the garage would be capable of causing complete destruction of 

the garage. The overpressures may also cause serious harm and/or fatalities for 

anyone within the garage due to indirect injuries. 

The last investigations involve non-premixed combustion. Firstly the combustion 

model, both the equilibrium and flamelet variations of the PPDF model, as well as the 

mesh was investigated. There is then an investigation into a turbulence model 

coefficient, followed by the application of the results on a more realistic configuration. 
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The combustion model used is the PPDF model and is first examined on established 

data. This data is not transient and as such is modelled in the steady state. The 

turbulence model used for these investigations was the standard k-epsilon model, 

this is used due to the need to adjust a model coefficient to capture the turbulence 

decay more accurately. There are recommendations for the value of the coefficient 

that needs changing. 

The first study found that there were negligible differences between the two 

variations of the combustion model, although the equilibrium model did over predict 

the peak flame temperature more than the flamelet model. All of the criteria for 

comparison showed the most suitable mesh to use was a non-uniform polyhedral 

mesh. The alteration of the turbulence model coefficient was examined for a diluted 

hydrogen flame, a hydrogen-nitrogen mixture. The modelling of this flame used the 

equilibrium combustion model, as there was no library for this mixture available. The 

predicted results showed that decreasing the turbulence coefficient increased the 

accuracy. This gave confidence in the methodology. 

The suggestions were then applied to a different geometry that resembles a 

residential garage with a release located centrally. Two different release rates have 

been examined with differing ventilation for each release rate. This scenario is more 

realistic than that which was investigated previously, with the data being transient. 

The recorded data consists of average temperatures at different heights. The slower 

release rate used, which had a single vent open, showed the predicted results were 

greater by up to 50 K. The quicker release rate, which had two vents open, showed 

an over prediction at the upper layer of almost 100 K. The lower layers showed under 

predictions of the average temperatures. This showed that increasing the release 

rate only increases the temperatures at the upper height. This is useful as it would 

allow evacuation of people present. 

9.2 Present Contributions 

The main contributions of this work are: 

1. A comprehensive validation of non-reacting hydrogen dispersion on two 

different configurations. This is to gain confidence in the suggested 



219 
 

methodology, meshing strategy and turbulence model, for modelling the 

phenomenon within partially enclosed geometries. 

 

2. Determining the most suitable venting configuration for a hydrogen release 

into a residential garage. This included investigating both atmospheric 

conditions, wind, and the presence of obstacles, a car. The ventilation strategy 

that performed best was a two vent configuration with an upper vent near the 

release and a lower vent opposite the release. This configuration has the 

smallest accumulation of flammable volume and dissipates this cloud into the 

surroundings quickest. This is also the case in the presence of a vehicle and 

when there are atmospheric conditions. 

 

3. RANS validation using simple combustion modelling, EBU model, for the 

University of Sydney combustion chamber. This was performed on three 

different obstacle configurations. The main area of concern was the prediction 

of the peak overpressure, as to ascertain the validity of the numerical model 

for further investigations. The numerical model predicted the peak 

overpressure accurately although there was a delay in the arrival of the 

incident peak overpressure. This is believed to be due to inaccuracy of 

capturing the initial phases of the combustion process. 

 

4. Non-premixed combustion was investigated using the PPDF model. Initial 

investigation was on two different Sandia flames, pure hydrogen and a 

hydrogen-nitrogen mixture. The flamelet variation of the model and a non-

uniform mesh showed the best accuracy amongst the various parameters 

studied for the pure hydrogen flame. The second part of the study investigated 

a turbulence model coefficient and the effect that has on the combustion 

results, for the hydrogen-nitrogen mixture. This showed that altering the model 

coefficient increases the accuracy of the combustion process, as expressed in 

the literature. 

 

5. The results from the non-premixed investigation into the Sandia flame were 

applied to a more realistic geometry, an ISO container that bares resemblance 

to a residential garage. The results showed that the temperature was over-

predicted at higher levels although this was to be expected due to slight over-

prediction in the initial studies. However the largest over-prediction was 100 K. 

The investigation also showed that a quicker release rate yields safer areas 

lower into the geometry, as the higher temperature is higher up the domain. 

 

6. The application of the premixed modelling to more realistic configurations 

showed that for an equivalence ratio of 0.8, there is significant potential for 

harm and destruction. The geometry used was the two vent configuration that 
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performed best for the non-reacting ventilation/dispersion studies. The 

presence of a vehicle was investigated alongside the empty garage. The 

empty garage scenario did not seem to capture the physics correctly and 

requires further investigation. When a vehicle was present the physics was 

captured correctly. The criteria for analysis were the temperature and 

maximum peak overpressure. The temperature shows that it would not sustain 

life and would be fatal. The maximum overpressure would not directly kill 

people inside, although it would cause significant damage to the structure. 

This is turn becomes lethal to humans due to the indirect consequences, 

namely the debris from the collapsing structure becoming missiles. 

 

9.3 Further Work 

 Whilst simulations have been performed for non-reacting releases, this is only 

for a single geometry and some vent positions. This work could be 

investigated extensively with many geometries, vent configurations and 

release locations. There is also scope to include the vehicle as a release 

source. This would increase the amount of potential work vastly. 

 

 Currently only constant release rates are used for this work and by many 

others. The use of variable release rates would be more realistic and 

beneficial. There is however a problem in deciding how to define the variable 

release rate. This depends on the source of the leak but would give greater 

insight into the problems. 

 

 The premixed validation performed within this work could be extended for 

different equivalence ratios of the mixture. This could then be extended to 

modelling the garage scenarios using differing equivalence ratios. This could 

give vast amounts of information and help to design buildings such that 

dangers are mitigated. 

 

 The non-premixed combustion could be extended to model releases with 

differing locations. This would need to be accompanied with experiments, to 

ensure the physics is captured accurately. This would provide understanding 

for more realistic scenarios of hydrogen jet flames within enclosures. 

 

 Finally, the current work utilised RANS modelling with simple combustion 

models. It would be interesting to compare the current work to LES modelling 

and more complex combustion models. 
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