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ABSTRACT

The investigation is concerned with various synchronous multipiexing
and demultiplexing processes suitable for use with serial baseband
data-transmission systems. The multiplexed signals are transmitted in
orthogonal groups over a channel which introduces additive white Gaussian

noise but no signal distorticn.

Techniques are considered for increasing both the capacity and tolerance
to additive noise, when the number of multiplexed signals may vary with time,

and may exceed the maximum number of orthogonal multiplexed signals.

Several different multiplexing schemes have been proposed together with
a variety of demultiplexing and detection procéssés. The optimum detection
process 1s of limited practical value because of the very large number of
sequential operations required when there are moré than a few signals in a
group. The more effective of tﬁe suboptimum detection processes achieve a
tolerance to additive white Gaussian noise'approaching that of the optimum
detector but require far fewer sequential operations and can be implemented

quité simply.

The tolerances to noise of the various multiplexing and demultiplexing
schemes have been assessed by computer simulation for different numbers of

multiplexed signals.



viii

4 particular scheme utilising a ternary transmitted signal has been
proposed, which.shows 8 significant advantage over a conventional
time-division multiplex system. A trade off exists between the number of
signals multiplexed and the tolerance to additive noise, The aumber of
signals multiplexed may exceed the maximum number of‘orthogonal‘multiplexed

signals with a slowly deteriorating tolerance teo noilse.

A hardware model has been constructed using this scheme. It is capable
of'multiplexing and demultiplexing up to eight signals. The performance of
the model agrees well with the results of the corresponding computer simulation

tests.

The theoretical aspect of the optimum multiplexing arrangement has been
considered briefly. The different transmitted signals are here represented
as points in n-dimensional Euclidean signal space, and are positioned in

such a way as to maximise the minimum distance between these points.
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GLOSSARY OF SYMBOLS AND TERMS

mumber of active channels multiplexed .

number of sample values corresponding to a group of

transmitted or received signal elements,

n—component row vector whose components carry the transmitted

element values of the transmitted group of signal elements.

n-component row vecteor whosc components are the sample values

of the received group of signal elements,

n-component row vector whose components are sample values

of a Gaussilan random variable with zero mean and variance

o2,

two-sided power spectral density of zero mean sdditive white

Gaussian noise at the input to thé receiver filter .
magnitude (absolute value) of x, if x is a scalar.
length (Euclidean norm) of X, if X is a vector,

the components of X, if X is a 7ow veclr

the rows of X, if X is a matrix.

the component of matrix A, located in the ith row and

Jth column .
the ith row of the matrix A.
the inverse of matrix A,

the transpose of matrix A,



signs (A) the operator "signs" replaces each component of the vector A

by 1, the selected sign being the same as the component of A.

A signal element is a unit component of a digitally-coded signal.

Vectors are treated as matrices having one row or column.,
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CHAPTER 1

INTRODUCTION

1.1 Subject of Thesis

This thesis is concerned with improving conventional multiplexing
techniques with respect to their capaﬁity and tolerance to additive white
Gaussian noise. The multiplexed signals are transmitted over & common
transmission path, from a single transmitter to a single receiver, and the

demultiplexing of the signals is achieved in the detection process at the

receiver.

1.2 Conventional methods of multiplexing signals

Multiplexers enable signals from several data scurces to be
transmitted simultaneously, but independently over a common transmission
path from a single transmitter to a‘single receiver. Figure 1.1-1 shows
a generai multiplex system which consists of a multiplexer, the transmission
path and a demultiplexer. The techniques of multiplexing involve coding
the input data signals at tﬁe transmitter, corresponding to the independent
chaﬁnels in a manner which ensures non—iﬂterference, and allows the original
data signals to be identified correctly at the receiver. In the demultiplexer
an inverse opération is performed to separate the multiplexed data signals,
Multiplexing is possible and of econcomic value because the data signals that
- are:ﬁultiplexed require s much narrower bandwidth than that of the common

transmission path.
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The most widely used methods of multiplexing signals are freguency=-
division multiplex (FDM), and time-division multiplex (TDM),1216-25
Whereas only FDM may be applied to analogue signals, both FDM and TDM may
be applied to digital signals. The important property of these multiplex
methods is that the different signals are orthogonal.

The two functions 'f(j,x) and f{k,x) are orthcgonal in the interval

-3 ¢ x g} if the integral

A=

fu,ﬂ o P(k,x) dx =0 for j #k ©o{1.1-1)

= fuite nongem  for §=K

POl

They are orthogonal and normal, or orthonormal if the integral is equal to

1 for j = k.

In an FDM system the total avaeilable freguency bandwidth W is divided
into narrow bands of bandwidth w, each being used by a separate channel
corresponding to the data sources. Individﬁal input data signals have
exclusive use of a frequency band. No inference is made as to the type of

signals transmitted or to the methods of modulaticn and detection used.

In a TDM system each interval of T seconds called an element period, is
divided into n discrete time slots of T seconds. Each input data sigral is

assigned a specific time slot, but has the total bandwidth W available.

The frequency bands and time slots for these signals are shown in
Figure 1.1-2. There are W/w frequency bands and 7 /T separate time slots in
the frequency-time space.alloéated to n signals corresponding to n different

channels or data sources.

{(1.1~2)
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In a code—-division multiplex system (CDM),3 ° the frequency-time space
is not divided (in gji@ﬁhei.way) amongst the input data signals
(Figure 1.1-2). A system which separates the signals by coding is called
a CDM system. ZEach independent channel has continuous, but not exclusive
usage of the available bandwidth, by employing a coded signal waveform which

is repeated in each element period of T seconds.

The sampling theorem states that a signal waveform which is strictly
band-limited to the freguency range O to W lz and which therefore has an
infinite duration, can be completely specified by a knowledge of its values

seconds over the

at sampling points regularly spaced at intervals of E%?

whole of its infinite duration.

In a practical situation when the waveform is non-zero over the period
T seconds ( T >> Z%? ) and zero at all points outside this interval, the
wvaveform can be completely specified by a knowledge of its values at the
?WT sampling points which are spaced at Eﬁ? ;econds over the period T.
The information conveyed in a period of T seconds is given by the value of
n = 2Wr sample values for that element period, and thus the detection of

the received signals can be carried out entirely by opérating upon the 2Wt

sample values per element period.

These 2Wt samples give the maximum number of orthogonal waveforms that
may be represented in the time t. An infinite number of sets of orthogonal
AN
functions exist, the simplest being a TDM system where the signals are

rendered orthogonal by employing independent sample values corresponding to

the different multiplexed gignals.



In a CDM system, the individual data signals are first coded into a
unique combination of n pulses, given by the particular set of orthogonal
functions used, these functions being the discrete codes., The coincident
pulses belonging to the different data signals are in synchronism and all
have the same_width. They are combined using various techniques to give the

. . 29-7!
resultant transmitted signal.

Multiplex communications systems may be divided into two basic categories,

21 : :
A multiplex system 1s linear or

linear systems and non-linear systems.
non-linear according to whether the transmitted signal is a linear function
or not, of the individual signal codes. Conventional FDM and TDM systems

fall into the category of linear multiplexing, whereas CDM systems may be

either linear (Chapters 3 and 4) or non-linear {(Chapters 5 to 8).

1.3 Limitations of existing systems

: 32
Systems of a conventional nature appear to exhibit two limitaticns.

Firstly, they are designed to multiplex.up to é given maximﬁm number of r
channels with a specified performance, which is by thelr nature independent
of the number of channels in operation (active channels). In practice
however, the maximum number of channels simultancously used will rarely
excéed 50% of the total number of channels, and on average the number of
active channels 1s typically between 10% and 35%.61 Thus a high percentage
of the available capacity remains totally unused, and at present with
conventional FDM and TDM technigues, the system performance, in terms of
tolerance ?o noise, ddes not improve with a reduced number of channels.
By contrast a better multiplex system would provide a specified performance
for an average number of active channels, improved performance for few actiﬁe"A

channels, and a degraded performznce for more active channels. Thus the total

available bandwidth would be usefully employed at sll times,



The second limitation evident with multiplex systems using sinewaves
and pulses for the channel carriers as in FDM and TDM, is that they are prone
to disruption by interference,‘since unpredictable impulsive noise normally
~occurs in forms similar to sinewaves and pulses.32 Therefore systems are
designed whose susceptibility to such interference is rendered tolerable
by employing high signal/noise ratios and by including special additional
subsystems such as.error correcting units.l7 These make use of redundant
information encoded into the transmitted signal to correct errors caused
by additive noise. A better approach would be to use carriers which were
not readily simulated by interference, these using spécially coded waveforms’

vhere the precautions outlired with conventional systems would be either

automatically inbuilt or unnecessary.

To summarise, & system is required to be inherently flexible as regards
the maximum number of multiplexed channels,_in which a trade off should
exist between the number of active channels and the tolerance to noise.

The transmitted signal should be less sensitive to interference than

existing conventional techniques.



CHAFPTER 2

MULTIPLEXING SIGNALS FOR A BASEBAND CHAWNEL

2.1 Model of the data traznswission system

The model bf the data transmission systém is ghewn in Figure 2.1-1.
It is a synchronous serial baseband system, whéré thé coder and multiplexer .
transmit.a group of n binary or multilevel signal elements over an element
period of nT secgﬁds. This corresponds to the information presented
synchronously to the coder and multiplexer of m active channels.
The multiplexed signals are transmitted over a commcn channel, from a single
transmitter to a single receiver and the demultiplexing is achieved in the

detection process at the receiver.

At the transmitter an element timing waveform having an element period

of nT seconds, is fed from the coder and multiplexer to the data sources

vhose signals consist of binary element values and take the value *1.

They have fixed values over the element duration of nT seconds, and reach
the coder and multiplexer'in element synchronism. Only the m sources and
destinations of data, which sre actually in operation are shown in

Figure 2.1-1. Over any given element period, the m received binary element
values at the coder and multiplexer are stored. The coder converts each

of the m binary element values to a sequence of n impulses. These n
impulses form a code, which gives the codewords for.the m channels present,
Each codeword 1is used‘by a single channel only and they are thus.referred

to as channel carriers. The multiplexer then combines these codewords,

using linear and non-linear techniques, and transmits the resulting signal
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over the transmission path. The transmitted signal consists of n signal

elements or impulses forming a signal group, which istransmitted over the

element period of nT seconds, the duration of the input binary element

values.

At irregular intervals, new channels will start operaticn and channels
already in operation will cease transmission, since the channels ;re
completely independent of each other. During a transmission, each channel
has a unique codeword associated with it, and that codeword remains
unchanged and is used by that channel only. It is assumed that when a
new channel starts operation its codeword is either selected at random
from those not already in use, or that the channel has a codeword
uniquely associsted with it. Thus not only does the number of channels
in operation m, vary over the full range from O to n, where n is the
‘maximum number of orthogonal codewords for a transmitted group length of
n digits over the element period of nT seconds, but for any given number of
channels-in operaﬁion at twoiwidely separate fimes, two different, sets of

codevords will in general be in use.

The transmission path is assumed to be a linear baseband channel,
vhich could include a modulator, bandpass channel and demodulator,
and ‘which introduces no signal delay, attenuation or distortion. The
trapsmitter andvreceiver filteré_in‘Figure 2.1-1 are equivalent to all
transmitter and receiver filters respectively, including any involved in
modulation or demodulation. Thus the data signal at the output of the

transmission path is an identical coPy of that at the input.
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Over some practical thannels such as voice frequency channels using
HF radio links, the most important type of noise introduced by the channel
is additive noise, which can for practical purposes be taken to be
additive white Gaussian noise. The difference between the two is sufficiently
small not to introduce any serious discrepancies in the performance, in terms
of tolerance to noise, when the noise actually present is taken to be

white Gaussian noise.

Over telephone circuits, however, the most important source of noise
is impulsive noise which sometimes resembles short bursts o£ Gaussian noise,17
It has been shown that, if one data transmissicn system has a better tolerance
to additive white Gaussien noise than another, it will alsoc in general, have
a better tolerance to the additive noise over telephéne circuits.28
It follows therefore, that the relative tolerance ofltwo systems to additive
vhite Gaussian nolse is & good measure of their relative tolerance to the
additive noise over telephone circuits.17’28 Furthermore, whereas Gaussian
noige is easily prcduced in the laboratory and analysed theoretically, the
impulsive noise over telephone circuits is not

easqﬂ simulated accurately in the laboratory. DNor is it easy to

. 17

achieve more than a onémEa&ShC theoretical analysis to this noise.
For-these reasons, in the model cof the data transmission system, it is
assumed that additive whiteLGauésian noise is introduced at the outpﬁt

of the transmission path. The noise has zero mean, and a two sided power

spectral density of o2,

The receiver filter removes the noise compeonents outside a .frequency

bapd approximately correspording to the bandwidth of the received signal.
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The impulse response h(t) of the transmitter and receiver filters in
cascade, and hence the impulse response of the baseband channel, is assumed
to be such that h(0) = 1 and h(JT) = 0 for all non-zero integers of j,
the delay introduced by the filters and transmission path being neglected,
so that these are in fact non-physical. This impulse response is achieved
in a conventional manner by using the same transfer function H%(f) for the

transmitter and receiver filters, where

=1

3T (1 + cos nfT) for - %-< £ <

) = (2.1-1)

O ' elséwhere

The use of the same transfer funetion for the transmitter and
7,29 ‘ :
receiver filters is conventional °~  and ensbles an easy comparison to be
made with other systems. Alternative transfer funections for the filters

: 2
are available, and some of the%e make more efficient use of bandwidth.

If C(f) is the transfer function of the transmission path, then the
channel transfer function expressed in terms of the transfer functions of

the transmission path and filters is,
(r) = H{r) c(f) (2.1-2)

and the impulse response of the channel y(t) is given by the inverse

Fourier transform of ¥Y(f), that is,

(e) = FL{u(e)) =T'l0(f) ) T s (2.1-3)



1k .

When no signal distortion is introduced by the transmission path, that is

when C{f) = 1,

8

Cy(e) = H(f) I2™Y gr
(2.1-4)
From Eqn. {2.1-1),
1/7
y(t) = 3T (1 + cos 7fT) eJEWft af
-1/T
1/T
= IT (1 + %eJﬁft‘+ %e—gwft) e32wft ar
-1/7
1/T
= 1T {72t %erf(2t+T) + %egnf(Et—T)} ar
-1/7
. . . . +
jnfet juf(2t+T} juf{at-1) /T
= %T s A + 1 e
jnet T 2 T in(2teT) 2 Tin(2t-T)
-1/T
L2t . 2t . .5t Y- . 2t . 2t
b i — - — e — 2 -
eJﬂT - 9T eJ"(T +l)—e JH(T 1) eJﬂ(T l)—e J“(T 1)
- 2t i 2t —*2
. . 2t (25
2img 2w (7= +1) 2jn (5= -1)
sin 122 ' sin n(?§ +1) sin w(gﬁ~l)
—I 4 L +41 — 1+ -
n2t i 7L 41) s n(21)
S D _ T
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Figures 2.1-2 and 2.1-3 show the transfer Function H(f) and impulse

response y(t) respectively.

Clearly, when C(f) =1,

y(0) = 1 y(x %) = 3 (2.1-6)
and y(£ 3 iT) =0 for i4 Oor %1 (2.1-7)

The received signal r(t) at the output of the receiver filter is sampled
at time instants t = iT, for all integers i. This assumes that the receiver
has prior knowledée of the time of arrival of each signal element, that is,
the receiver is in element synchronism with the received signal.

Techniques for achieving correct element synchronism have been widely

studied and will not be considered further.28

The ith received element is sampled at time t = iT to give the sample

value,

—_—

r{iT) = siy(O) + w(iT) (2.1-8)
or r. = 5. + w. ’ (2.1-9)

where r, = r(iT) and vy = w(iT), and it is assumed that ¢ (f) = 1.

With additive white Gaussian noise having a two sided power spectral
density of o2 at the input to the receiver filter, the noise power spectral

density at .the ocutput of the receiver filter is,

g2 |H% (£) | 2 . cle(f) ‘ (Q;i—id)

so that the mean noise power is
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=]
o2 J | w{e)] ar = o2 (2.1-11)
Thus W, in Eqn. 2.1-9 is a sample value of a Gzussian random variable with
2ero mean and variance oZ.
3 - - -
From the Wiener—Kinchine Theorem, the autocorrelation function of the
noise signal w(t) at the output of the receiver filter is,
o0
alr 2 :}Eﬂ‘fT
(1) J H(f) ar (2.1-12)
— oo
sin w ?1 sin ﬂ(gl + 1) sin m 2T 5
= 0'2 _— P___. + 'l + 1 g
21 ‘ 27
TR (——-+ 1) T (T - 1)

and from Egn. 2.1-k, clearly

a{o)

n
Q

and a(iT)

1
(o]

for any non zero integer i. Since the mean value of w(iT) is zero, it
follows that the noise component w(iT) is uncorrelated with the noise
component w{hT), where the integer h # i, so that the {wi} are sample values
of statistically independent Gaussian random variables with zero mean and

variance o2,

The detector samples the received signal n times per element period
at regular intervals of T secends, the sampling instants being suitably
rhased with respect to the received data signal, such that, in the absence

of noise, a transmitted impulse cf value x gives a value x for the
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corresponding received semple, and a value zero for all cther received

samples.

While one store holds the n sample values for a dete¢tion process,
another store is receiving the next n samble values, so that nT seconds
" are available for a detection process. In the detection process, the
m element valueé correspending to thelm channels multiplexed are detected

simultaneously by operating on the corresponding n sample values.

It is assumed that the detector has prior knowledge of the number of
channels in wvse, m, and the codewords corresponding té these chaﬂnels.
This information must be fed to the receiver, possibly via a separate
channel and updated immediately a channel ceases transmission, or trensmission
commences on a new channel. The technigues involved are not considered

29,38
here, but are briefly considered elsewhere.

2.2 OQutline of investigation

The investigation is concerned with improving conventional multi-
plexing techniques with respect to their capacity and tolerances to
additive white Gaussian noise. The multiplexed signals are transmitted
over a common channel, from a single transmitter to‘a single receiver,
and the demultiplexing is achieved in the detection process at the receiver.
The primary aim of the investigation has been to obtain a better understanding
of thesg_systems and hence to develop the most cost-effective arrangement.
Since the various systems studied are all arrangements for processing sets
of numerical values, these are computer like systems which are best
simulated on a computer rather than tested on a practical model. The latter
would simply be a special purpose digital computer with the appropriate

analogue/digital converter interfaces.
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Chapter 3 starts with a survey of lincar multiplexing systems in which
the transmitted signal is & linear function of the individual channel
codewords . The resultant transmitted signal is therefore multilevel.

In particular, a system is described which employs a combination of time-

and code-division multiplexing, in which the TDM signal elements are orthogonal
as are the CDM signal elements, but simultaneously transmitted TDM and

CDM signal'elements are not orthogonal. This arrangement uses s nonflinear
combination of the linear sums of the TDM and CDM orthogonal set codewords

to form the resultant transmitted signal. It is particularly well suited .

to applications where the number of multiplexed channels is typically aA

little greater thén the maximum number that may be orthogonally multiplexed

using TDM alone.

Chapter 4 develops the previous multiplexing afrangement and describes
a system which combines non-linearly a TDM and two CDM sets of orthogonal
signals. Up to three times as many channels may be multiplexed than is

possible using TDM alone.

' 34
Chapter 5 surveys non-linear multiplexing systems using Walsh functions

for the channel codsiords. These systems use a non-linear majority logic
56-60

m:ltiplexing operation, and generate a resultant binary transmitted

signal.

Chapter 6 describes two noﬁ—linear multiplexing arrangements which
overcome the disadvantages of proposed Walsh majority logic multiplexing
systems. The first arrangement generates a mul£ilevel transmitted
signal, whereas the secord user majority logic multiplexing resﬁlting in
a;ternary tyansmitted signal. The available bandwidth and power is well

utilised for any number of active channels.
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Its performance éompares favourably with conventional TDM systems
operating under the same conditions of transmitted signal energy and
signalling rate. The number of channels multiplexed may exceed the maximum
number of orthogonal channels with a slowly deteriorating tolerance to

noise as the number of channels incresses.

Chapters T and 8 present various demultiplexing arrangements for use
with the two multiplexing arrangements of the previous chapter. The optimum
detection process, which minimises the probability of error in the detection
of the m element values of a group, is of limited practical value becsuse
~ of the very large number of sequential operations required when there are
more than a few signals in & group. The more effective of the suboptimum
detection processes achieve a tolerance to additive white Gaussian noise
approaching that of the optimum detector, but requires far fewer sequential

operations and can be implemented gquite easily.

Chapter 9 describes a hardware model of the most attractive system,
capable of multiplexing and demultiplexing up to eight channels., .It was
designed and constructed in order to focus attention on the practical
realisation and economic aspects of a multiplex systém that has

hitherto been tested by computer simulation only.

- Chapter 10 considers briefly the theoretical aspeet of the optimum
multiplexing arrangement. This gives the lowest probability of error of
any arrangement in the detection of the m element values, when used in
conjunction with the optimum detection process. The different transmitted
signals are here represented as points in n-dimensional Euelidean signal
sPAQé; énd aré positioned in such a way as to maximise the dislarce  of
these points. The overall complexity is demonstrated by a series of

relatively simple examples,
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CHAPTER 3

LINEAR CODE-DIVISION MULTIPLEXING

3.1 Introduction

In recent years, the availability of inexpensive digital circuitry
has focused considerable attention on the possibility of applying easily
generated and manipulated binary functions to tasks exclusive to sinusoidal
functions. Emphasis has been given to the use of Walsh functions as a basis
for multiplexing various data sources for transmission over a common
channel. They were first described by Walshsgin 1922, and simultaneously
but independently, Rademacher presented a‘system of functions which were
later shown to be s subset of Walsh functions. Little attention was devoted
to Walsh functions from a engineering standpoint until in 1969 when Harmﬁth
published an article in the I.E.E.E, Spectrumkowhich aroused much interest
in the area, The possibility of replacing many tasks previously fhe domain
of sinuscidal functions with an easily generated binary function, and-
the increasing availability of digital integrated circuits, was a con£ributing
factor to the emergence recently of nine internatioﬁal conferences on Walsh |
functions and their applications, in Washington and at the Hatfield

Polytechnic.

L1-4p
Walsh functions are a complete set of binary functions that are

periodic and orthogonal. TFigure 3.1-1 shows the first sixteen functions.

Lo
A mathematical definition has been given by Davidson, although many variations
exist. The functions are defined over the interval 0 ¢ 6 < 1

where 0O is the normalised time variable. A popular symbol - for a function

is,



Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Wal

Figure

(0,0)

(1,0)

(2,0)
(3,0)
(4,0)
(5,0)
(6,0)
(7,0)
(8,0)
(9,0)
(10,0)
(11,0)
(12,0)
(13,0)
(14,0)

(15,0)

3.1-1

|

o

0.5

The first sixteen Walsh functions

[

[+

Wal

Sal

Cal

Sal

Cal

Sal

Cal

Sal

Cal

Sal

Cal

Sal

Cal

Sal

Cal

Sal

(0,0)

(1,0)

(1,0)

(2,0)

(2,0)

(3,0)

(3,0)

(k,0)

(4,0)

(5,0)

(5,0)

(6,0)
(6,0)

(7,0)
(7,0)

(8,0)



23

Wal (k,0 )

The parameter k is the order of the function, and is equai to one half

the number of zero crossings in the interval 0 < @ < 1, k is referred to
as the sequency, and is analagous to the freguency of circular functions,
although the sign changes are not equidistant. Walsh functions are divided
int9 two groups called Sal and Cal functions,qs,uswhich correspend to the

circular functions Sine and Cesine. However, the complete set can be

described by a single function that includes the Sal and Cal functions.

Figure 3.1-L shows a set of gsixteen Walsh functions ordered in terms
of their sequency. Expfessed ag components 1 they are by definition of
length 2n, n=1,2 .... . Other ordering exist, and in particular, a
set of Walsh functionz set down in appropriate order asllines éf a matrix
constitute the best-known form of Hadamard matrix, namely one of order

34
m = 2n.

Because Walsh functions are orthogonal it is possible to use them as

42 46-48
signel carriers for multiplexing systems like the circular functions.
. . 43,45,70
However, being two values, they are very easlly generated, and have
considerable computational and e$u9un¢nb,. advantages. Analogous to

the amplitude, the freguency and the phase modulation associated with the
conventional trigonometric functions, the information is equally contained
in the amplitude, seguency, and time position of the Walsh carriers.

However, the orthogonality is only preserved if the Walsh functions are

54
synchronised and are in phase. Similar to conventional demultiplexing

technigues, informaticn that is amplitude modulated on to a given Walsh
. . .
function, may be recovered by a process of correlation or matched filter

10,27
detection.  This minimises the probability of error in thc detection of
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the individual channel element values by maximising the ratio of the energy
level of the wanted signal, to the average energy level of the noise

components.

3.2 Linear multiplexing using Walsh functions

Figure 3.2-1 shows a block diagram of the multiplex system using Walsh
functions as the channel carriers. The m active input analogue signals are
passed through sample and hold circuits S, and multiplied by the corresponding
Walsh functions using anslogue multipliers over an element period of nT
seconds. The summation circuit I adds linearly the modulated codewords to
form the resultant transmitted signal. The transmission path introduces
additive white Gaussian noise, having a noise power spectral density o2
and zero mean. At the receiver, the demultiplexer consists of a process of
correlation detection in which the received signal is multiplied by Walsh
functions identical to those used in the multiplexer. Because the signal
carriers are orthogonal, the received signals ére extracted by integrating
the resulting analogue signals. Interference from other channels'having high

frequency components is thus suppressed.

L9

This method was first described by Judge in 1962, and later by

S0
Bagdasarjanz and Loretan, where they consider the cross telk generated

by various parts of the system. A working system designed for 102k channels
has.been described by Hubner of the West German Post Office.51
The main problem with these systems is that of cross talk caused by
inacecurate synchronisation,sz,sqand realising sufficiently linear analogue
multipliers. Synchronisation problems may be eased if Rademacher functionsg
{square waves) are used, the orthogonality of which is invariant with a
time shift.ssAnothér problem is the widespread development of conventional

FDM systems causing a Jjustifiable reluctance to change for even quite

*
considerable technical gains. The advantage of this system over FDM is
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the absence of a set of single sideband filters, The Walsh function
multipliers replace these and because the functions are two valued the
process 1s very easily Iimplemented especially using integrated circﬁit
technology. Also, Walsh function generation is much simpler than

frequency synthesis.

The‘position is different, however, for the Walsh multiplexing
of binary signals%s’51"68 The transmission of binary data for communication
and computer purposes 1s beginning to impose its own reguirements for
which the equipment in service is as yet limited in qudiity.le,zo
The input binary signals are assigned to individual channels in the multiplex
system. For n channels in operation, because of the linear summation of
the Walsh codewords, the resultant transmitted signal has n+l. amplitude
levels. Such a system, therefore, would require the provision of extensive
regenerative repeaters to deal with multi-amplitude signals. These systems
give very low probability of error in the received data signals, for they

are not susceptible to a pulse type disturbance, because the individual

channel signsl energies are spread over the entire element period,

The next section discusses in detall, an interesting system for the-

combination of a TDM and a digital CDM system.

3.3 System Al

35
This arrangement, proposed by Clark, is capable of extending a

conventional binary TDM system with additional channels using CDM
codevwords, such that the overall tolerance to additive white Gaussian
noise of the system is only degraded slightly by the addition of a few

extra channels,
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The arrangement uses a combination of TDM and CTM, in which the TDX
signal elements are orthogonal as are the CDM elements,.but simultaneously
transmitted TDM and CDM elements are not orthogonal. With this
arrangement, up to twice as many channels may be multiplexed, for a
given transmission path and signal element rate per channel, than is

possible with orthogonal multiplexing using either TDM or CDM alone.

The transmitted signal elements are arranged in separate groups, which
are fransmitted sequentially, and there 1s no intersymbol interference
between elements in different éroups.. At any particular time, the total
number of channels may have any value from O to 2n, where n is the maximum
number of orthogonal TDM or CDM channels.l If a group of m elements contain
1 elements from different TDM channéls and v elements from different CDM

channels, then clearly un, v&n and u+v=m.

The TDM codewords which are used as the signal carriers for the n
TDM channels are given by the rows-{Ai} of an n x n identity matrix.
The complete set of n TDM codewords will be referred to as the orthogonal
set A, If the ith codeword, from the set of n codewords corresﬁonding
to the ith TDM channel is given by g 8y 8 {t - jT), it may be

j=i
represented by the n-component row vector,

(3.3-1)

vhose ith component is a,.= 1,

The CDM codewords which are used as the signal carriers for the
different channels are given by the rows {Bi} of an n x n Hadamard matrix.
For the particular case where a codeword or signal element contains 16

-cé$;gﬁents, that is n = 16, the matrix B is shovn in Figuie 3.3-1.
The complete set of CDM codewords will be referred to as the orthogonal

set B. If the ith codeword from the set of n CDM codewords is given by
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Figure 3.3-1
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n
b bij 6§ {(t = JT), it can be represented by the n-component row vector,
J=1

B, = b b, .. . b (3.3-2)

The element value of the signal element in the ith of the n channels
whose codewords belong te the orthogonal sét A, is X, = 1 when a
signal is present in this channel, or X, = O when no signal is present.
Similarly,_thé element value of the siénal element in the ith of the n
channels whose codewords belong to the orthogonal set B, is v; = 1
vhen a signal is present in this channel, or y; = 0 when no signal is
present. Let X and Y be the n—component row vectors with ith components

x; and ¥ respectively.

It is assumed that the u{xi}, v{yi} for the m active chantels are .
statistically independent and equally likely to have either binary value,
The ﬁ{xi}, ?{yi} are not necessarily the first u and v of the h{xi}

n{y;}, but may be eny of the nix,}, h{yi}.

The coder and multiplexer combine the m codewords for the two

orthogonal sets over the period O to nT seconds.

The orthogonal set A and set B codewords, {Ai} and {Bi} , are

multiplied by the corresponding binary element values'{xi} and {yi} .

i =1 _ _ n, so that each codeword given by (3.3-1) and (3.3-2) is binary

antipodal. The orthogonal set A codewords are added linearly to give,
XA ' ’ (3.3-3)

and the orthogonal set B added to give,

Y8 o (3.3-4)
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The n compenents of the signal vector YB for the orthogonal set B are
motliplied by a scalar, whose value is positive and equal to c, and

determines the level of the vector YB to give,

cYB : ‘ {3.3-5)

The n components of the vector XA are novw combined non-linearly with
the n components of the vector c¢YB as follows. Tor each j, if the jth
component of XA is negative, then the sign of the jth componént of ¢YB is
reversed. The jth components are now added linearly to give the jth

component of the transmitted signal S.
S = XA + signs(XA) (cYB) (3.3-6)

where the operator "signs" replaces each term of the vector XA by #1
corresponding to the sign of the components of XA. For components of XA
equal to zero, then the operator "signs" on those components gives a value

+1.

The non-linear combination described may be regarded as a process
of amplitude modulation, £he components of XA being modulated or
systematically altered respectively by the coincident components of ¢YB.
The reason for using a non-linear combination rather than a linear one, lies
in the detection process, which is now capable of detecting the orthogonal
set B element values without prior knowledge of the orthogonal set A elenment
values. Error extension effects are thus minimised and the probability of

error 1s reduced relative to linear coding.

In the model of the system (Figure 2.1-1), white Gaussian noise with a
two sided power spectral density of o2 is added to the data signal at the
output of the transmission path, giving the Gaussian waveform w(t) added to

the data signal at the ouitput of the receiver filter, as described in
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Seecticon 2.1.

The signal at the output of the receiver filter over the duration of
a single group of coincident signal elements 1s sampled at regular time
intervals of T seconds to give the n components of the received data

signal vector R.
R = B +VW (3.3-7)

vhere S and W are n-component vectors, and for the particular receiver

filter in use, the {wi} are sample values of statistically independent

2

Gaussian random variables with zZero mean and variance o

From Eqns. (3.3-6) and (3.3-7)
R = XA + signs(xa) (eYB) + W (3.3-8)

The detection process uses two separate sets‘of correlation detectors
matched to the orthogonal sets A and B. These minimise the probability of
error in the detection of the individual channel element values by
maximising the ratio of the energy level of the wanted signal, to the

average energy level of the noise components.

In general, the ith element value D3> corresponding to fhe orthogonal
set 2 (any orthogonal set) is detected by feeding Q (the set of n sample
values of the input signal to the correlation detectors) to the correlation
detector matched to Zif The correlation detector mulﬁiﬁlies the jth
component pf Q by the jth component of Zs, for J=1_ _- n, and adds the

products to give the output signal. The ith element value is detected

from the sign of the output signal.
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n

i {
p; = sign ‘21 232 5 (3.3-9)
J:

where qj and ziz are the jth components of the row vectors @ and Zi;

Using matrix rotation,
= «f T
P, = sigas (q7') (3.3-20)

where the bpexator "signs'" replaces each term of the vector QZT by =l

correspending to the sign of the components of QZT.

Figure 3.3-2 shows a block diagram of the demultiplexing aﬁd detection
process which operates in an iterative fashion, thus saving hardware and
reducing complexity. For convenience the process is divided into the firsi
and subsequent cycles, as the first detection cycle differs slightly from
the following cycles which are identical. In the first cycle of the
iterative process, tﬁé detector determines the:binary element values
{x;} for the orthogonal set A from the signs of the components of R.

. ]
Thig is because the matrix A is an identity matrix. Let X be the

. 1
n—component row vector with components {xi}

signs (RAT)

»
]

H]

signs (R) (3.3-11)

and for those channels not in operations, the corresponding element
' : ‘
values {xi} are set to zero.

From Eqn. (3.3-8),

X = signs (XA + signs(xa) (cYB) + W) (3-3“lé).‘
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If the ith component of the second term of Egn. (3.3-12) due to
~orthogonal set B is of greater megnitude and of opposite sign tothe first
term a temporary error will be made in the ith component of X|.

This may be corrected in the second cycle of the iterative process, when
the value of this second term (Egqn. 3.3-12) is estimated from the detected
element values for the orthogonal set B, determined in the first cycle,

If the ith component of the nolse term W is of greater magnitude and of
opposite sign to the first term, then a permanent error will ocecur which
cannot be corrected. This is gecause the magnitude and sign of the noise
components {wi} of the wvector W are unknown. In general, both second and

third terms‘of Egn. (3.3-12) contribute interference in the detection of the

T
ith component of X .

The signs of all {ri} which contain received elements of the
orthogonal set A are now made positive, so that each of these becomes the
corresponding |ri| . The value of 1 is then subtracfed from each of these
{[ril}. The remaining {ri} contain no elements of set A and are left
unchanged. The resulting n—component vector R' is fed to the correlation
detectors matched to the codewords Bi of the received elements of the
orthogonal set B, The element values in this set'{y;} are detected from
the signs of the corresponding correlation detector output signals to give

] ) L]
the n components {yi} of the vector Y .

1

: g .
Y = signs (RB") (3.3-13)

and for those channels not in operation, the corresponding element values

1
{yi} are set to zero.
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In the second cycle of the iterative detection process, the detected
binary element values {y'} for the orthogonal set B are used to generate
the corresponding codewords, which are then added together to give the
detected value of the sum of the received elements in set B, This is
identical to that performed in the multiplexing process (Egqn. 3.3-5), only
now the detected elément values'{yi} are used. Let this be the n-component

vector D, with componenﬁs'{di} where,

D = oy'm (3.3-14)

Referring to Egn. (3.3-6) in which XA is an n-component vector with
components equal to *1, it is clear that if the ith component of cYB is
more negative than =1, then the ith componént of 8 will be of opposite sign
to that of the ith component of XA. An incorrect detection in the ith

1
component of X will have occurred in the first cyele of the iterative process.

. T
The orthogonal set A element values {xi}'are redetected from the sign
of the corresponding components'{ri} , except when di is more negative than

t
-1 when the component x. is detected as -sign (ri).

The sign of each r, that contains a received element in set A is now
made positive, except for the {ri] whose corresponding {di} are more
negative than -1, The signs of.these'{ri} are made negative. The
reﬁaining {ri} are left unchangea as before. The value of 41 is then
subtracted from each of the resultant components containing an element of set
A, The n-component vector R' obtained from the operation is fed to the
correlation detectors matched to the set B codewords, to give tﬁe n—-component

1 .
vector Y , the detected binary element values for the orthogonal set B.

.
Y = signs (R BT) _ (3.3-15)
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' t
and for those channels not in operation, ¥; is set to zero.

The cycle may be repeated as often as'requiréd: The mest freguent
cause of non-unique detectability of the detected element values cccurs
when ¢ takes certain values. If the ith component of the n-component vector
¢YB at the transmitter is -1, exaclt cancellation between the iFh component
of the sum of the two vectors XA and ¢¥B, will occur, whether the value of

the ith component of XA is +1 or -1.

Exact cancellation between the ith digits of the sums cf the set elements
may ocecur R L (vhere ¢ <4®) is an integer value. IfJE?c =k is even,
then k, k + 2, k ; 4 _ _ _ _ nchannels in operation may cause exact
cancellation and non—unique detectability. Iffife = k is odd then
k, k+ 2, k+ 4% _ _ _ n-1 channels in opefation may cause cancellation and

non-unique detectability.

3.k Computer simulation tests

The relative performances, in the prescence of additive white
Gaussian noise, of the various systems discussed, have been compared by
computef simulation. All the programs have been written in FOﬁTRAN v
and run.on the ICL 1904A computer at Loughborough University of Technology.

Appendix A2 shows a selection of programs for the more important systems.

Figurc 3.4-1 shows a flow diagram of the computer simulation model
for a single test of m active channels. The total number of signal groups
transmitted ' 2, and the number of active channels are first selected.

For every signal group transmitted, a random selection is made of the m
codewords from the total number of codewords availabie, which are storecd

permanently for easy access in the multiplexer and demultiplexer.
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Figure 3.4-1 Flow diagram of the computer simulation model
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The detector is assumed to have prior knowledge of the m codewords selected
The data element velues are *1 and are statistically independent and equally

likely to take either value,

The variance ¢% of the additive white Gaussian noilse samples
introduced into the transmission path, is adjusted to obtain a given
efror probability per channel. The demultiplexer operates on the received
n sample vélues given by the vector R, to give the.m detected element values.
These are compared with the corresponding multiplexed element values and
the number of errors counted (differcences in sign). The test procecds
for & transmitted signal groups, after which the error probability per

channel p (for active channels} is calculated from,

P = Ty ‘ (3.4-1)

vhere e‘is the total number of errors counted for the test of m active
channels. Finally, a print-out is obtained of the relevant test details.
Another test commences with & different number of active channels, and the
computer simulation program finishes when all the different number of

channel tests are completed.

In a practical system, error_probabilities of 1 in 105 or less may be
expected. It is not possibie £o_test sysfems with such low error
probabilities because, for a reasonable estimate of the error rate, some
20 to 30 errors must be obtained in a computer simulation.test.

This implies a very large number of trials. A compromise is therefore

' necessary between the.error probability per chénnel, for 20 to 30 errors,
aﬁd the computer time'neceséary.. qu 2ll system arrangements tested, an
error probability per channel of.0.003 has been chosen which for a total

of 30 errors was found to give an acceptable computer run time even for



detection processes that require a vast number of sequential operations.
Tests with different numbers of active channels naturally require a
different number of transmitted signal groups for the given error

probability per channel and for a total of about 30 errors.

For each system tested, the performance, in terms of tolerance to noise
has becn compared with a conventional binary TDM system (with compenents
of amplitude +1), with the same transmission rate and error probability per
cﬁannel of 0.003. The average energy per qomponent of the transmitted
signal for each system has been normalised to unity so that it has the same
average energy‘as a component in the TDM system. In this way & true

comparison can be made.

A measure of the tolerance of a system to additive white Gaussian
noise, is given by the ratio of the noise variance ¢? for the system under

test, to the noise variance ¢ for a conventional binary TDM systenm

2
TDM

under the prescribed conditions. Expressed in decibels, the noise level

relgtive to a binary TDM system is given by

2 .
g2
DM

10 log,, (

For the multiplexing of more channels than may be multiplexed

orthoganally, an interesting comparison is made with a conventiocnal

: quaﬁernary TDM system, having the same error probability per channel and
average energy per component of the transmitted signal. It should be
".pointed out that the error probabilify per channel now corresponds to the
vorst case error probability per channel, where two bits of information
are conveyed by one component of ﬁhe transmitted signal. If the four
b;;sible aﬁfiitude levels of the gquaternary TDM signal are 3a,a, -a, -Ba;

then the average energy per component is 5&2.
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If the average encrgy per compeonent is now set to unity, this represents
a reduction in the average energy per bit éf inform@tion of 1/5, or
expressed'in dB, a reduction of almost 7 dB. Thus the tolerance to noise
of a quaternary TDM system with the same average energy per component of
the transmitted signal as a binary TDM system, is 7 4B lower than the

corresponding binary TDM system.

3.5 Confidence limits

Because a compromise has by necessity been accepted beiween the
available computer time and the number of errors cobtained for a given error
probability, the question naturally arises as to the confidence level of

the results.

For a given value of the average element error probability per channel,

p, the number of errors e obtained in & simulaticn test is given by
e =Lpmn (3.5-1)

vhere & is the total number of signal groups transmitted in a test with m

active channels.

It has been shown that if the errors are statistically independent,
e > 30, p <<1, and if an accuracy of no better than 20% is required for the
confidence limits, then it can be assumed that e has a Gaussian probability
density with a mean ¥ = ¢ and a standard deviation n = Ve .
For a given value of p> 0, the 95% confideﬁce limits for the value of p

38
are approximately,
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x 2n p (3.5-2)
H

+ 2 p (3.5-3)
Ve

vhere the limits are expressed as deviation from the given value of p.
Where the number of errors is less than 30, the 95% confidence limits are

estimated from the resulis of reference (30)

In any test with orthogonal groups of signals, there may be a degree
of dependence between the individual element erfors of a group in a
detection process., The result of this dependence is to reduce the number
of independent errors obtained in a test and so to widen the confidence
1imits. Thus e in Eqn. {3.5-1) does not fepreseﬁt the effective number of
errors and therefore is only an indication as to the confidence limits.
When this occurs, a series of tests may be performed for a given number of
active channels. Let the total number of errors counted for each test be
el s &5 L er, for r successive tests. The mean p and standard

80
deviation n of the total number of errors counted are given by,

e, (3.5-1)

= 1 (e, -w)® )P (3.5-5)

(Bessel's formlae)

The 95% confidence limits in the value of error probability is now given

by Eqa. (3.5-2).
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3.6 Results of computef simdation tests

The tests simulate the multiplexing and demultiplexing of 16 channels
from the orthogonal set A, and between 0 and 16 channels from the
orthogonal set B, For each test the value.of ¢, the level of the set B
signal elemenﬁs was adjusted to give the same error probability per
channel for sets A and B, at the end of the second detection cycle.
The variance of the additive white Gaussian noise samples was simultaneously
adjusted t& give an error probability of 0.063 for both se£s at the end of
the second eycle, subsequent cycles being found to give no significant
iﬁprovement in the total number of errors counted. For each test 1000

signal groups were transmitted.

Figure 3.6-1 gives the noise level for an error probability per
channel of Q.003 expressed in decibels relative to a binary TDM system, for
0 to 16 active channels in set B. Also shown is the relative noise level of
the corresponding quaternary TDM system. Both binary and quaternary TDM
systems have the same average energy per component of the transmitted signal,
the same transmission rate, and the same error probability per channel as

the system under test, as explained in Section 3.h.

This system is more attractive in terms of tolerance to additive white
Gaussian noise than conventional quaternary TDM, when the orthogonal set
A 1s at maximum capacity, and when there are up to T active channels from
the orthogeonal set B. For a greater number of active channels in set B

the tolerance to noise decreases rapidly.

The confidence limits of Egn. (3.5-3) may be applied to each test where
approximately SO errors were counted for the orthogonal set A. Rather
fewer errors were counted for the set B, the number depending on the number
of active channels in set B. However, because the additive white Gaussian

noise affects the number of errors counted for each set equally, it is
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reasonable to accept 50 errors as an indication to the confidence limits
for an error probebility per channel of 0.003. The.95% confidence limits
are therefore 0.003 * 0.00085, or expressed in decibels, +0.30 and -0,35

on the measured value of relative noise level of Figure 3.6-1.

Non-unique detectability caugsed by cancellation of coincident
components of the orthogonal sets A and B is examined by an alternative
apprecach. The level of the set B signal elements ¢, is maintained at a
constant level, as is the noise variance o2 of the additive white Gaussian

noise samples, for a varying number of active channels in set B.

Figures 3.6-2 and 3.6-3 show the error probability per channel, at
the end of the first and second cycles of the iterative detection process.

The parameters associated with the different graphs are as below.

GRAPH e o
1A 1B 0.4 0.125
oA 2B 0.4 0.0

34 3B 0.3636 0.125

La LB 0.3636 0.0

The letters A and B against‘a graph indicafe the orthogonal set to
which the value of p épply. The error probability for the set B channels
. remain approximately constant, regardless‘of the number of channels in
set B. Th;s, to simplify Figure 3.6-2 and 3.6-3, the graphs plotted for
IB to 48 show in each case a constant value of p, which is its average
value determined over the range l_to 16 channels in set B. Ungder noiseless .
A_\éégditions, the first detection cycle produces a considerable error
probébility, but for certain éonditions is reduced to zero in the second

detection cyele, When ¢ = 0.4 a good tolerance to noise is ¢btained for



L5

0.01

0,005

d Teuueys xad hnﬂHMQMthm avhnm

0006

L

1\

0002

0.

L 1% 16

1

13

12

11

10

t B

in se

hannels

ive ¢

Number of act

bility

ion cycle. Error proba

t detect

irs

F

stem Al.

Sy

6-2

3

igure

F

er of active channels

b

ing num

E]

per channel

for a vary

t B

in s

less conditions

nolise



L6

e

I A e

0.01

1,005

d Tsuueyo

Jad hpﬂﬂﬂ@mnmhm hohnm

0-

0.

16

15

t

1

13

12

11

10

in set B

hannels

ive ¢

Number of act

Second detect

Error probability

le.

3 System AlL.

3.6~

igure

F

ion cye

hannels

ive C

ing number of acti

for a varyi

]

annel

per ch

t B.

in se

101s

less condit

noise



T

an odd number of channels in set B. However, exact cancellation described
causing non-unique detectability occurs in the set A channels, even under
noiseless conditions for m even and » 10. -Fof c = 6.3636 a good tolerance
to noise is obtained for an even number of channels in set B, but d¢auses
non-unique detectability for m odd and » 11. Graph 2A and LA of

Figure 3.6-3 shows this clearly.

35
More detalled tests  show that the error probability per channel

of set B is unchanged if the number of channels in set A is reduced.

3.7 Assessment of System Al

The non~linear multiplexing arrangement of System Al desecribed, is
most suitable when the number of multiplexed channels 1s a little over the
maximum number that may be multiplexed orthogonally. In particular, with
a suitable choice of signel level for the set B, unigue detectability
can be ensured for up to twice as many channels as may be multiplexed
orthogonally. The arrangement gains an advanfage in toleraﬁce to
additive white Gaussian noise over the correspending conventional quaternary
TDM system where the transmitted signal has the same average energy per
component, and the same trénsmission rate as the gystem Al.

Thg significance of the system is that the tolerance to additive white
Gaussian noise gradually decreases as the number of channels in set B
inéreases. A trade-off exists between the number of additional multiplexed

channels and the tolerance to noise.
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CHAPTER 4

DEVELOFPMENTS OF SYETEM Al

4.1 System A2

This is a modification of System Al, in which the most frequent
cause of non-unique detectability of the detected element values occurs
when the value of ¢, determining the level of the signal elementé of set
B, takes certain values. System A2 introduces a simple and effective
non—linearity.into the multiplexing method to overcome this.

From Egn. (3.3-6) the n-component transmitted signal vector S is given by,

S = XA + signs(xa) (c¥YB) (k.1-1)

The channel element values'{xi} and'{yi} are given by the n components
of the vectors X and Y whose ith components are #1, or O for those channels
not in operation. The matrix A is an identity matrix whose rows are the
cgdewords of the orthogonal set A. The components of XA are therefore i1
6r 0.

If the value of ¢ is such that the ith compoﬁent of ¢YB is -1,
then if the ith éomponent of XA = 1, exact cancellation will occur, and
the information conveyed by the ith channel of the orthogonal set A will be

completely obliterated.

When this occurs, the ith component of S, given by Eqn. (4.1-1) is

- now modified to take the value tk, the selected sign being the same as that
t

of the ith component of XA. Let the n-component vector S be the modified

transmitted signal.
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If s. = 0O (L.,1-2)

and (XA)ith = *1

othervise 8. = 3,
where the ith component of XA is denoted by (XA)ith
Errors in the detected element values are also ceused by components
of the transmitted signal taking small values, whose signs are easily
corrupted by the additive white Gaussian noise introduced into the
transmission path. If the modulus of the ith componént of Ss is leas than
a value g, then this component is now modified to take the value *g, the

selecled sipu beloy Lhe same as Lbal of the ith component of 8.

if Isl| z g s, = 8
(4.1-3)
1
< . = i L)
sl < & sl = g sign (s,)
For simplification the value g is assumed egual to k and the
two non-linearities are combined.
\\\ if s. = 0
1 L]
| s; = k(XA
= =+
and (XA)ith 1
. ! l ! .
. . < : . = .
af sl k ?1 k sign (sl)
(4.1-4)
1
ctherwise S. = 8.



Increasing the value of k should increase the tolerance to noise of
the orthogenal set A element values, but because the orthogonal set B
element values are detected from all n components of the received data
signal, the orthogonal set B errcor probability should remain reasonably
censtant for small values of k. For k larger, thelerror probability for
the orthogonal set B is expected to increase, due to excessive interference
from residual components introduced by the non-linearities, and not removed

with the detection of the orthogonal set A element values.

4,2 Results of computer simulation tests

The tests épplied here to‘System A2 are identical to those for
System Al. Figure 4.2-1 shows the error probability per channel, at the
end of the second detection cycle, as the nurmber of channels in the
orthogonal set B is increased from 1 to 16. The parameters associated with

the different graphs are as below.

Graph c o k
1A 1B 0.4 0.125 Unmodified
system Al
24 2B 0.4 0.125 0.2
- 3A 3B 0.4 0.125 0.3
ha 4B 0.4 0.125 0.4
54 5B 0.x | 0.0 Unmodi fied
system Al
6 6B 0.4 0.0 0.3
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Computer simulation results show that the error probability per
channel for the ofthogonal set B, remains approximately constant regardless
of the number of channels in set B. Thus for simplification, the curves
1B to 6B are shown as a constant value, the average value of error
probability taken for all 1 to 16 channels in set B. The curves 1A and

5A refer to system Al and are shown here for comparilson.

Increcasing the value of k decreases significantly the error probability
in set A, whilst the error probability in set B only increases marginally,
because these element values are détected from all n compernents of the
received data signal. A value of k = 0.3 results in approximately egual
error probabilities for the sets A and B.- The error probability per channel

in set A is then reduced to about one tenth of its previous value.

Figure %.2-2 gives the noise level for an error probability per
channel of 0.003 at the end of the second detection cycle, expressed in
decibels relative to a binary TDM system, for O to 16 active channels in
set B, and for k having a value 0.3. Also shown is the relative noise
level of the corresponding quaternary TDM system, with the same average
energy per component of the transmitted sipgnal, the same transmission rate,
and the‘same error probability per channel as the system under test, as
explained in Sectiocn 3.4. The relative noise level curve for system Al is
shown for comparison. For more than five active channels from the orthogonal
set B, the non-linearities of Sysfem A2 introduced give an advantage of
about 0.6 @B over system Al. For up to 9‘active chénnels in set B the
system is more aﬁtractive in terms of tolerance to additive white Gaussian

noise than conventional quaternary TDM.
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4,3 Assessment of System A2

By modifying the multiplexing arrangeﬁent of sfstem AL slightly, the
error probability is reduced by a significant amount, with only a
relatively trivial increase in equipment complexity. Additionally, under
noiseless conditions, unique detectability is ensured for aﬁy number of
channels in the orthogonal set B, irrespective of the value of ¢ determining
the ;eyel 6f the set B signal elements. When there are up to 50% more
éhannels than may be multiplexed orthogonally, the System A2 has s grester

tolerance to noise over the corresponding conventional gquaternary TDM system.

L. System A3

Systems Al and A2 are arrangements in&olving a non-linear combination
of two sets of orthogonal signals. The TDM elements are orthogonal as are
the CDM elements, but simultaneously transmitted TDM and CDM elements are
not orthogonal. With this system, up to twice as many channels may be
multiplexed, for a given transmission path and signal element rate per
channel, than is possible with orthogonal multiplexing using 'IDM or CDM

alone.

The technigues used in System Al are now extended to Sjstem A3,
involving three sets of orthogonal signals, a TDM set and two CDM sets.
It has been considered, to investigate whether the advantages of System Al
apply to the multiplexing of an additional CDM orthogonal set.
System A3 is capable of multipleking,up to three time§ the maximum number
of channels than is possible with orthogonal multiplexing using TDM or
CDM alone, for a given trénsmission path and signal element rate per channel.
At any time, the total number of chénnels m; may take ény value from O to o

3n, where n is the maximum number of orthogonal TDM or CDM elements.
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The TDM codewcrds which are used as the signal carriers for the n
TDM channels are given by the rows {Ai} of an n x n identity matrix.
The complete set of n TDM codewords will be referred to as the orthogonal
set A, If the ith codeword, from the set of n codewords, corresponding
to the ith TDM channel is given by g 83 6(t—jT), it may be

J=1
represented by the n-component row vector,

A. = 0 . . 0 a.. 0 . . 0 (4.4-1)

where the ith component B " 1.

The two sets.of CDM codewords which are used as the remaining channel
carriers are given by the rows {Bi} and {Ci} of n x n matrices B and C,
and are referred fo as the orthogenal sets B and C. The set C was
originally chosen as a 16 x 16 Hadamard matrix (as in System Al), and the
set B was therefore chosen as a Hadamard matrix with four non-ﬁero components.
In this way it was thought that by suitable choice of sgignal levels for the
elements of sets B and C, the interference between the sets would be
minimised. However, because of the particular multiplexing method used,
the get C codewords are modified, such tﬁat the individual elements of the
orthogonal set C are contained in all 16 components of the transmitted
signal. The matrices B and C are shown in Figure 4.1-1. As explained in
Section 3.1, Walsh functions could be used, but these are only an glternative

ordering of the rows of a Hadamard matrix.

If the ith codeword from the orthogonal set B of n CDM codéwords is
i ,

given by ) bij 6(t—jT) -1t may be represented by the n-component row

J=1
vector,

= 4 k-2
B, b, b, .. b ( )
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Similarly, the ith codewvord from the orthogonal set C may be represented by

the n-component row vector,
Cip + + Cu (4%.k-3)

The element value of the signal élement in the ith of tﬂe n channels
whose codewords belong to the orthogonal set A, is xi = 11 when a
signa; ig present in this channel, or x, = 0  when no signal is present.
Similarly, the element value of the signal element in the ith of the n
channels whose codewords belong to the orthogonal set B, is y; = =
wvhen a signal is present in this channel, or y; = 0 when no signal is
present. Similarly, for the orthogonal set C, 2, = *1  when the ith
signal is present, or z, = 0 vwhen no signal is present. Let X, Y and Z

be the n-component row vectors with ith components x,, y. and z.
1 YA 1

respectively.

Tt is assumed that the {xi}, {yi} and {zi} for the active channels
are statistiecally independent and equally likely to have either binary value.
The {xi},‘{yi}fand {Zi} for the active channels are not necessarily the first

of the n{xi}, n{yi} and h{zi}, but mey be any of the h{xi}, h{yi} and n{zi}.

The operations involved in the multiplexing and demultiplexing processes
are basically identical to those of System Al. The signal elements for
 different orthogonal sets are combined non-linearly so that the element
vaiucs of a particular set may be detected without prior knowledge of element
values previously detected., Thus if an element value is detected in error,
due to the additive white Gaussian noise introduced, the cancellation of the
siénal eléments from that set from the received data signal, does not affect
the detection of other element values, as would cccur with a linear coding

scheme. The probability of correct detection of the element values is thus



58

increased.

The coder and multiplexer combine the m channel codewords from the
three orthogeonal sets over the periocd O to nT to give the resultant
transmitted signal'which mey be represented as an n-compenent row vector,
The orthogonal set codewords {Ci] are multiplied by the corresponding
binary element values {Zi} so that each codeword given by Egn. {(4.4-3) is
binary antipodal. The codewords are added linearly to give the
n-component vector ZC, which is multiplied by a scaling factor, whose value
is positive and equal to h, and determines the level of the vector ZC

to give,
VA (L h-k)

The n components of the vector hZC are now combined non-linearly with
the element values {yi} of set B as follows. For each Jj, j =1-_n,
if the jth component of Y is negative, then the sign of the Jth component

‘'of hZC is reversed. The Jth components are now added linearly to give,
Y + signs(Y) (hZc) (4.4-5)

where the cperator "signs" replaces each term of the vector Y by #1

correspeonding to the sign of the components of Y.

The orthogonal sect B codewords'{Bi} are multiplied by the components
given by (4.L4-5), and the elements are then added linearly . The resulting
n—componént vector is multiplied by a scaling factor, whose value is positive
and egual te f, and determines the level of the signal elements of set B to

Togive,

£(Y + signs(Y) (hze) ) B (L.56)
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The n components of the vector given by (4.4-6) are now combined
non-linearly with the element values {xi} as follows. For each
Js d =1 _._n; if the jth component of X is negative, then the sign of
the jth component of (4.4-6) is reversed. The jth components are added

linearly to give,
X + signs(X) £(Y + signs(¥) (nZ%C) ) B (4.4-7)

The orthogonal set A ccdewords {Ai} would now logically be multiplied
by the n-components given by (4.4-T7), but as the matrix A is an identity
matrix, this operation becomes unnecessary, and (4.L-T) gives the

n-compenent transmitted signal vector S.

S = X + signs(X) £(Y + signs{Y) (hZC) ) B (h.4-8)

In the model of the system (figure 2.1-1), white Caussian noise with.
a two sided power spectral density of o2 is added to the data signal at
the output of the transmission path, giving the Gaussian waveform w{t)
added to the data signal at the output of the receivgr filter. This has

"been described in detail in Section 2.1.

The signal at the output of the receiver filter over the duration of
a single group of coinciden® signal elements is sampled at regular time

intervals of T seconds to give the n components of the received data signal.
R=8+VW (4.4-9)

vhere S and W are n-component vectors, and the‘{wi} are sample values of
statistically independent Gaussian randem variables with zero mean and

variance o2 as before. From Eqn. (4.h-8) and Eqn. (k.k4-9),
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R = X + signs(X) £{Y + signs(Y) (nZC) ) B+ W (4.4-10)

'The detection process uses three separate sets of correlation
detectors matched to the orthogonal sets A, B and C, and cperates in a
similar fashion to System Al. TFigure 4,4-2 shows a block diagram of the
iterative detection process which is divided for convenience into the first
and subsequent cycles, the first cycle differing slightly from the following

‘cyeles,

In the first cycle of the iterative process, the detector determines the
1 1
binary element values {xi} of the vector X for the orthogonal set A from

the signs of the corresponding components‘{ri} of R,

X = signs (R) (4.4-11)

and for those channels not in operation, the corresponding element values

1
{xi} are set to zero.

The signs of all {ri} vhich contain received elements of the orthogonal
set A are now made positive, so that each of these beccmes the corresponding
!ril - The value of 1 is then subtracted from each of these'{|rif}.

These operations remove components due to the orthogonal set A from the received
data signal, and require no prior knowledge of the actual element values

of set A. Thus, it remains valid even for incorrectly detected element values.
The remsining {ri} contain no elements of the set A and are left unchanged.

The resulting n-component vector R' is fed to the correlation detectors

matched to the codewords Bi’ of the received elements of the orthogonal set

~B. 'The element values in this sef'{y;}, are detected from the signs of

the corregponding correlation‘detector output signals to give the n components

t 1
{yi} of the vector Y .
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Y = signs (RiBT) (4.4-12)

and for those channels not in operation, the corresponding element values

T
{yi} are set to zero.

The correlation detector output signals are multiplied by the scalar

fnl thereby offsetting the amplitude scaling in the multiplexer, Let the

! 1}
resultant n-compeonent vector be R .

R =f RB (4,4-13) -

) n 1n
The sipgns of all component {ri} of the vector R which contain received

elements of the orthogonal set B are now made positive, so that each of these
" .

becomes the corresponding |r . The value of 1 is subtracted from each of

; |

) 1t
these {|ri|}. The components due to the orthogonal set B are thus removed

from the received signal and without prior knowledge of the element values of

. 1" . ‘
the set B. The remaining {ri}'contain no elements of the set B and are

left unchanged. The resulting n-component vector R"'is fed to the

correlation detectors matched to the codewords Ci of the received clements
of the orthogonal set C. The element values in the set {zi} are detected
from the signs of the corresponding correlation detector output signals to

1 ]
give the n components {zi] of the vector Z .

t "

' = signs (R CT) (4.4-1k)

and for those channels not in operation, the corresponding element values

. )
{zi} are set to zero.
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In the second cycle of the iterative detection process, new estimates
are made of the detected element values, and those incorrectly detected
initially may now, to some extent, bhe corrected. Under noiseless conditions
all incorrectly detected element values aré corrected in this second cycle,

The reason for incorrectly detected element values in the Tirst cyclé

can be seen by referring to Egqn. (4.4-8), that is,
8 = X + signs(X) £ (Y + signs(Y) (hZC) ) B

For those channels in operation for the orthogonal sets A and B, the
corresponding coméonents of the vectors X and Y have the value 1.

If then, the ith component of the term £(Y + signs(Y) (nZC) ) B hes a
value more negative than -1, irrespective of whether the ith component of

X is #1, the sign of the ith component of S will be of opposite sign to the
ith component of X (provided the ith channel of the orthogonal set A is in
opération). Beczuse the element values of the orthogonal set A are detected
from the signs of the received data signal R, wvhere R =8 + W from

1
Eqn. (4.4-9), en incorrect detection in the ith component of X will occur.

Similarly, if the ith component of the term (hZC) is more negastive than
—l,.then, irrespective of whether the ith component of Y is #1, the sign
of the ith component of Y + signs(Y) (hZC) will be of opposite sign
L ]

to ith component of Y. In the detection of the ith element value s

and incorrect detection will occur.

In the sccond cycle of the detection process, the element values
'{x;},'{y;} and {z;} are again detected, but the vectors
£(Y + signs (¥} (hZC)) B and (hZC) are examined for components more negatife
than -1, by reconstituting these vectors from the element values préviously

detected.
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1
The detected binary element values {Zi} for the orthogonal set C are

first used to generate the n-component vector D with components {di}.

D=hZ ¢ (4.4-15)

If the ith component di is more negative than -1, then the component v;

will have been incorrecfly detected and its sign is now changed.
1 1
The detected binary element values {zi} and {yi} for the orthogonal
‘ t
sets C and B are now used to generate the n—component vector D with

. 1
components {di}.

D = £(Y + signs(y') (nz'C) ) B o (4.4-16)

1
If the ith component di is more negative than ~1, then the component

1
X will have been incorrectly detected in the first cycle.

The second cycle continues as follows, using the same principle as the
first cycle of the iterative detection process. The orthogonal set A
'
element values {xi] are redetected from the signs of the corresponding

'
components of R, except when di is more negative than -1, when the

1
component X, is detected as -sign (ri)

X = signs (R} (b.4-17)

1 1 .
If di < =1 then X is set to -sign (ri), and for those channels not in

1
operation the corresponding element values {xi} are set to zero.

The sign of each rs that contains a received element in set A is now

v, » . 1
" made positive, except for the.{ri} vhose corresponding {di} are more negative
than -1, The signs of these'{ri} are made negative. The remaining'{ri}

are left unchanged as before. The value of -1 is then subtracted from euch
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of the resultant components containing an element in set A. The n-component
vector R' obtained from this operation is fed to thé correlation detectors
matched to the set B codewords. The element values in this set {yi}
of the vector Y' are detected from the signs of the corresponding
correlation detector output signals, except vhen di is more negative than
-1, when the component y; is detected of opposite sign to the detector
output.
Y'= signs (R BT) (%.4-18)

1. 1 T .
If d; < -1 set y; = -sign (R B )ith
where the ith component of RIBT is denocted by (RIBT)ith. For those
channels not in cperation, the corresponding element values {y;} are set

to zero.

The correlation detector output signals are multiplied by the scalar

f_l thereby offsetting the amplitude scaling in the multiplexer.

n
Let the resultant n-component vector be R ,

R =f R B (4.4-19)

it
The signs of all {ri} which contain received elements of the orthogonal

set B are now made positive, so that each of these becomes the corresponding

L] 1
Iri| . The value of 1 is subtracted from each of these {]ril}.

. "
The remaining {ri} contain no elements of the set B and are left unchanged.

1 *
is fed to the correlation detectors

The resulting n-component vector R
matched to the codewords {Ci] , of the received elements of the orthogonal
set C. The element values in this set'{zi} are detected from the signs of

the corresponding-correlation detector output signals to give the n compenents
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1

T
{zi} of the vector 2 ,

1 m T

Z = signs (R C7) (4.4-20)

and for those chonnels not in operation, the corresponding element values

t
{zi} are set to zero.

This second cycle of the iterative detection process may now be repeated
as often as required using the most recently detected binary element values
to obtain new estimates of these binary element values. In practice,
little or no advantage is gained with more than two cycles, especially at

high signal/noise ratios (low probability of error).

4.5 Results of computer simulation tests.

The tests simulate the multiplexing and demultiplexing of 16 channels
from the orthogonal set A, and between O and 16 channels from each of the
ofthogonal sets B and C. 8Set C channelsg are not used until all channels
from the orthogonal set B are in operation., The codewords used in the
sets B and C are chosen at random from the available codewords for
every group transmitted, and the detector has prior knowledge of those
chosen. After each c¢ycle of the iterative detection process, the rumber of
eleﬁent values in error are countgd separately for the sets A, B and C, and .
at the end of the test, the error probability per channel for each set is

ecalculated. For all tests 500 groups were transmitted.

For every test the value oflf and h, the levels of the set B and set C
signal elements respectively, were adjusted to give the same erfor
probgbility per channel for each of the three orthogonal sets., The veriance
of the additive white CGaussian ncisé samples was simulianeously adjusted
to give an error probability per channel of 0.003 for each set at the eng

of the third cycle of the iterative detection process. Subsequent cycles
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were found to give no improvenent.

Figure 4.5-1 gives the noise level for an error probability per channel
of 0.003 expressed in decibels relative to a binary TDM system with the same
average energy per component of the transmitted signal, the same transmission
rate, and the same error probability per channel as the system under test,
for O to 16 active channels in the sets B and C. Also shown are the relative
noise levels of the corresponding quaternary and 8-level bipolar TDM
systems for the same conditions as a binary TDM system, and as explained

in Section 3.4 .’

With the orthogonal set A at maximum capacity, for up to 10 channels
in set B, the sysfem is more attractive in terms of tolerance to additive
vhite Gaussian noise than conventicnal quaéernary TDM. The system is
also more attractive than 8-level TDM, when the sets‘A and B are fully
occcupied and there are up to about T channels in the orthogonal set C.
Figure 4.5-1 shows that a trade-off exists between the number of active

channels, and the tolerance to additive white Gaussian noise.
e

The confidence limits of Eqn. (3.5-3) may be applied to each test vhere
approximately 25 errors were counted for the orthogonal set A. Rather fewer
errors were ccunted for the sets B and C, the number depending on the number
of éctive channels in the sets.. However, because the additive white
Caussian noise affects the number of errors counted for each set equally,
itlis reasonable to accept 25 errors as an indication to the confidence
limits for an average errbr probability per channel of 0.003., The 95%
confidence limits are therefore 0.003 * 0.0012, or expressed in decibels

+0.37 and -0.49 on the measured value of relative noise level of Figure 4.5-1.
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Figure 4.5-1 System A3. Noise level for an error probability per channel of 0.003,

expressed in dB relative to a binary TDM system, for a varying nuiber
of channels in the corthogenal sets B and C .
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4.6  Assessment of System A3

The non-linear arrangement of System A3 described, capable of multi-
plexing up to three times the maximum number of orthogonal channels, is
most suitable when there are up to about 50% more channels than may be
multiplexed by conventional means, whether it be binary or quaternary TDM,
A trade-off exists between the number of active channels and the tolerance

to additive white Gaussian noise.

4.7 System Ak

Systems Al and A3 are arrangements involving a non-linear combination of
two and tﬂree sets of orthogonal signals respectively. The TDM elements are
orthogonal as are the TDM elements, but simultaneocusly transmitted TDM and
CDM elements are not orthogonal. As explained previously, a trade~off exists
between the number of channels in operation and the tolerance to additive
white Gaussian noise. System Al is an extension using the same techniques
whereby up to five times as many channels may be multiplexed, for a given
transmission path and signal eleﬁent rate per channel, than is possible with

orthogonal multiplexing using TDM or CDM alcne.

The transmitted sigral elements are arranged in separate groups'
comprising a single TDM orthogonal set and four CDM orthogonal sets.
At any time the total number of channels m may take any value from 0 to 5n,

where n is the maximum number of orthogonal TDM or CDM elements.

The TPM codewords which are used as the signal carriers for the n TDM
channels are given by the rows‘{Ai] of an n x n identity matrix as before.
" The complete set of n TDM codevwords will be referred to as the orthogonal

set A.
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The four sets of CDM codewords are given by the rows {Bi}; {Ci}, {Di}
and {Ei} of n ¥ n matrices, B,C,D and E, which are shown in Figure L4.7-1
for the particular case where a codeword contains 16 components. These
particular sets of codewords are used, so that after wmultiplexing, the
components corresponding to each element value of the various sets present
in the resultant transmitted ;ignal, interfere minimally. In the resultant
transmitted signal, the orthogonal set A element values correspond to 1
non-zero component, the orthogenal set B element values correspond to 2
nen-zero components, the orthogeral set C to 4 non-zero components, the
orthogonal set D to 8 non-zero compenents and the orthogonal set E to 16

non=—zZero components .

To avoid any unnecessary confusion, it is sufficient to say that the.
miltiplexing and demultiplexing arrangements are identical to System A3,
where only three orthogonal sets are combired. The detected element values
for each set are detected sequentially for each cycle of the iterative
detection process and error correction is performed by reconstituting

various signals from the detected element values of the previous cycle.

Tﬁis system has not been computer simulated due to the immense
complexity involved with five orthogonal sets. However, thé performance
of %his arrangement may be extrapolated from the results of System A3
shown in figure L.5-1, It is clear that although a trade-off exists
between the number of channels in operation and the tolerance to additive
white Gaussian noise, the incorperation of additional orthogenal sets only
reduces the relative advantage over conventional multilevel TDM'éystems,
having the same average energy per component of the transmitted signal.
When there are more than 3 times the maximur number of channels that may
be multiplexed orthegonally, there is littlg or no advantage in using this

system. System Ak therefore remains only an interesting extension using
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the basic techniques of Systems Al and A3.

4.8 Correlative coding scheme suitable for hardware implementation

" The multiplexing arrangement of System A3 previously described is
obviously complicated. This technique preduces the identical transmitted
gignal vector but in a different manner, and could be easily implemented

with digital integrated circuits.

The TDM codewords which are used as the signal carriers for the n
TDM channels are given by the rows {A,} of an n x n identity matrix as
i

before. They may be represented by the n-component row vector,

A, = 0 . . 0 a.. 0 . . 0" (4.8-1)

whoge ith component is 8y = 1.

‘The two sets of CDM codewords which are used as the remaining channel
carriers are given by the rows'{Bi} and'{Di} of n x n matrices B and D,
The matrix D differs from the matrix C used in System A3, because the
iﬁdividual set codewords are multiplied by the element values of that set
only, and then added linearly.. In System A3 the codewords of the orthogeonal
set B are multiplied by a non;linear combination of the element values from
the orthogonal set B, and the signal elements from the orthogenal set C.
It should be noted, however, that D = BC. The ith codewords from the

orthogonal sets B and D are given by the vectors,

*

B. = b. _15. . .+ Db. ~ (4,8-2)

(k.8-3)

. . » C
12 , in -
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and are shown in Figure &.8-1 for the particular case where n = 16.

The element value of the signal element in the ith of the n channels
whose codewords belong to the orthogonal set A, is X = +1 when a signal
is present, or X, = 0 when no signal is present. Similarly, the element
value of the signal element in the ith of the n channels whose codewords

belong to the orthogonal set B, 1 . = +1 when a signal is present, or
> i g P

v O when no signal is preéent. Similarly, for the orthogonal set D,

Zs

3 +1 when the ith signal is present, or 2; = 0 when no signal is

present. Let X,Y and Z be the n—compdnent row vectors with ith components

X5 ¥y and zy respectively,

At the transmitter, the coder and multiplexer combine the ccdewords
from the three orthogonal sets over.the pericd O to nT, to give the
resultant transmitted gignal. Each complete set.of codewords forming an
n x n matrix is modified, by sign changes of the components, according to
the element values of lower order sets, where set A is of lowest order.

The signal elements so formed are multiplied by the coinecident element
values of the corresponding sets, and added linearly to form the transmitted

signal.

The orthogonal set A codewords'{Ai} are multiplied by the corresponding
binary element valuesA{xi}, so that each codeword given by FEgn. (4.8-1) is
binary antipodal. The codewords are added linearly to give the n-component

vector,

XA (4.8-h)
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The components of the orthogonal set B codewords are modified by the
orthogonal set A element values as follows. If the jth element vealue of
the orthogonal set A, Xj is negative, then the components of the jth
column of matrix B are changed in sign. Let this give the modified n x n
matrix B of the set B elements. These elements {Bi} are multiplied by

the corresponding binary element values‘{yi}, which are then added linearly

to give the n—component vector,

YR (L4.8-5).

.

The components of the orthogonal set D codewords are modified by
both the orthogenal sets A and B element values as follows. If the jth
element value of the orthogonal set A, xj is negative, then the components
of the jth column of matrix D are changed in sipgn. Let this give the
modified n % n matrix D'. If the jih component of the orthogonal set B,
yj is negative, then the components of matrix-D| are changed in sign,
where the components are identified by the number j in the matrix M

shown in PFigure 4.8-2. For example, if = -1, then the components

V3
1 1 1
d3h » d?l . dTQ ete. are changed in sign. Let this give

t 1

1]
A3y » dgp 5 335

b
L]

) "
the modified n x n matrix D of the set D elements. These elements {Di}
are_multiplied by the corresponding binary element values'{zi}, and are

added linearly to give the n-component vector,

1t

7D (4.8-6)

. L]
The vector ¥YB (L4.8~5) is multiplied by a scalar f to determine the

mn

level of the signal elements of the orthogonal set B, Similarly, ZD

(4.8-6) is multiplied by the scalar g.



76

The n components of each of the three signal elements for the three
orthogonal sets are added linearly, to give the n-component resultant

transmitted signal vector,
1 "
S = XA+ £fYB + giD (4.8-7)

The multiplexing of System AL involving five orthcgonal sets of
signals may be similarly simplified using this technique. Different orthogonal
matrices are used, whose rows are codewords used as the channel carriers.
The matrix modifications depend on the lower order set element values, and

involve changes in sign only.
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CHAPTER 5

NON-LINEAR CODE-DIVISION MULTIPLEXING

‘5.1 Introduction

The technique of multiplexing is usually based on the orthogonality
of the channel carriers. The vaveforms of the carriers assigned to each
of the channels are such that, if fl(t) znd fg(t) are the carriers

assigned to channels 1 and j respectively, if i#j, then over the period

0 to T,

=

£ (8). £5(t) at = 0 - (5.1-1)

o

This condition is met in FDM and TDM systems by the use of
non-overlapping bands in the frequency and tiﬁe domains respectively.
Section 3.1 introduces linear code-division multiplexing systems in which
different channels are assigned orthogonzl codes which are multiplied by
the corresponding analogue signals. The demultiplexer recovers the data
for each channel by correlating the received signal with locally genrerated
codéwords, the correlation ccefficients being properticonal to the multiplexed

analogue signals.

For binary dats signals, such a process is wasteful, which enables the
data to be recovered correctly in both sign and magnitude, at least in the
absence of roise. Only the sign, for binary data is in reality necessary,

and the presence of other channels may be allowed to corrupt the magnitude
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of the received data signal. A non-linear code-division multiplex system
is one in which the transmitied signal is not a linear function of the

individual signal cogdes.

Titsworth56 in 1962 proposed a system in which tﬁe codewords, mulfiplied '
by the corresponding element wvalues are added linearly as before, only now,
the components of the transmitted signal are binary bipolar equal to *1, the
sign corresponding to that of the cémponents of the vector previously
obtained by the linear addition of the codewords. BRarrett and Karrans7
have developed a similar system which employs pseudo-random noise carriers
as the codewecrds, And correlation detection at the receiver. Such systems

are now knowvn as majority multiplex systems, from the prominent work in

this field by Gordon and Barrett of the Hatfield Polytechnic.

5.2 Gordon and Barrett

A system has been proposed vwhich exhibits a trade-off between the number
of active channels and the tolerance to additive white Gaussian nt:.’:i.'s,e?a_60
Two prototypes have been built using different methods of channel simulation,
but the multiplexing and demultiplexing techniques are identical. Figure
5.2;1 shows a block diagram of the majority multiplex system. The Walsh
functions used as the signal carriers for the different channels are given by
the n~1 component row vector‘{Ai} , forming an  {n-1)x(n-1) metrix A,
vhich consists of the first n Walsh functions with the first row and
column omitted. TFor the particular case where a codeword contains T components,

the matrix A is as below, and is the truncated form of an 8x8 matrix of the

first 8 Walsh functions.
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If the component values of the carriers of an individual sigrisl

1

n-1
elemert in the ith channel are given by U aij they can be represented

3=1
by the n-1 conmpenent row vector.

[ .
- . (5.2-1)
Ay = 8y 830 - ¢ Bj(na1)
The element value of the signal element in the ith of the n-1

channels Xs of the n-l c¢omponent row vector X, is Xy = 1, when
a signal is present in this channel, or x. = 0 vwhen no signal 1s present.

"The multiplexer multiplies the codewords {Ai} by the binary element
values {xi} to give the corresponding signal elements, which are added
linearly to give the n-l1 compenent vector XA. The ith component 85 of
the resultant transmitted signal vector S is given by 21, the selected sign
being the same as that of the ith COmﬁonent of XA, s0 that the transmitted
signal vect;r corresponding to the m coincident‘signal elements ig the

n—-1 compenent vector,

5 = signs (XA) ' (5.2-2)
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vhere the operator "signs" replaces each term of the vector XA by 1
corresponding to the sign of the components of XA. For an even number of
active channels, the ith component of XA may equal zero, for which the
operator signs cannot be applied. The multiplexing scheme is therefore

only valid for an odd number of active channels,

Two prototypes have been constructed and tested with different channel
simulators. In the first,sa white Gaussian noise is added to the transmitted
signal, which is passed through an active Uth order Butterworth low-pass filter,
with a 3 4B point of 2KHz. The transmission rate is 2.4 kilobits/sec.

The input of the demultiplexer slices the received signal, recovering the

binary waveform.

59
The second prototype channel simulator  uses a digital randcm—error

genergtor which introduces digitsl binary errors into the transmitted

signal stresm with a given probability of erreor. The generator

incorporates a set of random number generators, with bases of 10, § and 2,
Fach generator produces a random number for each component of the data signal.
If the set of random numbers fits a prescribed set of conditicns, an error

is dntroduced into the data stream. By varying the set of conditions it

is possible to introduce digital binary errors into the data signal with

any probability which may be expressed in terms of the numbers 10, 5 and 2.
Forninstance, error probabilities of 1 in.2, or 1 in EX107, or 1 in 5x10

may be introduced,

The demultiplexer correlates the received binary n-1 component
signal vector R with the identical truncated Walsh functions used in the
~;mu1ﬁip1exing process. The correlation detector multiplies the jth component
of R by the jth component of Ai for J = 1_ _ n-) and adds the product
to give the output signal (correlation coefficient) for each of the m

1 1
channels. The detected element values {xi } of the vector X are given
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by the signs of these output signals.

t

X = signs (RAT) {5.2-3)

A block diagram of the experimental arrangement is shown in Figure 5.2-2.

The results for the first pretotype using the additive whitelGéussian
noise channel simulator are shown in Figure 5.2-3. Also shown are the
theoretical curves for the error prbbability per channel against a variation
of signal/noice ratio for different numbers of active channels. The
signal/noise ratio was measured at the output of the channel simulator, the
signal and noilse energies being measured separately using a thermocouple
arrangement. An attenuator feeding the thermocouple was used to measure
the quantities, the attenvator being adjusted until the thermocouple gave
a standard reading. In this way the relative energies of the signal and
noise may be measured accurately. The error ra%es were measured by counting

a large number of errors, typically between 500 and 20,000, to obtain

" statistically significant results. For seven active channels, the

arrangement gives a performance approaching that of a conventional binary
TDM system, having the same average energy per component of the transmitted
signal, and the same transmission rate. At high signal/noise ratios, with
one active channel only, the tolefance to noise increases by about 73 4B
relative to 1 active channel,

The results using the digital random error-generator channel simulator
of the seccnd prototype are shovm in Figure 5.2-4, Experimental and
theoretical curves show the detected glement value error prcbability per
channel against the transmission error probability for different numbers of
active channels. For less than the maximum number of channels in operation,

a significant reduction in the element value error probability per channel
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is obtained compared to the introduced digital binary errors in the data
sigral. For example, for one active channel, the element value error
probability per channel is about 10_6 for a digital binary error probability

in the data signal of 10"2.

Thé advantages of this system are twofold. When the system is not
operated at maximum capdcity? tﬁe data 1s redundantly encoded, and a
considerable measure of error correctilon takes place without additional
circuitry, this correction taking place quite automatically as a result of
the encoding and correlation detection in the demultiplexing process.

Thus a trade—off exists between the number of channels in operation at any

time and the tolerance to additive white Gaussian noise of the data signal.

The second advantage is that the transmitted signal is binary, which

simplifieg the design of any repeater equipment that may exist.

However, there are several disadvantages. The coding scheme is
gnly valid for a codeword length n-1 of 7 or 3 components, accommodating a
maximum capacity of 7 and 3 channels only. It has been shown62 that there
are no matrices vwhich provide any improvement over this, and it is merely
fortuitous that the Walsh matrix majority multiplexing‘scheme works at all.
As explained, only an odd number of active channels may be multiplexed.

For an even number of active channels, a dummy signal representing an

additional channel must be introduced.

An extension to Gordon and Barrett's majority multiplexing scheme has
been proposed by Hashim63 to enable more than T channels to be simultaneocusly
multiplexed. The total number of channels must be a multiple of 3 or 7.
‘Different groups of codewords are interleaved, each group using majority

multiplexing independently of the others. For a tfew channels in operation

only, each channel may use several codewords, one from each independent group,
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the element values being detected from the sum of the correlation detector
outputs for each group.

Gordon and Barrett have more recently proposed a group multiplexing
system by concatenation, in which the outputs of several independent
multiplexers form the input to another multiplexer. In this way, larger,

more powerful error correcting groups are formed. The results are given

in reference (61}.
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CHAPTER 6

A CODE-DIVISION MULTIPLEX SYSTEM USING AN

ADAPTIVE WALSH FUNCTION CODING SCHEME

6.1 Introduction

From the previously discussed proposed systems, three factors appear

significant in an arrangement that uses the available power and bandwidth

optimaelly to give the best possible tolerance to noise.

a) A conventional binary TDM system whose individual channels occupy

b)

one component of the transmitted signal group only, énd vhose
element values are statistically independent, 1s considered optimum
when all channels are in operation and the sys£em is used at
maximum capacity. For this condition no alternative arrangement

will give a superior tolerance to sdditive white Gaussian noise,

A CDM system whose individual channels are éssigned reference

carriers with components spread over the entire element period,
is optimum for the particular case when one channel only is in
operation. The transmitted signal is binary antipodal, and the

selected channel has exelusive use of the entire bandwidth.

For a good tolerance to noise performance, equality is necessary
between the peak component energy and the average transmitted
enérgy. This is because tﬁe transmitted energy per component
increases with the sguare of the component emplitude, whereas

the tolerance to noise inereases linearly. Thus large peak energles
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are not beneficial. Also, for transmitted signal components of
equal amplitude, additional orthogonal sets of signals may be added
in & similar fashion to multilevel TDM, where the compenents of

an edditional orthogonal set are added to the previous orthogonal

set at half the amplitude,

An optimum multiplexing arrengement wouldigenerate a transmitted signal
similar to a CDM codeword and TDM, for minimum and maximum capacities
respectively, and changing gradually from one arrangement to the cther as
the number of channels increases. The utilisation of available power could

then be optimum (best possible arrangement) at all times.

A necessary requirement is also a demultiplexing arrangement whose
operation is uncomplicated, fast and whose performance matches up to the
optimum detection process. This detector minimises the probabillity of error
(thet is, the probability of one or more element errors) in the detection of

the element values of a group.

The following two cleosely related multiplexing arrangements C and D,
fullil the conditions previously outlined. These arrangements use an adaptive
ceding scheme, such that the transmitted signal automatically adjusts itself
to the number of multiplexed channels. In so doing, the tolerance to
additive white Gaussian noise of the transmitted signal over the
communication link is improved, relatiﬁe to the corresponding TDM system,
for any number of channels. The_technique is capable of multiplexing any
number of signals, quasi-orthogonally, up to the maximum number of signal
elements over an element period of nT seconds. The number of signals
multiplexed may exceed the maximun nﬁmber of orthogonal multiplexed signals
-uéi;é a mulﬁilevel transmitted signal, in which the tolerance to noise
deteriorates slowly as the number of channels increases. Thus, a trade-off

exlsts between the number of channels transmitted and the tolerance to
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additive noise.

6.2 The multiplexing errangement C

The multiplexing procedure is based on a non-linear combination of Walsh
funétions which are used as the signal carriers for the different channels.
The Walsh functions are given by the n-component row vectors {Ai}, forming
the roﬁs of the n x n matrix A. For the particular case where a codeword

or signal element contains 8 components, the matrix A is as below.

If the component values of the carriers of an individual sigral element
- ‘n
in the ith charnel are given by U aij’ they can be represented by the

J=1
n~-component vector,

i i1 %2 v 0 Bn _(6'2_1)

The element value of the signal element‘in the ith of the n channels
X; s of the n—component vector X, is X, = +1 when a signal is present in

this channel, or X5 = 0 when no signal is present.
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It is assumed that the m{xi} for the m channels in use are
statisticelly independent and equally likely to have either binary value.
These {xi} are not necessarily the first m of the n{xi}, but may be any of

the n{xi}.

The coder and multiplexer (Figure 2.1-1) combine the codewords of the
different channels as follows. For each integer J in the range 1 to n,
if xj‘= +1, set aij to zero for each 1 # j, and leave ajj unchanged.
For x. =0, leave aij unchanged for each i, The modified matrix of

1
codewords is given by A .

The modified éodewords {A;} are now multiplied by the binary element
values {xi} to give the corresponding signai elements, which are added
linearly to give the n-component vector XA'. This is the transmitted signal
vector corresponding to the m coincldent signal elements, and is given by

the n components s: of the vector 5.
S = XA (6.2-2)

The transmitted signal components are multilevel, whose amplitude may take
any integer value up to #m. The fector S may be considered to contain two
types of components, "independent"rand "erey" components. An independent
component 54 is one which depends only on the element value of the signal in

1
the ith channel, so that S; = Xs @ ... 8, has no component from any
&£

ii
other channels. A grey component is dependent on the element values of the
signals in all the channels in use. For tvo channels in operation, when

n =8, there are two independent components and six grey components, whereas

for 8 channels in use, there are no grey components at all.



In the model of the system, white Gaussian noise with two sided power

spectral density o? is added to the transmitted signal at the output of the
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transmission path, giving the Gaussian waveform w(t) added to the transmitted

signal at the output of the receiver filter.

The signal at the output of the receiver filter over the duration of
a single group of coincident signal elements, is sampled at regular time

intervals of T seconds to give the n-component receiver vector,

R=S+W (6.2-3).

where S and W are n-component vectors, and the {Wi} are sample values of
statistically indepenéent Gaussian random varisbles with zero mean and

variance o2.

From Egqns. (6.2-2) and (6.2-3),

R=3XA +W | (6.2-4)

6.3 The multiplexing arrangement D

" This arrangement is similar to the multiplexing arrangement C, only
now the multiplexing includes a non-linear majority logic multiplexing

operation,

The channel carriers are given by the rows of the n X n Walsh function

matrix A, and the channel element values by the components'{xi} of the

n—-cemponent vector X, as in Section 6.2 |
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The coder and multiplexer combine the codewords ‘of the different
channels as before. TFor each integer j in the range 1 to n, if
xj = %1, get aij to zero for each i# j, and leave ajj unchanged.

For Xj = 0, leave a3 unchanged for each i, The modified matrix of

1
codewords is given by A .

The modified codewords {A;} are now multiplied by the binary element
values {xi} to give the corresponding signal elements, which are added
linearly to give the n—-component vector XA'. The ith component s, of the
resultant transmitted signal vector 8 is given by %1, the selected sign
being the same as %hat of the ith component of XA', o0 that the transmitted
signal wvector corresponding to the m coincident signal elements is the

n-component vector,

i
S = signs (XA ) (6.3-1)
. 1
vhere the operator "signs" replaces each term of the vector XA by 1.
L]
corresponding to the sign of the components of XA . However, if the ith
!
component of ¥4 1s zero, then the ith component orf S, 85 is set to zero.

The transmitted signal so formed 1s ternary. From Eqns. (6.3-1) and

(6.2-3),

"R = signs(XA|) + W , (6.3-2)

6.4 The multiplexing of more channels than may be multiplexed orthogonally

The multiplexing érrangements C and D may be extended to the
multiplexing of more than the maximum number of channels that may be

multiplexed orthogonally, by dividing the total number of channels into
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distinet sets. The following coding scheme applies equally to the
srrangements C and D, although arrangement C requires a rather more

complicated demuitiplexing process.

Let the set A contain n channels, where n is the maximum number of

orthogonal channels (equal to the number of signal elements),*over an element

period of nT seconds, and the set B an additional m channels, where m ¢ n.
Fach set of channel element values {xi] and {yi} for the sets A and B
respectively, are multiplexed completely separately using the same set of

Walsh function codewerds, to form two n—component vectors 8, and S for

A B’

the sets A ard B. The multiplexing of a single set has been described in

sections 6.2 and 6.3, The vector SB is multiplied by a scalar vhose value

is positive and equal to ¢, and determines the level of the signal elements

of SB'

The n components of the vector S, are now combined non-linearly with

A

the n compenents of the vector cSB as follows. . For each integer

J» =1 _.n, if the jth component of SA is negative, then the sign of
the jth compenent of cSB is reversed. The jth components are now added

linearly to give the jth component of the transmitted signal S.

5=5, + signs(SA) (¢S (6.4-1)

g

The reason for using a non—linear operation, rather than a linear one,

lies in the detection process, in which the set B clement values may now

be detected without prior knowledge of the detected element values of set A.

Thus, errors in the debection of the element values of set A do not affect’
_ the detection ol the set B element values as would occur with a linear
coding scheme. The probability of correct detection of the element values

15 thus increased.
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* As in Section (.2 the received n-component vector is,
R=8S+W (6.4-2)

At the receiver the two sets of signal elements are separated, and
demultiplexed iﬁdependently as & set of 1 to n channels only. The
demultiplexing processes vary in complexity and performance and are described

in Chapters 7 and 8,

Because the individual compeonents of the vectors SA and SB are 1 or

0 for arrangement D, and multilevel for arrangement C, two different

techniques are used for the separation of the set A and set B signals.

The demultiplexing of the received signals for arrangement C is
performed using an iterative process of two cycles shown in Figure 6.4-1,
In the first cycle the set A signals are demuliiplexed and detectéd from the
n components‘{ri} of the vector R. The set B signals are demultiplexed and

' _
detected from the n-component vecter R , whose ith component is,
L= i 6.4
r, = fri[ -1 i=1_._n (6.4-3)

This operation effectively nullifies the non-linear "signs" operation

in the multiplexing of the two vectors S

, and Sp (Eon., 6.4-1), where each

. . ¥ . 1
component of 5, is #1., The element values {xi] and {yi} are detected for

the sets A and B respectively.

In the second cycle of the iterative detection process, new estimates
are made of the detccted element values. Under noiseless conditions,
element values detected incorrectly in the first eycle are now corrected. :
The reason for incorrectly detected element values in the first cycle can

be seen by referring to Egn. {6.4-1), that is,
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e Detected element
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1
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Figure 6.%~1 Arrangement C. Block disgram for the

separation of two sets of signals.
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= ] g 5
.8 SA + S¢gnu(SA) (CQB)

For n channels in set A, the components of S, are independent, and

A

the information corresponding to the ith channel is contained in the ith

- component of SA alone. If the ith component of the term cSB'has a value

more negative than -1, then, irrespective of whether the ith component
of SA is +1, the sign of the ith component of 8 will be of opposite sign

to the 1th component of SA'
In the second cycle, the element values are again detected, but the

vector cSB is examined for components more negative than -1, by

1 t
Vreconstituting the vector cSB from the element values {yi} of the vector ¥

previously obtained for set B. Let D be the n~component vector equal to

c8y with components‘{di}.

oY A | (6.4-1)

"
vhere the matrix A corresponds to the modified matrix of codewords for the

. 1
element values {yi}.

. !
The set A element wvalues {xi} remaln unchanged, except when di is more

1 L]
negative than -1, when the component Xy is detected as Xy

The sign of each s is now made positive, except for the-{ri}
vhose corresponding'{di} are more negative than -1. The siguns of these'{ri}
are made negative., The value of 1 is subtracted from each of the components
!

to give the new n-component vector R , which is used for the detection of the .

set B element values.

I3

Under noisy conditions some error correction takes place



depending on the noise components of the vector W.

The separation of the two sets of signals for the multiplexing
asrrangement D is performed in a single operatiocn, shown in Figure 6.4-2.
The set A element values are demultiplexed and detected from the n components
{ri} of the vecteor R. The set B element values are demultiplexed and detected

¥
from the n-component vector R , whose ith component is,

1 _._n (6.4-5) -

L

1
r, = |r.] -1 i
i i

The actual demultiplexing processes vary in complexity and performance and
are described in Chapter 8. Not only dces majority multiplexing at the
transmitter (arrangement D)} produce a relatively simple transmitted signal,
that is ternary, but the separation of the éignal sets is comparatively

trivial.

For arransements C and D, when two sets both containing n channels are
in operation, an additional third set of signals may be incorporated using
the same principle aé for two sets. The separations of more than two.sets
also follows similar lines, where each individual set is demultiplexed

completely separately.
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Received signal Detected element
vector R Demultiplexing | values for Set A
» and detection |feee——gam Xl
process

Detected elems

! Demultiplexing | values for Set

and detection |rmem————3 Y'
process

Figure 6.4-2 Arrangement D. Block diagram for the separation of

two sets of signals.



CHAPTER T

’

DETECTICN PROCESSES FOR THE MULTIPLEXING ARRANGEMENT C

7.1 Detection process 1

A useful upper performance bound to a system is provided by the
optimum detection process. It has been shown that when the transmitted
signal clements are statistically independent and equally likely to take
either binary value, the detector which minimises the probability of error
(that is the probability of one or more eleﬁent errors) in the detection of
m elements of a . group, is the detector that determines which of the 2"
possible transmitted signal vectors is at the minimum distance from the

received vector R,. in the n~dimensional Euclidean vector space containing
11,26,38
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R. The detector knows the exact positions of each possible transmitted

signal in the vector space. At high signal/noise ratios, this detection
process also minimises the preobability of error in the detecticn of any one

of the m elements in a greoup corresponding to the m channels in coperation.

The detection process cannot be implemented by a linear network
followed by the appropriate decision thresholds, but is best performed by
an iterative process as follows. The receiver generates in turn the vectors
{8} where 8 = XA from Ign. (6.2-2), correspon&ing to the different
combinations of the elémentlvalues {xi} of the m signal elements in a group.
The receiver has prior knowledge of which m out of the n channels are in
operation. The components of R are stéred tﬂroughout the detection process

for a group of n signal elements. The first vector § from the o™ possible

vectors is subtracted from the received wvector R. The components of the
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difference vector are squared and added, to give the square of the distance

between the vector R and the generated vectér 3.
(7.1-1)

where d is the distance between the vectors R and S, In the first subtracticn
process, the distance measure de, together with the associated vector X

are stered. In subsequent subtraction processes no action is taken, unless
the value of d2 is smaller than that stored. When this occurs, the new d2
together with the associated vector X, replace those stored. Thus, at the
end of the detection pfocess, the receiver has the vector X which minimises
the distance between S and R and takes this vector X to give the detected
element values {xi} of the m multiplexed channels in the received group.
Since the separate operations in the detection process are carried cut
sequentially, they éan be performed ﬁy a simple piece of equipment.

However, beéause of the very large number of sequential operations required
vhen there are more than a few multiplexed channels.in a group, this process

is of limited value.

The n—-dimensional vector space may be divided into o™ decision
regions separated by decision boundaries. These decision boundaries are
hyperplanes which perpendiculariy bisect the lines Joining the different
sigﬁal vectors {S} in the n—dimenéional vector space containing the received
vector R. The distance of any signal point to a decision boundary is half
the distance between the two signal points separated by the decision boundary.
Figure T.1-1 shows the particular case where the two dimensional.vector space
is divided into four decision regions corresponding to four pessible
transmitted signals 8 |

-~
1 to oh.

From Egn. (6.2-3) R=8+VW
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Figure T7.1-1

Decision regions and decision boundaries
for the optimum detection process, for
four possible transmitted signals in

two dimensional vector space.
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where W is the n-component noise vector whose projection on to any direction
of the n-dimensional vector space 1s a somple value of a Gaussian random
variable with zero mean and variance 2. The probability of error in the

detection of Si from R may be deduced with the aid of the following diagranm.

5

Ot

d 52
O

Decision boundary

When S. ( = S, or SE) is received in the presence of the noise vector
W, it is wrongly detected if R is on the opposite side of the decision
boundary to Si' The prcbability of this cccurring is that the orthegonal

projection of W on to a line joining S, and 5, has a value greater than d

1
in the direction from S, to the decision boundary. Noise components in
directions parallel to the decigion boundary cannot produce errors, nor do

they affect the error probability. Thus, the probability of an error in the

detection of Si’ whether 1 =1or 2 is,

2
p= 2 exp (%z) aw {(7.1-2)
2To
a
= _ exp'bjgﬁ dw
J o
a/o
I - S
= Q (0) , (1.1 3)_
1 -x2
vhere Q (n) = ——  eXp (—5"0 dx
vor
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d 1s the distance from Sl and 82 to the decision boundary. . The @ function,
or varicton of the element error probability with d/¢ has been widely
~ tabulated and is shown in Appendix ALl. The result applies for any value of

n, so long as the Gaussian noise sample of zero mean and variance o2 are

statistically independent.

In the general case vhere k decision boundaries exist, the total
probability of error is eblemielyy the sum of the k individual probabilities
of error, due Lo the verious distonces to the decision boundary.

k d.
i

< Tl (7.1-4)
1= - .

At high signal/noise ratios with additive white Gaussian noise, even a very
small. increase in the distance to a decisioq boundary produces a considerable
reduction in the corresponding probability of error {Appendix Ai). Thus, the
probability cf error is effectively determiﬁed by thé nearest decisicn
boundary, the remaining boundaries having in compariscn a very small effect

on the probability of error,

Fn q?mnuhdﬁ'upper bound is given by the value of Py for the smallest di.
Let the minimum value of di be d, and the corresponding value of P; be p.
Then at high signal/noise ratios, the average element error probability is

equal to the probability of error and is approximately equal to,

p=0a(% (7.1-5)

7.2 Computer simulation tests

A genersl description of the compuber tests performed and the confidence
limits relating to the results obtained have been given in Sections 3.4 and
3.5. In particular, these tests, for systems Cl, C2 and D1 to DY simulate

the multiplexing and demultiplexing of between 1 and § channels. Between
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10000 and 1500 signal groups ﬁre'transmitted for 1 to 8 active channels,
such that about 30 errors are obtained for an error probability of 0.003
per channel. For e;ery test the veriance of the additive white Gaussian
noise samples o2, introduced into the transmission path was adjusted to give

an error probability per channel of 0.003.

From (3.5-3), the 95% confidence limits in the value of p are given by,

+ p (7.2-1)

2
Ve

vwhere the limits are expressed as deviation from the given value of element
value error probability per channel p, and e is the total number of errors
counted. Table T.2-1l summarises the test details and shows the 95% confidence
limits, expressed as deviation from the value of p, and alsc expressed in
decibels as deviation from the given value of noise level obtained. These

results apply to all systems Cl to Dk.

For each system, the noise level expressed in decibels for the same
given error probability of 0.003 is compared relative to a conventional
binary TDM system {with components of amplitude #1), having the same
transmission rate. For systems Cl and €2, the transmitted signal is
multilevel, The average energy per component of the transmitted signal has
hon. gero
been normalised to unity, so that it bas the same average energy as afcomponent

in the TDM system., For systems D1 to D4, the transmitted signal components

are gilven by *1 or 0.

7.3 Results of computer simulation tests for System CL

The results of compubter simulation tests (outlined in Section 7.2)

for System Cl are shown in Figure 7.3-1. Although as discussed in Section 6.1,



Number of Total no. Total no. Error 95% confidence limits
active of groups of errors probability
channels transmitted counted per channel expressed as of ¢ expressed
m e )} deviation from in dB as deviaticn
the given value from the given
of p value of ¢
1 10000 30 0.C03 + 0,0011
2 5000 30 0.003 * 0.0011
3 3000 27 0.003 + 0.0012
All approximately
I 2500 30 0.003 + 0.0011 +0.35
_ - 0.h
5 2000 30 0.003 + 0.0011 2
6 1500 27 0.003 + 0.0012
T 1500 31 0.003 + 0.0011
8 1500 36 0.003 + 0.0010

Table T7.2-1 Summary of test details and 95% confidence limits

90T
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System Cl

Binary TDM

Figure T7.3-1

-t
-

Number of active channels

System Cl. DNoise level for an error probability
per channel of 0.003, expressed in dB relative to

a binary TDM system for a varying number of active

channels.
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the multiplexing arrangement is optimum for 1 and 8 channels in operation,
its performance is inferior to that of a conventional binary TDM system for

6 or T active channels.

The theoretical performance has been evaluated using an entirely
separate computer program. This program calculates the distance 1in
n-dimensional Euclidean vector space between each possible transmitted signal
vector, and all other possible o™ transmitted signal vectors for a given
number of active channels m. The average number of signals at various
distances is caleulated. Using Ean. (7.1-%), the variance of the additive

vhite Gaussian noise samples o?

is calculated for an error probability per
channel of 0.003, and from this the relative noise level compared to a
conventional binary TDM system with the same average energy per component of

the transmitted signsl.

Table T7.3-1 shows the theoretical and computer simulation results,
together with the 95% confidence limits expressed in decibels as deviation
from the relative noise level corresponding to the given value of o.
The results lying outside the confidence limits are explained by the degree
- of dependence between the individual element errors in a group in the detection
precess, The effect of this dependence is to reduce the nurber of independent
errors obtained in & test, and hence the confidence limits should be rather

wider than the simplified theory gives (Section 3.5).

The multiplexing and demultiplexing arrangements for more channels than
may be multiplexed orthogonally has been described in Sectiom 6.4. Computer
simulation results for such a system using the optimum detection process
_are.shown in Figure 7.3-2. Also shéwn ig the relative noise level of the
corresponding quaternary TDM system. Both binary and quaternary TDM systems

have the same average energy per component of the transmitted signal, the



Noice level for an error probability per channel
Number of of 0.003, expressed in 4B relative to a binary 55% confidence limits
active TDM systen. of o, expressed in @B
channels - as deviation from the
given value of ¢
Theoretical Computer simulation
1 9.05 9.05
2 6.08 6'07
3 h.ob _ .
_ 399 A1l approximately
i 2.53 : 2.58 + 0.35
- - 0.45
5 0.55 0.L9
6 -0.08 -0.49
T —0.L6 -2.37
B 0.00 0.00

Table T.3-1 System Cl. Theoretical and computer simulation results

60T
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Figure 7.3-2 System Cl. The multiplexing of two signal sets.

Noige level for an error probability per channel of
0.003 expressed in decibels relative to a binary

TOM system for a varying numwber of active channels.
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same transmission rate and the same error probubility per channel as
explained in Section 3.h. Channels in the second set are not used until the

first set channels are all in operaticn.

7.4 Detection process 2

The process of correlation or matched filter detection is well
established in the field of orthogonal signal elements, and like the
optimum detection process, at high signal/noise ratios, minimises the error
probability per channel of the individual recieved elements. The detection
maxinises the ratio of the energy level of the wanted signal, to the
average energy level of the noise components. The received signal vector R
islfed to a set of correlation detectors matched to the orthogonal codewords,
and the correlation coefficients obtained give the sign of the received data
in each channel. A modification of this standard technigue using an iterative
process enables gquasi-orthogonal signal elementé of the multiplexing

arrangenent C to be detected.

The receiver has prior knowledge of which m out of the n possible channels
are in operation. The n—component codewords {Ai} co?responding to those
m channels are modified appropriately, as was perforred in the multiplexing
process, as follows. For each codeword Ai, for each integer ) in the range
l+to n, if xj = ii, set aij to zero for each i #3, and leave ajj
unchanged. ¥For x. = 0, leave aij unchanged for each i. This results in

dJ

L
the modified matrix of codewords given by A .
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In the first e¢ycle of the iterative process, the n~component received
signal vector R is fed to the m correlstion detectors matched to the
codewords {A;} for those m channels in operation. A single element value
x; is detected from the sign of the correlation coefficient having the largest
mnodwlus. TFhe other m—1l clement values {x;} remain undetected. The

t
.n components of the codeword Ai corresponding to the detected element value

! 1
X, are multiplied by X4 and subtracted from the n components of the
received signal vector R, to give the modified n-~component received signal

!
vector R .

In thé second cycle of the iterative detection process, the modified
received signal vector R ig fed to the m-1 correlﬁtion detectors matched to
the m-1 codewords {A;}, for the m-1 undetected element values., A second
element value x; is detected from the sign of the correlation coefficient
having the largest modulus. The other m-2 element values {x;} remain
undetected. The n components of the codeword A; corresponding to the
previcusly detected element value x; are nultiplied by x;, and subtracted
from the n components of the modified received signal vector R', to give a

n
nevw modified received signal vector R .

Subsequent cycles follow using one fewer correlaticn detectérs in each
eycle until all m element values are detected. In this way, those signal
elements of the transmitited sighal which feceive the least interchannel
interference are detected first, and when cancelled from the received signal,

enable other clement values to be detected with a lower probability of error.
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7.5 Results of computer simulation tests for System C2

This system, using the previously described demultiplexing arrangement,
has been tested by computer simulation under identical conditicns to
System C1 (outlined in Section 7.2)., The results for both Systems Cl and
C2 are shown in Figure T7.5~1. There is negligible difference between the
performance for the correlation and cancellation technique and the optimum

detection process. The confidence limits are given in Table T7.2-1

7.6  Assessment of Systems Cl and C2

Detection process 2, using a correlstion and cancellation technique,
shows that a performance egual to the optimum may be achieved using very
simple iterative equipment. Only m seguential operations are required
compared to 2" for the optimum detector. However, even the optimum
performance is below that of the corresponding conventional binary TDM
system for the same trdﬁsmission rate, and with the same average ehnergy per
cémponent of the transmitted signal, for 6 or 7 active channels. The number
of channels may exceed the maximumm number of orthogonal multiplexed chahnels
using a second set of signals. Even with the optimum detection process, the
performance with 8 channels in the first set and between 4 and 7 channels in
the second set, yields a very inferior performance compared to the
corresponding quaternary TDM system, with the same average energy per component
of the transmitted signal. The separation of the two signal sets described
in Section 6.4 is obviously fairly complicated, and for these reasons the

multiplexing arrangement C is not further investigated.
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System C2

Figure T.5-1

-

Number of active channels

System C2., Noise level for an error probability
per channel of 0.003, expressed in 4B relative to
a binary TDM system, for a varying number of active

channels.
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CHAPTER 8

DETECTION PROCLESSES FOR THE MULTIPLEXING ARRANGEMENT D

8.1 Detection process 1

The optimum detection process described in Section 7.1, gives an upper
performance bound to a system irrespective of the multiplexing arrangement.
Thig detector.minimises the probability of error (that is the probability
of one or more element errors) in the detection of the m elements in a
group, by determining which of the o possible transmitted signal vectors
{8} is at the minimum distance from the received vector R, in the
n-dimensional Fuclidean vector space containing R. System D1 uses this

optimum detection process for the multiplexing arrangement D.

8.2 Results of computer simulation tests for System D1

The results of computer simulation tests {outlined in Section 7.2)
are shown in Figure 8.2-1. The transmitted signal amplitude is given
by 1 or O, so that it has the seme maximum energy per component of ﬁhe
“transmitted signal as a conventional binary TDM system with components equal
to #1. For 2,4 or 6 chaﬁnels in operation, zero components in the transmitted
signal cause a degradationrof the system performance as shown in Figure
8.2-1, due to the reduced average enérgy perlcomponent of the transmitted

signal.
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System D1
The optimum detection process

Binary TDM

Figure 8.2-1

Number of active channels

System D1.. Noise level for an error probability
per channel of 0.003, expressed in dB relative to
a binary TDM system, for a varying number of active

channels.



117

The theoretical optimum performance has been calculated by considering
the distances in n-dimensional Euclidean vector space, between the o™

signal vectors for m active channels, as described in Section T.2.

Assuming independent errors, the 95% confidence limits in the value

of p are given by,

+ P (8.2-1)

2
Ve
where the limits are expressed as deviation from the given value of element
value error probability per channel p, and e is the total number of errors
counted. In a test with orthogonal or gquasi-orthogonal groups of signals
there may be a degree of dependence between the individual element errors of
a group in the detection process. The result of this dependence is to reduce
the number of independent errors obtained in a test and so to widen the
confidence limits. Thus e of (8.2-1) does not'represent the effective

nunber of errors, and therefore gives only an indication as to the confidence
limits. To zssess the degree of dependence between errors of the sanme
received signal group, additional tests have been performed. Each

individuél test with ﬁ active channels was repeated several times using
differeﬁt random noise sequences. If the total number of errors counted

for each test is €15 €y -

er, for r successive tests, then the mean
t and standard deviation n of the total number of errors counted are
. 80
given by,
r .
u = Loroe : “(8.2-2)
r . 1 ‘
i=1
b 1
- 1 - )2 32 -
n={(23 2 (ey = w) ) | (8.2-3)
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From (3.5-2} the 95% confidence limits in the value of p are given by,
£ 2N 4 (8.2-4)
i
where the limits are expressed as deviation from the given value of element
value error probability per channrel p. For one and eight active channels
the signals are independent and the confidence limits given by (8.2-1)

end (8.2-4) should agree. TFor several active channels some divergernce is

expected.

Table 8.2-1 summarises the theorefical and computer simulation results
together with the confidence limits assuming independent and dependent errors.
The confidence limits are expressed in deciﬁels, as deviation from the value
of o, expressed in decibels relative to a conventional binary TDM systenm,
with components #1, and having the same transmission rate and error

probability per channel.

Figure 8.2-2 shows theoretical curves of error preobability per channel
against signal/noise ratio expressed in decibels, for different numbers of
multiplexed signals. For eight channels in operation the individual signal
components are independent and equally likely to take either binary value,
giviﬁg the femiliar Q function curve (Appendix Al). Fewer channels in
operation correspond to an appropriate sideways shift of this curve.
Additional computer simulation tests, besides those for an error probability
per channel of 0.003 give good agreement with the corresponding theoretical

curves.

The number of signals multiplexed may exceed the maximum number of
orthogonal multiplexed signals as described in Section 6.4. Computer
simulation results-for the multiplexing of two signal sets and using the

optimum detection process, are shown in Figure 8.2-3., Also shown are the



Noise level for an error probability
per channel of 0.C03, expressed in dB

95% confidence limits of ¢
expressed in 4B as deviation

Numb§r of relative to a binary TDM system from the given value of ¢
active
channels 2
Thecretical Computer simulation Independent —p Depsndent — p
errors Ve errors
1 9.03 9.05 + 0.39
~ 0.51
2 3.97 4.05 + 0.52
3. 5.03 L.4o + 0,62
- 1.03
4 2.29 2.38 A1l approximately + 0.37
- 0.50
. + 0.35
5 1.3k 1.10 - 0.ks +  0.47
' - 0.68
6 0.92 1.12 + 0.h2
- 0.55
T 0.27 0.37 + 0.50
- 0.81
8 0.00 0.00 + 0.32
-~ 0.
System D1. Thecretical and computer simulation results

Table 8.2-1

6TT
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active channels

Signal/noise in dB

Figure 8.2-2 System D1. Theoretical error probability per

charnel against sigral/noise ratio in decibels,

for different numbers of multiplexed channels.



Figure 8.2-3

Noise level in 4B, relative to a binary TDM system
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System D1. The multiplexing of two signal sets.

Noise level for an error probability per channel of

0.003, expressed in @B relative to a binary TDM system,

for a varying number of channels., The average energy
per comporient of the transmitted signal is here

normalised to unity.
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corresponding TDM systems. Both binary and quaternary TDM systems here have
the same average enerpgy per cormponent {egual to unity) of the transmitted
signal, the same transmission rate and the same error probability per channel
of 0.003 as explained in Section 3.4. The average energy per component of
the.transmitted signal of the gystem under test has Leen normalised to unity
(Figure 8.2-3 only), so that it has the same a&erage energy as a component
in the TDM systems. Channels in the second set are not used until the first

set channels are all in operation.

8.3 Detection process 2

The optimum detection process (Section-T.1) uses all possible transmitted
signal vectors {S} in the detection of the m multiplexed element values in a
group. The iterative detection procesé involves a vast number of sequential
operations (Em) which becomes impracticel for values of m greater than sbout

8 to 10.

This null-zone detectlon process, System D2, requires substantially
fewer sequential operations by applying the optimum detection process to a
carefully selected subset of the total number of possible transmitted signal

vectors.

. The n-component transmitted signal vector S 1s composed of m binary
independent components, and n-m ternary grey components, for m active channels,
An independent component 55 is one which depends only on ﬁhe element value of
the signal in the ith ¢hannel so that 5; = Xy a4s, 8; has no.component
from any other channels. However, in the detectioﬂ of Xss all the grey
components are a contributing factor. The ith detected element value xi
may be detected from the ith component of the received signal vector R alone,

and is given by,



J

X, = a8y, 51gn (ri) ‘ (8.3-1)
and provided the received component re is not corrupted in sign, correct

detection results.

Censider a single recéived component ry of the vector R where
P T and W iz a Gausslan noise sample of zero mean gnd variance
o2, Figure.8.3—l () shows the signal plus noise probability dénsity
functions, qu a single component s; which may take either binary valus #1
and are equiprobable. The probability of receiving Ty given s; is dervabte
fom the curve p(ri/sz). With a single decicion boundary eguidistant
from s; and s;, s; is detected from the sign of r. with a probability of
error given by,

o

2

1 T
—— exp {~ = }dr
- V2rg? 2o

]_l

= Q (-f;) ' | | (8.3-2)

and will yield the best estimate of = provided no additional information

from other components is available,

Figure 8.3-1 (b) shows the same probability density functions, but
with two symmetrical decision bouﬁdaries or threshold levels separated by a
null-zone of width 2d. If the ith received sigral component of the vector R,
ri; ig greater than +4, 1:'hen.s':.L ié detected asg s;, with as small an error

probability.-as is required, depending on the value of threshold level d.

[en)
. 1 o ure )
o =g = = exp () ar
Y2rg2 20
1+d

"
Q (224 (8.3-3)

H
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) 1
In this detection process, if ]ri[ > d then x; igs detected from the ith
component of R,

X, = a.. sign (ri) (8.3-4)

For those components'lri[ < d, an uncertainty exists as to whether s. or
+ . . . . . ‘
si was transmitted and the optimum detection process 1s applied to beth

combinations.

The receiver generates in turn each of the vectors {S} where
S = signs (XA) from Egn. (6.3-1), corresponding to the different combinations
of element values, of the undetected signal elements (|ri| < d) in
a group of received signals, the detected element wvalues C]ri| > a)
remaining unchanged. The distances between the vectors {S} and the received
siénal vector R are calculated itefatively as for the optimum detection

process, and that having the minimum distance gives the detected element

. 1
values {xi} cf the m signal elements in the received group.

The value of threshold level @ is selected such that the probability of
1
incorrectly detecting X5 when ]ril > d, 1is very small., This probability
is & =R (Egn. B8.3-3). As d increases so this probability decreases bub

the number of seguential operations required in the optimum detection process

increases.

Thus the null-zone detector judiciously selects a small volume of the
n-dimensional Euclidean vector space, having a very high probability of
containing the vector R. The optimum detection process is then applied to

these vectors {8} contained in this volume only.

Referring to Figure 8.3-1{b), the probability of detecting 5; as 5,

+ . .
vhen 5. was transmitted i1s o, where,
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«=q (22 (8.3-5)

‘o . . . + .
The probability of r, falling in the null-zone glven 5; Or 5; 1S

1-4

1 —
lal<1 p=ql S )-a [a]»1 p'=l"Q(gE£)-u

=Q(9) =1-q(£3) (8.3-6)

The number of sequential operations required in the optimum detection
process is,
1 t -1 __l ] 2 ] —_ -1 _2 .3 1 -3
an(p ) (1-p )™+ BB ()2 (" ymo2 oy grmelmR) (13 pymes

(8.3-7)

where each term of the bincmial expansion correspconds to the probability of

one, two .... ccmponents of the received signal falling in the null-zone.

For example, suppose the probability of N Peing detected incorrectly

-6
o by the null-zone is to be 1 x 10 ., From Egn. (8.3-5)

_ 1 4+ 4
1x10 =9 - )
1+d _
= h.72

Suppose now that the additive white Gaussian noise samples have variance 0.09

(¢ = 0.3), then, the threshold level is,
d=h720-1=0.11
From Egn. {8.3-6), the probability of a received component ry falling in the

null-zone, ]ri| < 0.h41 is,

p o=a (i)
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If there are six channels in operation say, instead of performing

2% = 6 sequential operations using the optimum detection process, this
null-zone detector would require on average, Trom Egqn. (8.3-T7), 0.28
sequential operations. A phenomenal saving in time for no significant

degradation in the detector performance.

At maximum capacity with all n channels in operation, there are no grey
components in the transmitted signal vector, and no advantage is gained by
using the optimum detector. The element values are given by the signs of

the received components of R from Egn. (8.3-4).

- 8.4 Results of computer simulaticn tests for System D2

The resulté of computer simulation tests {outlined in Section T7.2) are
shown in Figure 8.4-~1, for different values of o, which determines the
threshold level d,‘and the subsequent number of sequential operations required
in the detection of the m element wvalues of a signal group. Fér o = 10"6,
the majority of the received components {ri} of the received signal vector
R fall within the null-zone. Those independent components of R falling
outside the null-zone are detected with a very low probability of error,
whilst those within cause the detector to consider both the +ve and the -ve
poséibilities of element values iﬁ the ensuing optimum detection process.
Consequently, a comparatively large number ol sequentisl operations are
required. For a = 10"”, more conponents {ri} lie outside the null-zone,
producing a'reduction in the number of sequential operations reqﬁired.
Figure 8.4—2 shows the-average'number of sequential operations required for
the various values of o, for different numbers of active channels, the

results being cbtained from computer simulation tests. Figure 8.4-3 shows

theoretical curves for the number of sequential operations required for
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. . . -6 ' .
various ncise levels using Egn, (8.3-7) and for o = 10 . The corresponding

computer simulation tests show good agreement. For 8 active channels the
element values are given by the signs of the received components of R.

For o =, all received components {ri} of the received signal vector R
lie within an infinitely wide null-zcne, and the optimum detection process

is applied to all indepeﬁdent components. The number of sequential operations

. m
1s therefore 27.

8.5 Detection process 3

This detection process examines the n-component received vector R

from the aspect of minimisation of the channel noise vector W, where
R=8 +W

Assuming that the n-component transmitted vector 3 has components {si}
1
given by 1, an estimate 8 of S which minimises the length (Euclidean norm)

of the noise vector W is given by,

8 = signs (R) - (8.5-1)

vhere the operator "signs" replaces each term of the vector R by #1, the
selected sign being the same as that of the components of R.

Provided S1 contains a valid combination of components {si} ccrresponding to
the m channels in operation, the m element values {xi} associated with this
estimate are accephted as the detected element values. A valid combination

. 1 1]
check is made as follows. The m element values {xi} of the vector X are

"givén by the independent component of R,

“a.. s (8.5-2)
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and from thece m element values, the detector generates an estimate of the
' ' n
transmittcd signal vector. Let this be the n—component vector S .

From Eqn. (6.3-1),

n

S = signs (X'A') (8.5-3)

1
where A sre the modified codewcrds corresponding to the m active channels.

" f
agree with the corresponding n

If the gigns of the n components of S
T 1

components of 8§ , then S is a valid combination and the m{xi} are accepted.

If however, any component signs disagree, the components of the estimated

1
vector S do not form a valid combination. A new estimate is made from R by

. 1
changing the sign of the component S3

of ST corresponding to the smallest
value {modulus) r. of R. The length of the neoise vector W is.thus increased
by a minimum emount. From this new estimaté Sl a nevw set of m element values
are given by Eqn. (8.5-2) and the detector proceeds as previously.

If a valid combinétion of the components {si} is not found, the estimate S'

is changed again, such that the nolse vector length 1s increased by a minimum
amount, by changing the sign of the component s; corresponding to the second

smallest component value r. of R. This process continues until a valid

1
combination of the {Si} is Tound.

Provided the noise vector iepgth increases incrementally by a ninimum
amoﬁnt, the detector minimises the probability of error in the detection of
the m element values of a group. Howéver, nodifying S| such that the noise
vector increases by a minimum amount involves time and equipment.complexity
approaching that of the optimum dection process. As a compromise, the
components of the received signal veqtor'{ri} are assigned an order according.
to their absolute value. The components of S' are changed in sign, in a

binary seqguence, the emallest weight corresponding to the smallest absolute

velue of r.. For example, if the assigned absolute value order of the
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‘ 1
components of R is, a,b,e,d . - n, then the component 5, corresponding to

a is first'changed, then b, follovwed by a and b, followed by d, ete.
This does not increase the noise vector by a minimum amount always, but is

a fairly close approximaticn.

Beczuse components of the transmitted signal vector R may egual zero

for an even number of active channels, Eqn. (8.5-1) is clearly only valid for

! 1t
an odd number of active channels. For an even number, a component 5, may equal

1 (] .
zero, in which case a comparison between 8 and S is only made for those

n 1
components {si} for which 5; = &1 .

8.6 Results of computer simulation tests for System D3

The results of computer simulation tests (outlined in Section 7.2) are
shown in Figure 8.6-1. For m = 3,5,7 or 8, the detector gives optimum
performance with very few sequential operations, on average between 1 and 2.
For m= 2,4 or 6, zerc components of the internally generated transmitted

"

gignal S are omitted in the comparison process and well below the optimum

performance results.

For m =1, an error probabllity of 0.003 requires a large value of
addi?ive white noise. An average of 5 sequential operations are necessary,
giving below optimum performance, because of the approximate incrementation
rrocess of the minimum noise vector. TFor lower noise levels (lower error

probability per channel ) m = 1 gives optimum performance.

8.7 Detection process k%

Like the null-zone detection process, this detector applies the
optimum detection process to a carefully selected subset of the total number
of possible transmitted signal vectors, thereby reducing the number of

sequential operations required. The subset selection uses different criteria,
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and relies on no more than two independent components of the n-component

received vector R being corrupted in sign.

The equipment complexity is simplified by replacing the optimum 'distance'
detection process by the optimum 'corrclation' detection process. Again, this
minimises the probebility of error {(that is the probability of one or more
‘channel errors) in the detection of the m elements in a group. The detector
generates gequentially the most likelj transmitted signal vectors {8} ,
correlating each one with the received vector R, and determining that vector
S corresponds with the largest correlation coefficient. The vector X'
of element values asscciated with this S gives the m detected element values

t

{xi}.

The detection process starts by making an initisl estimate of them
element values. Let this estimate be the n-—compenent vecter X', whose ith
comporient is xi, as 1s determined as follows. For each i, corresponding
to a channel in operaticn,

X; = ey sign (ri) (8.7-1)

]
so0 that x, is determined from the sign of r. to give the initial detected

1
values of {xi}.

. 1
The detected element values {xi} are fed to a multiplexer, identical
1
to the one used at the transmitter, to generate an n-component vector 8 ,

wvhich is an estimate of the original transmitted signal,

, \ :
The inner product of the vectors R and 8 is now formed by means of a

correlator which multiplies the jth component of R by the jth component of

. I.h. -
§ for j=1-_-n, andadds the product to give the output signal c,o

n
c =} r.o. - (8-7"‘2)
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which is stored.

1
The first non-zero component of X 1is now changed in sign, and the
t
vector used as above to generate a new n-component vector S . The inner product
of this vector with R has the wvalue ey Its value 1s compared with e and
) 1

if larger, the value c. is stored with the corresponding modified vector X .

1

' 1
The first non-zero component of X is novw changed back in sign, and the

t
second non-zero component of ¥  is now changed in sign, and the inner product
' :
of 3 and R is formed as before to give ey This 1s compared with the

previously stored value of cso and if it is larger, it replaces cs and the

J
new vector X replaces that stored.

This continues until all m non-zero compenents of the n-comporent vector
' - T
X have been changed successively. The resultant stored vector X gives the
estimate of the element values obtalned in the first part of the detection

process.

! '
The stored vector X i1s now processed as was the first estimste X ,

each component being changed in turn., At the end of this process, the

t ¥
resultant stored vector X gives the final detected walues of the m{xi}

No improvement in tclerance to noise, at high signal/ncise ratiocs has

been found by repeating this process.

e

The correlation process given by Egn. {8.7-2) has been simplified for

clarity, and is only valid when the components‘{sj} are + 1.
However, for an even number of channels in operation, the grey components

of S may contain zeros causing a decrease in the value of cs .
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From Eqn. {7.1-1), the optimum detection process yields the square of

the distance between the n-component signal vector R, and the n-component

t
generated vector S5 .

n 1
d2 = (r.- s.)e (8.7-3)
J'::l d J
n
= I r 2 + 332 - 2r.sI
- d J J
J—
2 oo,
For a given R i“=2{k+3 ¢ s.”-%r.,s.) (8.7-4)

From Egn. (8.7-2) the optimum correlation detecticn process yields the

correlation coefficient,

n
¢. = I r.s, (8.7~5)

Because both detection processes give optimum performance in terms of
tolerance to additive white Gaussian noise, the vector 8'corresponding to
the minimum distance, is the same vector that corresponds to the maximum
coréelation coefficient. However, if now the Jjth component of the n-component
vector S'is ZET0, ¢ will decrease by erS' The distance measure increases
by rjsg, but also decreases by 3 has there are now only n-1 comﬁonents of
S'equal to *#1. Therefore, for d2 and.ci to remaln in proportion, the value of
3 must be added to the value of cy obtained, for every zero component in

the generated vector S; For -the componcnts of the vector S'equal to 1 or O,

EBgqn. (8.7~2) becones,
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n ]
c. = & r.s: + 3 (Ho. of zero components in )  (8.7-6)

and the correlation process gives optimum performance despite the presence

of zero components of the transmitted signal vector S,

8.8 Results of computer simulation tests for System Db

The results of computer simulation tests (outlined in Section 7.2)
are shovn in Figure 8.8-1. For an error probability per channel of 0.003,
optimum performance is obtained, except when m = 3. Occasicnally all three
independent components of the n-component received signal vector R are
corrupted in sign, but a maximum of two components may be corrected only.
For m= 1 or 2, then even if both independent components are corrupted-in
sign, both may be corrected and optimum performance results.
For m= 4,5 __ 8, the reduced variance of the additive white Gaussian noise
samplés does not cause more than two independent components of R to be
changed in sign, and again opbimum performance results. At higher signal/
noise ratios m = 3 also gives optimum performance. 2m + 1 sequential
operations are required irrespective of the additive white Gaussian noise
level, which corresponds to the two sign changing processes of m independent
components, plus another operation at the outset, when no components of
the received vector R are changed in sign. TFigure 8.8-2 shows the performance
of an identical system for a group lenglh n = 16. The optimum detection
process requires 216 sequential operations which is prohibitive both in
practice and computer simulation tests. The results are shown relative to
a cqnventional binary TDM system, with the same transmission rate and error
probability per channel, and has the same maximum energy per component of

the transmitted signal.
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Figure 8.8-2

Number of active channels

System Db, n = 16. Noise level for an error
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8.9 Assessment of the Systems D1 to Db

System D1 using the optimum detection process, indicates clearly the
advantage of the multiplexing arrangement D in terms of additive white
Gaussian noise performance, in so much that irrespective of.the number of
channels in operstion, the performance is always equal or supefior to that
of the corresponding conventlonal TDM system, having the seame maximum energy
per component of the transmitted signal. Regarding demultiplexing, the
‘optimum detection process of System Dl requircs ol seguential operafions
vhich is prohibitive for m greater than about 8§ to 10. System D3 is unsuitable
due to non—optimum performance for 2,4 and 6 active channels. The demultiplexing
arrangements of System D2 and DU require far fewer sequential operations,
but slightly greater equipment complexity for the subset selection of the
possible transmitted signal vectors. System D2 requires a measure of the
average noise vector length to deﬁermine the null-zone detector thresheld
levels, whereas System DI functions optimally at high signal/noisec ratios,
irrespective of the additive noise level. System Dh is therefore the best

overall arrangement.
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CHAPTER O

HARDVARE MODEL FCR SYSTEM Dh

9.1 Introduction

A hardware model of System DY has been désigned and constructed in
ordér to focus attention on the practical_réalisation and economic aspects
of a multiplex system thaﬁ has hitherto been tested by computer simulation
only. Also, froma personal viewpoint it was congidered a valuable

experience.

Unlike computer simulation tests where computer time is severely
limited, the hardware model enables a large number of errors to be
counted, and measurements to be taken at high signal/noise ratios

(low probability of error).

Figure 9.1-1 shows & simplified block diagram of the hardware model.
The data signals consisting of binary element values corresponding to the
m active channels, arrive in element synchronism at the multiplexer where
the first n Welsh functions are generated. These are combined using the
non-linear multiplexing arrangement D to form the resultant data signal
which is transmitted over the duration ol the following element period.
Bandlimited white Gaussian nqise is introduced into the transmitted path,
and at the receiver input, the signai/noise ratio is measured, the signal
_and neoise energies being megsured separately with the cther removed.
The received signal ié sampled n times per element period, and whilst one
-store holds the n samples for e detection process, ancther store is

receiving the next n samples. The transmitted element values are
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therefore delayed by two element periods before a comparison with the
detected element values. Discrepancies in sign are counted for o given

number of transmitted signal groups.

9.2 Description of equipment

A transmission rate of 2400 bauds was chosen for compatability with
existing equipment using the local subsciber network,l6 which gives an
element rate of 300 bauds for each of the eight individual data scurces.
Readily available Th TTL series integrated circuits were chosen, there
being no special circuit requirements in terms of speed or power consumption.
Before the detailed design, seferal arrangements varying in complexity and

cost were investigated, the total estimated cost of the final arrangement

being about £150.

The hardware block diagram is shown in Figure 9.2-1, and detailed
circuits are given in Appendix A3. Due to the lack of time, the hardware
model transmission system {Figure 2.1-1) has by necessity, been simplified.
The transmitter and receiver filters arc omitted and the transmitted signal
consists of square pulses to which bandlimited Gaussian noise‘is added. This
is sampled at regular intervals of T seconds. In a practical system
the received signal would be integrated over the interval of T seconds before
sampling. The hardware model performance is therefore compared relative

e

to the corresponding TDM system using square pulses,

The element values corresponding to the eight multiplexed channels are
generated in a pseudo random fashion, using a nine-stage shift register
with modulo~2 addition feedback. The element values are thus changed each
“element period. Alternatively, the element values may be selected manually,
a particularly.useful facility‘during the initial testing phase. The channels

in operation are also selected manually.
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The first eight Walsh functions, generated in the multiplexer by a diode
matrix, are medulated by the channel element values using exclusive OR
gates. The majority logic function is conveniently implemented with
tri-state logic devices, whose summed oubtputs form an analogue signal.
A fair of voltage comparators determine whether the transmitted signal is

*1 or O.

White Gaussian wideband noise from a commercial instrument is
bandlimited to 15 KHz, and added via a precision potentiometer to the
resultant transmitted signal. Because the analogue to digital converter
used does for simplicity not contain a sample and hold circuit, any
wider bandwidth causes malfunctioning of the converter. With the
potentiometer set at maximum, the noise level is adjusted, such that the
same reading is obtained as the transmitted signal, when connected to
a thermocouple type electronic voltmeter. The ratio of the signal and
noise energies is thus O dB, which may be accurately increased to any

desired value with the precisicn potentiometer.

The received signal passes to a ramp type analogue to digital
converter giving a 4 bit output (3 bits + sign), a total of 15 distinct
levels. Computer simulation model teéts using 2,3,4% and 5-bit converters
on the received signal, show that at high signal/nocise ratios, no
significant advantage results with more than 4 bits. The received analogue
signal is quantised at the mid point of cach received digit. Whilst one
store holds eight 4-bit words for a detection process, ancther store is

receiving the next eight words.

. Referring to Figure 9.2-1, the inverting unit estimates the m
multiplexed clement values from the signs of the eight word samples. This
first estimate is fed to a multiplexer, identicel to the one used at the

transmitter, to generate an eight component ternary signal which is an
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estimate of the oripginal transmitted signal.

The correlator forms the inner product of the estimated transmitted
gignal and that actually received, multiplying the corresponding compenents
of each eignal and adding the products to give the output signal Cye As
explained in Secticn 8.7, a zero component of the estimated transmitted

~signal requires that the value 3 be added in place of the product term.

The inverting unit now changes the sign of the first estimated element
value, and the multiplexing and correlation procedure described generates

another output signal c This is compared with the previous value Cyo

1
and if it 1s larger, replaces it, and the corresponding estimated element

values are recorded in the inverting unit.

The process 1is repeated until all estimated element values have been
changed in sign. The largest value of s stored, corresponds to the m

element values obtained in the first part of the detection process.

These estimated elemen®t values are now processed as were the first
estimates, each component being changed in turn. At the end of this process,

the resultant stored element values give the final detected element values,

The transmitted element values, delayed by two element periods, are
compared in sign with the detected element values, and the number of
discrepancies counted using a commercial instrument. This proceeds for -

a given number of transmitted signal groups.

9.3 Tests performed

Prior to each test the Gaussian nocise level was adjusted as described
- previously, to compare its energy with that of the transmitted signal using
a thermocouple type instrument. With additive white CGaussian noise even a

very small increase in the noise level produces a considerable increase in
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the corresponding probability of errcr {Appendix Al), and because of this,
the level was checked regularly for pessible drift. A second source of
error, the analogue to digital converter at the recelver input was also
checked at intervals. Tor a given number of active channels, the ncise
level was adjusted in one dB steps to obtain an error probability/channel
.of between 0.0001 and 0.01. The corresponding total number of errors
counted was between 30 and 10000 for 100000 groups transmitted.

The tests were repeated several times using different channel selections,
and the total number of errors counted averaged. Figure 9.3-1 shows the
results obtained, of error probability/channel against signal/nocise ratio
in @B, for a varying number of multiplexed channels. Also shown is the
performance of the corresponding binary TDM 'system whose maximum component

energy is the same as that of the system under test..

The overall system complexity has made an exhaustive testing of the
equipment almost impossible. The digital circuitry was tested with
given data selections and channels in operation, but without noise,
The analogue transmission path and analogue to digital converter were
checked regularly to prevent drifting. The confidence limits of the results
are therefore uncertain, but ignoring inaccuracies due to the equipment,

the 95% confidence limits are given by,

(9.4-1)

I+
e
a7 1o

where the limits are expressed as deviation from the given value of error

probability p. The total number of errors counted in a test is e.
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The confidence limits may be summarised as follows,

95% confidence limits expressed
as deviation from the value.of
error probability.
Fo. of
active .
channels Probability of error/channel
-2 -3 -l
1 x 10 1 x 10 1 x 10
1 + .00063 + ,00020 + ,000063
2 + 00045 + .0001h + 000045
3 + 00037 & ,00012 + .000037
4 + .00032 + .00010 + .000032
5 * .00028 + 000090 + .000028
6 + 00026 + .000082 + 000026
7 + 00024 + 000076 + 000024
8 + 00022 + .000071 + .000022
9.4  Hardware model assessment
Table 9.4-1 compares the system performance of i~ the theoretical

optimum detection process, the computer simulation optimum detection process,
detection process D4 and the detection process Db with a Lk-bit a/d

converter, the hardware model using detection process DI with a U-bit
Aa/dméonvertér; Goecd agreement is found between the performance of the

hardware model and the correspending computer simulaticn tests.



Noise level for an error probability per
channel of 0.003, expressed in dB relative

to a binary TDM system

Theoretical Computer simulation Hardware model
Number of
active
channels Optimum Opt imum Detection | Detection | Detection
detection | detection | process process process
process process
D1 D1 Dk Dk. Dk
4-bit A/D | h-bit A/D
1 9.03 9.05 9.05 8.93 8.70
2 3.97 4,05 b.05 3.94 3.96
3 5.03 h.ko 3.82 3.72 3.71
L 2.29 2.38 2.35 2.25 1,88
5 1.34 1.10 1.10 1.10 1.32
6 0.92 1.12 1.12 1.0h 0.80
1 0.27 0.37 0.37 0.39 0.12
0.00 0.00 0.00 0.00 0.00

Table 9.4-1

simulation and hardware model.

Comparison of results, theoretical, computer
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The Hardware Modél
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CHAFTER 10

THE OPTIMUM MULTIPLEXING ARRANGEMENT

In the previous chapters, various multiplexing arrangements have
been proposed. Besides their simplicity as an attractive feature,
demultiplexing processes have been developed which give a relatively good
performance compared to the opbtimum detection proeess, which reguires a

vast number of sequential operations.

It is therefore pertinent to ask whether an optimum multiplexing
arrangement exists, which working in conjunction with the optimum‘detection
process would yield the overall optimum multiplexing system giving the
lowest possible probability of errer in the detected element values.
Operational complexity would, by necessity, be unimportant at this stage.

A simplified econbmically feasible practical system derived from the
optimum system would naturally entail a compromise between the reduced

complexity and an inevitable, slightly inferior performance.

The optimum detection process, applicable to any multiplexing
arrahgement, minimiseé the probability of error in the detection of the m
element values {x;} of the received signal elements in a group, selecting
the vector X', guch that the corresponding transmitted vector S| is at the
minimum distance from the received vector R, in the n-dimensional Fuclidean
vector space containing these vectors. The detection process requires.2m

sequential operations.

As stated in Section 7.1, the n-dimensional vector space may Dbe

.. s m « . .- .
divided into 2 decisicn regions separated by decision boundaries, where



these decision boundarics are hyperplanes which perpendicuarly bisect the
lines joining the different signal vectors {S}. In the general case where
k decision boundaries exist, the total probability of error p, is given by
the sum of the k individual probabilities of error, due to the various

distances'{di} to the decision boundaries.

k a5
p= I Q (c—) (10,1-1)
i=1

At high signal/noise ratios with additive white Gaussian noise, even
a very small increase in the distance to a decision boundary produces a
considerable reduction in the corresponding probability of error.
(Appendix Al). Thus the pfobability of error is effectively determined

by the nearest decision boundary, the yemaiﬁing boundaries having in

comparison a very small effect on the probability of error.

The multiplexing problem is therefore concerned with positicning the
o possible transmitted vectors {8} in n-~dimensicnal Euclidean vector
space such that their proximity is maximised, and in particular, of utmost
importance is the maximising of the minimum distance between the 2" vectors
in the vector space, ag this effectively determines the probability of

error.

It is assumed that the

vector length, aoes not exceed /;-, that is, the signals lie on or
within = hypersﬁhere of radius VE'.. The problem mey be visualised as the
packing of o™ hyperspheres into a.hypersphere of radius vn , - such that the
packing density is maximised. The 2™ hypersphere centres may lie on the cir-
cumference of the hypersphére of radius vn  and indeed probably will, for n
large (high dimensionality) when a large proﬁortion of the volume of a |
hypersphere lies near the circumference. The radius of the 2" hyperspheres
gives the smallest distance 4, which effectively determines the probability of

error.
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Fo directly relevant references have been fourd to this particular
problem although related topics concerned with the packing density of

72-75
spheres in n-dimensicnal space are of interest.

An appreciation of the problem complexity in n-dimensional vector
space 1s conveniently illustrated by considering several simple examples
where visual inspection offers an alternative approach to a mathematical

analysis,

Two data sources, preducing four possible transmitted signal vectors
may be positioned in three dimensiconal vector space as follows.

The vectors are,

w0 BN
ro s
O
[

I
ol
(e}
he
|
|
|
|
1
i
4
{
|
\Cl)

i
YT
Tl

(]
QU
I\
!
I
I
[
|
!
L
!
N
AS
N\

[
Ny
i
[y

()

The distance to the nearest decision boundary separating the nearest

vectors 1is JE% A Solving Egqn. (10.1-1) for a total probability of
error p =1 x 10-4, gives g = 0.329, or expressed as signal/noise

ratio in decibels, 9.66 dB.

- An alternative vector arrangement is,
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where the minimum distance to a decision boundary is v2 . The four
equidistant vectors now form the vertices of a tetrahedron, which,
offering the closest possible packing density, represents the optimm
arrangement of four signal vectors in 3 dimensional vector space.—
The signal/noise ratio is 8.78 @B, for p =1 x 1th, an advantage

of almost 1 dB over the previous example,

The tetrahedron structure provides the basis for an additional
four vectors placed symmetrically, perpendicular to the face centres of

thie tetrahedron, ferming a cube.

jZ
( 1 )
( 1 -1 )
( 1 -1 1 )
( 1 - -1 )
( <2 1 1 )
( -1 -1 )
( -1 -1 1)
( -1 -1 -1 )

Each vector is surrounded by three other vectors having distances to
the decision boundaries of 1. The signal/noise ratio is 11.hkl 4B, for

1x lO_q. This arrangement represents a three channel TDM system with

r
all three channels active. Although symmetrical and an obvious extension
of the optimum tetrahedron arrangement, a higher packing density is

obtained by rotating the last four vectors through h50 about the x axis as

follows,
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Z
{ 2 1 1 )
( 1 1 1)
( 1 1 1)
( 1 1 1 )
( -1 o V2 )
(-1 o-2 )
( -1 /2 0 )
( -1 -2 o0 )

Fach vector row has two adjacent nearest vectors alt distances to the
decision boundaries of 1. The signal/noise ratio for p = 1 x lO_q now

decreases to 11.28 dB.

A further subtle refinement fractilonally adjusts the vector positions
such that the minimum distance between the vectors is increased slightly.
More remote vectors, however, approach each other slightly, but with no
significant effect on the probability of error. The adjusted vectors
given below, have been caleulated by considering the highest packing density of
eight spheres vhere four are rotated by 45° asbout one axis from the cubic
structure, The vector positions are virtually identical to the model of the

previous example,

( & P ) where b = J[_7§——_
(& b b ) s
( a -b b ) .

( 2 -b -b ) a=vV2 b

{ -a 0 e )

( -a 0 — ) c=vV2

( -a e 1)

( )

-a -C
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Each vector now has four adjacent neargst vectors at distances to the
decision boundaries of 1.05, giving a signal/noise ratio of 11.27 aB, for
p=1lx lO—h. Although not conclusive, it appears that no alternative
arrangement will give a better signal/noise ratio. A most important result
igs therefore, that a conventional 17H system, with all channels in operation,
is not necessarily the optimum arrangement as intuition would have us
believe. In particular, for three active channels in a three channel system,
a multilevel arrangement gives an improved performance over a binary bipolar
TDM system with the same average energy per component of the transmitted

signal,

To illustrate the dilemma further, 8 vectors, corresponding to three
active channels are distributed in 8 dimensional vector space. A possible

arrangement is the orthogonal rows that form a Hadamard matrix,

Each of the eight equidistant vectors is separated from the nearest
decision boundary by a distance of 2. However, the first dimension components
are all positive, indicating an uneven vector distributicn in the 8

dimensional hypersphere.
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The following vectors form an alternative arrangement,

Fach vector has six adjacent vectors at a distance of 2, and another
vector at a distance of 2Y2  to the decision boundary. Despite the
marginal advantage of the arrangement, it clearly suggests that a
re-arrangement exists, whereby the minimum distance of 2 is increased

slightly, at the expense of the seventh vector at a distance of 2v2 .,

The following vectors illusirate this.

" (a a a 0 0 0 la 3a )
(a -a -~ 0 0 0 ia 3a )

) where =

11
no
[0
-

9
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All eight vectors are equidistant with a distance to the decisiocn
boundaries of 2.14, which is a significant improvement. The first three
dimensions have a tetrahedral structure, as do the fourth to sixth dimensions.
The seventh and eighth dimensions increase the distance between the first and
second groups of four vectors. FEguidistant vectors are surely a guideline
to the optimum arrangement, but misleading, as the uneven distribution problem

has revealed in the first example of § dimensions.

From the foregoing it is evident that a non-mathematical intuitive
approach may well be the cnly methed for determining the optimum arrangement
of véctors in n-dimensional Euclidean vector space. It remains to be seen
whether mathematical analysis will yield conclusive results. An important
result obtained from the positioning of 3 signals (8 vectors) in
3-dimensicnal vector space, is that a multilevel transmitted signal arrangement
can give an improved performance over a binary bipolar TDM system with the
same average energy per component of the transmitted signal when used with
all channels in operation. This may apply to higher dimensional arrangements.
To conclude, it appears that the optimum multiplexing arrangement is undefined

and may be approached only through specific examples.

As a final note, the optimum theoretical method, in the sense of
minimising the error probability, for transmitting data through a Gaussian
channel, consists of waiting until all data has been accumulated at the
transmitted, and then sending a single waveform to represent the entire
message.25 The optimum receiver in the presence of white noise consists of
filters matched to each message waveform., The disadvantage of this form

of communication lies in the fact that transmitter and receiver complexity

grovs exponentially with message length. Thus, system designers usually
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restriet system complexity by not waiting for the entire message before

transmission. Short portions of the message are encoded systematically,

and transmitted sequentially as they arrive, using relatively simple

terminal equipment.
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CHAPTER 11

COMMENTS ON THE RESEARCH PRCJICT

11.1  Originality

To the best of the Author's knowledge, the following'chapters of
this thesis are believed to be original. Developments of a multiplex
system using a combination of time— and code-division multiplexing
(Chapter 4). A code-division multiplex system using adaptive coding of
Walsh functions (Chapter 6), and all detection processes other than the
optimum detection process relating to the multiplexing arrangements C
and D (Chapters 7 and 8). The hardware model circuitry and tests
performed {Chapter 9)}. Discussion on the design of an optimum multiplexing
arrangement (Chapter lO). All computer simulation tests and computer

Lrograms.

11.2  Suggestions for further investigations

The research project has been concerned with various multiplexing and
demultiplexing processes suitable for use in a synchronous serial baseband
data~transmission system, where the signals are transmitted in orthogonal

groups over a channel which introduces additive whité Gaussian noise only.

From the foregoing theoretical work, further investigations appear

promising in the following areas:—



163

The multiplexing arrangement D {Section 6.3) achieves a useful
performance over the corresponding TDM system when used with the
optimum'detector. Various demultiplexing arrangements have been
preoposed with performances approaching that of the optimum

detector, but an even further reduced operational complexity

would be desirable.

Considerable scope exists for developing multiplexing arrangements
which need not recessarily be confined to a binary or ternary
transmitted signal. Indeed, the cptimum multiplexing arrangement
for & varying number of active channels would probably employ.a

multilevel signal.

In Chapter iO, the optimum multiplexing arrangement was briefly
considered from the aspect of maximising the minimum distance in
n-dimensional Fuclidean vector space, between the possible
transmitted signals represented as vectors in the vector space.
This introduction indicates the problem complexity, and clearly

forms the basis for a detailed theoretical investigation.

The data-transmission system considered has for simplicity,
introduced additive white Gaussian noise only into the transmission
path. Over practicsl systems, distortion or intersymbol
interference may be a significant factor, and although this has
received wide attention for serial data-transmission, its effect

on multiplexing srrangements, together with additive Gaussian

ncise, has yet to be investigated.
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CEAPTER 12

CONCLUSIONS

From the foregoing it is evident that considerable scope exists to
investigate multiplex systems other than those based on conventional FDM

and TDM techniques,

The systems discussed provide advantages in keeping with the
improvements suggested in Section 1.3. That is, they are inherently
flexible, they have no well defined overload characteristics, snd are
inherently less sensitive to interference than existing conventional

techniques,

System Al is particularly well suited to applications where the
number of multiplexed channels is typically a little greater than the maximum
nurnber orthogonally multiplexed using TDM, For up to 50% more channels,
the system gaing an advantage in tolerance to additive white Gaussian noise
over the corresponding quaternary TDM system, where this has the sane
average energy per component of the transmitted signal, the same transmission
rate, and the same error prcbability per channcl ac System Al,
This advantzge decreases slowly as thernumber of channels increases.
System A2 is identical to System AL except for a simple modification
at the transmitter. This not only ensures unique detectability of the
" receéived element values, but has an advantage of up to 1 dB over System Al,
System A3 extends the non-linear multiplexing techaique of System A, for

multiplexing three orthogonal signal sets. The results are a natural
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extenslon of those obtained for System Al.

The majority multiplex arrangement of Gordon and‘Barrett, although
ingénious, has several disadvantages. The coding scheme 1s only valid for
a codeword length of 7 or 3 components, accommodating a maximum capacity of
7 and 3 channels only. It has been shown that there cre no matrices which
provide any improvement over this, and it is merely fortuitous that the
Walsh matrik majority multiplexing scheme works at all. Alsoc, and odd

number of active channels only, may be multiplexed,

An interesting scheme is the multiplexing arrangement C, which
generates a transmitted signal-similar to a CIM codeword and TDM, for
minimum and maximum capacities respectively? and gradually changes from one
arrangement to the other as the number of channels increases., However,
no more than the maximum number of orthogeonal signals may be multiplexed
satisfactorily. The detection process of System C2 athieves a performance
equal to that of the optimum detector, System CL, but with far fewer

sequential operations.

The multiplexing arrangement D, a mejority multiplexed form of
arfangemenﬁ C, again generates a transmitted signal similar to CDM and TDM,
for minirm end meximum capacities respectively, only now, the transmitﬁed
signal is binary, or ternary for an even number of active channels.

The number of channcle multiplexed may exceed the maximum number of
crthogonal channels, with = élowly deteriorating tolerance to noise.
System D3 only functions for an odd number of active channels.

System D2 achieves a performance approaching System D1, using thé optimum
detection process, but requires far fewer sequential operations. |

The detector, however, must determiné the threshold detector levels from

the average magnitude of the noise vector. At high signal/noise ratios,
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System D4 also achieves the optimum performence with a further reduced

complexity, and is the best overall CDM arrangement cpnsidered.

Tt is evident that the optimum multiplexing arrangement does not
lend itself to mathematical analysis. Its performance appears undefined
and may only be approached through specific examples. An important result
obtained from the posifioning of 3 signals {8 vectors) in 3-dimensicnal
vector space, is that a multilevel transmitted signal arrangement can give
an improved performance over a binary bipolar TDM system with the same
average energy per component of the transmitted sigpal when used with

all channels in operation.
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APPENDIX Al

ERROR PROBABILITY AND SIGNAL/NOISE RATIO

When the signal element values in a group are statistically independent
and are equally likely to have the two possible values *1, the probability
of error in the detection of the ith element value of a group from Section T.1

is,

p: = Q (=) (A1-1)

where o2

is the power spectral density of the additive white Gaussian noise
at the input to the receiver filter, and di is the distance to the single-

decision boundary in the detection of the ith element of the group of m.

Let p; be equal to p, and di equal to d, so that,
!
p=Q (3) (A1-2)

The variation of the element error probability p with d/¢ is obtained from

probability distribution tables and is shown in Figure Al-1.

© At high signal/noise ratios, that is when p has & value around
1x J_O_5 it can be seen from Figure Al-l that for a given change in
the error probability, the corresponding change in the signal/noise ratio
is relatively small. For p= 3 x 10_5, the corresponding value of d/c'
is 4.05 For p =6 x 10_5, a doubling of the error probability, the

correspending value of d/c is 3.85, a change in tolerance to noise of 0.34 4&B.
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Figure Al-1 Variation of the element error probability with d/¢




169

At high signal/noise ratios even the doubling of the error probability
produces g negligible change in the signal/noise ratio. On the other hand,
3 small change in signal/noise ratio produces a relatively large change in
the element error probability. At high signal/noise ratio a change of 1 aB

approximately alters the element error probability by 10 times.

Consider that there are two binary element values in a group having

possible values #1. From BEgn. (Al1-1),

d d.,

P, = Q (%) and P, = Q (57

Assﬁme now that, the sipgnal/noise ratio is high and furthermore,

dl/c = 3.0 and d2/c = 4.0 (say). From Figure Al-1, Py corresponding
to dl/0-= 3.0 is 1. x 10_3, ~and D, cofresponding to d2/0 = 4.0

is 3.5 x 10-5. Clearly, Py >> Dy It therefore follows, that the
average element value error prcbability in the @etection of the two element
values of the group is effectively given by Py which corresponds to the
smaller of the two distances d, and d2, providing that the signal/noise
ratio is high. If there are m element values in a group, the average

element value error prcbability, is approximately given by the 13 of

Eqn.: (Al-1), which corresponds to the smallest value of d; .
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AFPLNDIX AZ

CCMPUTER SIMULATION PROGRAMS

The following computer programs are shown as typical examples of
multiplexing and demultiplexing arrangements. For completeness, they
are shown in thelr entirety, including control cards, document data and

results.

System Al
System D1 (two orthogonal sets multiplexed)

System D2 ( 't 1t 11 1t )



Computer simulation program for System Al

JOB THAT E,kBHIGL?Z

EDSFILES 1

LUFORTRAN 4. W

JOBRCORE 32K

poun 22

RUN , 2000

LS B

DACHUHENT SOURGE
LIBRARY (FDy
WORK(ED, PUST
PROGRAACTHAN
ABNORMAL FUHN
CUMPACY
INPUT 1 = £R
pUTPUT 2 = |
CONPRESS INT
TRACE O
EMD

MASTER SYSTIL

COHPUTER PROGRA
A TDIL AND A Ut
LINEARLY AND DE

[y o e}

SAASUEL s HATRI
MAGNB = HO OF
AR = LEVEL OQF 7
8D = HTANDARD D
o= TOTAL NGO, o
LA ZE R
SA:8B = LINEAR
o= TRANSMIYIFD
At % DETECTED
BeR RECONSTRU
RN, RELATIVE
RSE RELATIVE
EAY TOTAL MO,
PAY
GNEBAF (XY INITE
GOBALF(A,H) R H
GASAAF (YY) R,N,G
GOSABF(ABY QLN

o e Be R e

A0 OO0

P T E R H

[or Rar e B 4 ]

INTEGER SAACTA 10} SBB(T16,10),24C14),ZB(163Y,8A(16),88(16)

IRTEGER A(16
DIMENSTION ¢
C HREAD MATRIX OF
HE:\D (1;1(!)
READ (Y1)
10 FORHMAT (1610

SUBGRUMDPNAGE)
FILUbERD

)

CTINNS

{

P

FGExw AN LOGICALN

MoAY

M Ti) SINULATE SYSTEM
af 16
TEG RO

At
CHANNELS EkacH ,
USING CORRELATION

X 0~ UHANMEL CODEumaDS =
HANGELS =~ SET Ay SET B
HE 5ET o CUDEWOQRDS
EVIATLIY OF THE
FoarOUPS TRANSMITTED

St UF JSET CODEWORDS =

S5T6GNAL MECTOR
ELEHERT VALUES =~ SET A, SET R
CTED LINEAR SUM UF SFET B
NOTLE Lrvel TH DB

STGAAL ERNERGY IN D
GF ERRORS = SECU

ALTSGES RANDOM
LG, WITH GAUSSTAN
, WiTH UN[FORH
.-GE

DIsT,
DIST, BETY

1,B000) ,EAT,EBT,RAZ,ERD
16),RNl16)rUP(1ﬁ);RSB(16)

CODEWURDS = SET A,SET &
((S.p\‘lrd)f‘l=1f1o)l1=1
((SBECT,J) e d=1010) 139
)

+ 16
e

THO

ORTHOGUNAL SETS
ARFE COMRINFD

DETECTION

SET

CHANNEL NOI1SE

A

-

171

NON=

. SET R

SAMBLE

CODEWQARDS

EEN

)
)

AsFIRST CYCLE

AVERAGE ERRO# PRORARILITY / CHANNEL = SET A.Flast CyCisn
NUMBER GENERATOR :

MEAN A

O

AND

1

VaLUES

CHANNEL FLEMENT VALUES TO BE MULTIPLEXED ~ SET A,SET
SET ArSET R

37.DEV, B

WITH UNTFOGRM DIST. BETWEEN A aND B

g

]



¢

C

WRITE NutkHY TITLES
WRITE (4.11)

T4 FORIAT C1H1//7/7, 698, VSYSTEN ATV 6SY ' mmmme
1" AP GAUSS,  NO OF  RELATIVE MO
2oTPRORAGLLITY  © CHANNEL RELAT(VE'/' CHAK

Y GrRUUPS  HULISE L. 1 Cyr  2¢ve 18T
Ao AHD CYCLE  SG,EHERGY'/' (NAY(HB)  (AR)
et CRWLYDE A A B SET A SET B
6y (RSEIDRYLE)

READ SET OF DATA
ouU 200 HHN=1,.17 _
READL (1,:12) NAGBIAR,SD,L
12 FORMAT (2i0,280.0,10)
FAT, EBT1,EA2,ERZmU
TSE=0,0

(F LR~
NELS
LycLe
(<D
SET A

172

ft Nu

ur

S EARUR

SET B

(L)
SET B

THE PROGRAM HoY RUGS FuR L TRANSMITTED SIGNAL GROUPS

pO 100 LL=1,L
CALL RAHDOM (NA.ZA)
CALL RANDOM (NB.ZR)

FORMATION OF THE THANSHITTED SIGNAL  »(J)
PO 17 J=1,16
sE(d)=0
PO 15 1=1,16
TR (Z2BC1Y2 13,1004
13 sBOgY=5BCJY=Shh. T
GU 10 15
L SE(II=EREIYFSBBT D
5 CONTINUE
TF (ZACSy) 16017007
16 §B{E)=-SH(J)
17 REIISZACIDI+SBC) %V, 25 % AR

CAal., TOTAL SIGHAL LNERQGY
PO 18 =116
T8 TSEaTSE+RUJ)I*R (4D

ADD OGAUISSTAN NOISE UF STp, DEV, SD
PO 19 J=1.46
19 RAJI=ROI+-GUSARTLV,0,50)

NU §



£

GETECTION OF THE 3. CelVED SIGNAL ROJY+HNOIGE
FirsT YL LE

TN TS
hv g™

<3

A

DETECT SET A

DO 24 J=1,16
I (RESI=O 0001, 20,233,248
TF (ROII*0. Q09T £2,22:01
IF (GOSAAL(Z2)~0.9) 22,283,253
AGIy=-1

GO TO 24

ACdy=+1

RECHY=ABSCR(J)Y Y-

ETELT SET B

&5
26
27
28

20

30

DO 30 J=1,16
OP(SY=U, 0

IF CZREJYT 25,2085
no 26 I=1,106
OPCIIZOP (Y #RRAT I SHB (T o)
IF 0PQdYy 27,200,289
Rid)==]

GO T 39

RLJY=0

GO TO 350

REJ )=+

COUNTIHNUE

COURT TOTAL N OF REURS EAT,EBI

31

Ny

33
34

DU 34 J=1.18

TEF (AQJI=ZACd)Y 31.32,3%
FAT=EAT 1

TF (BCJ)=7RCJ2) 358:34,58
E3T=ER1T+1

CUNTINUE

SECOND CYCLE

RECONITRYCT RAB(J)Y FROW SET B AND REDETECT SET A

36
37

34

15=(

PO 39 4=%,16
RSB(JI=0,0

po 27 1=1.16

IF (BCLYY 35,337,306
RSGCJIZRSE(IY=-SEBLUT L)
60 TO 37
REBCII=RSBeY+5BBLUT I
CUNTINUE

ITF (RSEBCJYI=(,25-AB+1) 34,39,35¢
Aldy=~A(d)
REAUDI=(~ALS(R(ID I} =1
1521

CONTINUE

1F (1SY 47,4740

173
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() DETFCT SET R
a0 DUoLe U= .16
0P () =u,0
TF (ZRCIYY 49,401 4]
41 DO L2 I=Y 16
A2 0P OYIEOPCIY+RREFI*SHAB(T ,J)
TF COPEYY ) L8, 40065
4% pldy==1
GO TO 46
Ah B Ey=a
G0 TOD 46
45 B{J )=
At CONTIWUE

¢ COUNT TOTAL HD OF £RRORS EAZL.ERZ
A7 bO 51 k=116
IF (ALY =CACS)) 48,49,48
A8 EAZ=EAZH1
L0 TR (K =20 054,50
50 ELPZoELZ+4
51 CUNTTHUE

100 CONTIHUE

€ CAL., AVFHRAGE ERROR PROBABILITIES  »A1,pB1,pAZ.PR2
PAT=EAT/FLOAT (L “NA)
PAZ=EAZ/FLOAT (LeNA)

1F (NRB.ERQR.Q)Y GO Tu &2
PE1=ERY/FLOATCLNB)

PRBESERZ/FLOAT (1, -NB)

£ CAL., RELATIVE NOJIS: LEVEL IN DB
52 RNL=ZO*ALOGIO(Su/ U364

C CAL, AVERAGE SIOGHAL ELFMENT ENERGY / TRANSHITTED CUMPONENT
ASE=TSE/(L+16)

C CAL, RELATIVE STGHsL ENERGY PER CONPONENT IN pB
RSEZTO0ALOGIO(ALEZT O)

WRITE (2,53 MHA-NB AB,SDrLRNL,LAT,EBT , EAZ,ER2FAY, PR, PASZ,
1PBZ RSE

33 FORNAT (14.IMF.:L.MF?.S:I&:FV.E;15,{5.I&:I_‘S;%‘?.MF?.MFB-M
TEZ. 4y w1 Fa,d)

200 CUNTINUE

WRITE (245¢4)

ShH FORMAT (' wwxpdafdxewt)
ST0R :
END



SURROQUTIHE RANDOM (RA,ZA) |

L SUHROUTIMNE RANPOM WENERATES A 16 COMPONENT VECIOR ZA WHICK
£ HAS NA FLEMENTS SEY AT RANDON TO +1 0B =1 , AnD PO2TTIONED
C  RANDUNILY THROGUGHOUT THE VECTODR,

INTEGER ZA(16)

TP (NA-8) 10,1018
DY 41 d=1.16
ZACY =0
TE (HAY 12,8010
2 D0 47 1=1,NA
3 OMEGAMABF(Y, 0,16 ¥Y¥9)
TF (ZAd)) 13,14015
14 1F (GOSAAF(Y)~D.5) 16,1515
15 7AGH)Y=+]
GO TO 17
o ZA(HY =21
7 OCUNTINUE
60 TO 25

—_
-

-\

18 0 29 Jd=1,16
IF (GOSAAF(YY=0,.%) 20,199,119
19 z2Aa(J)=+4
60 70 21
20 ZA(Y)Y=~1
29 CURNTINUE
TF (HNA=16) 22+20+¢£0
22 DO 24 I=1,46~NA
23 M=ROSABF(Y, 0,16, Y99)
TE (zZAUNY ) 24,2544
AA ZAHY S0

25 RETURN
END

FINISH
ok kK



DHCUHENT DATA

16

16
1o
16
T6
16
16

té
164
16
16
16
16
16

16

i
i

PP, A, L .
W A O

3
WP AT O O o s

R
fe o)

ok kX

U 0
9 1
i} 1
U 0
(§] 0
0 ]
{ 0
4 0
U 0
U 0
0 0
Y ﬂ
¥ 0
U 0
0 0
0 y)
1 1
w ] 1
11
=7 =1
i 1
-l 1
T =1
-1 =1
1 1
= 1
1 =
- -1
1 1
w i 1
I L
- -1
0.040
0,730
0.770
0.6738
0.004
0,004
0.54%
0,000
0,6ty
0.558
0.&448
0,426
0, ,"\(]‘:P
0,300
0.376
D564
0,361

G

—

oy e i B oo

LY

2
-

R N O Y

B | | B
[EC T SN S S S Y

i 1
-t

0,
U.520
0,270
U244
v,.217
0,204
i, 192
0,182
0,172
t,168
0,150
0,152
0,146
0,144
0,140
0,130
0,130

in
A~
&~

{}

—— PR
— e e S |

| I I S |
N it i R i N s el R o R I i ol ]

-1

-

-1

~1

106
100
100
1000
1000
100
1000
130«
100
LRVIVRE
100 .
1004
1G0=
100
100
100
1000

1} 11 1
= R AR LA LR 3 DI A S DO O OO D GO AT T S T O

1 ¢+ 11
[ N T N

-1

]

= B D DD OD Do = ODO00 D 00D DD

1 i
POy

3 1 1 L
A = NS YO Ny

1

A e AR T DD D DD S O D SO O oS

foar I e Jcn B o e |

fen BT B en B o Bl o B ol R J oo St

R Ty T

it 1 1 11 ¢y
T N N U T Y

-

o e i s |

=

Do

1 ]
[N . QR e T T R O e B S

1

A 3.
P JEU R R Y

] 3 1
RV T NN G §
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SYSTEH A1

\ Pl e Y e o
]

-4

MO O AMP GagSn, N0 WF RELATIVE RO OF ERRS. ZRR0OK PRUBAxILI JOCHAHEL  <LLATIuF
CAANNELS SET B 4015,  GROU.S NOISE L, 1 £YC 20YC 5T ¢YQLE 2D £ OUSF R0, ELEGY
(NA)(NBD - LAB) (303 L (RE13DE A B A B SET A SEV A SET A &z} B (xSE)(A

15
¥

5 U 0,000 L 364 109 SL00 0 A6 0 46 T 5, 00dY BL,000T 0.6R2% UL uaD a0

L]

16 1 0,780 2,32, 1L, .- 12 4f 3 & 3 0, N04Y 0. 00FC 0. 004Y yL sUa0 +3, 15
w6 e 0,770 6,27 104 =&.5% 40 6 57 6 5.064Y 0.0030 4.0029 05050 +4, 32
16 8 0.675 5.0049 0.063¢ 0.038Y . vil tu.37
16 6 0604 w207 LA -4 &Y 4T 32 a7 A4 3.008Y N, 0030 0,05329 o, 30 0 33
16 > U564 4,204 C RIS ~5 . 03 A 9 15 3.0A31 0, 00%5 D.0GRY L, uan ri, 33

16 6 0,545 ,19: TUG -5 56 LY 18«9 18 BH51 D.06Te 0,005 ¢ Uan LA

i6 f U,590 ¢ LY 20 49

-
xa
%
. )
o
]
[
e
™
M
L)
L
i
[ |
ir
-
e ]
[ et
-
A
o
(=]
»
e
|8
—
<
<
~
-
-
=~
13

16 8 GL.a79 24T 140 5. 51 40 24 a6 24 s

™
-
o}
D
AN
L
-

LR OHSL‘

<D
o
™~
w02
£

sUan +0, 52

10 b4 0,458 ¢ 165 106 -6 77 2 2T LY 27 GAZS 0. 003L 0 0.0¢37 0. U v, 80

S

fo
.

e v 0,628 o 45w Ut S7LUF0 5¢ 34 47 31 ¢ an3s 4 08X 0 0GRV G 631 ey, 45

16 11 G.426 . ,%52 160 -7 59 Ye

¥
s
-
o
Lot
s
Soef

0033 9.6Gu310 D.0080 & v vy, LY

16 1< D404 3 144 1010 -7 93 Lo

LM
e ]
'
(2.4
i
LY

LO0EY 6L 0030 0 D n380 UL Lue9 L, 6D

Fa
o
v
<3
L]
M

19 %3 Ga3%90 i Tus, ~&_¢h 52 LON34 0. 0G4S 0.0031 L. ouad .54

HCI W,276 .44 1ul - -3 .30 5

:-w-.
>
~
x
-~
<5

G336 0, 0udy O, 00580 ¢ nua? 4, i

16 an 0,564 (13 104 <854 A9 50«6 47 3.0631 0.0033  §_00ZF 0L 05t v, 50
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~
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Computer simulation program for System D1

JORB THDYT +E,FBHIS? 2
ERpSFILES 4
LUFORTRAL , , W
JORCORE 52K

DOWKR 27

RN

r e 2a09

L X O
BOCUMENT SOURCE

e Ro]

»NesleoNoeNeReleNe Relelels e le e el

LIBRARY (FED,SUBRKUUPNAGE)
WORKCED ,USERENS TLET)
PROGRAMLTHINT)

ABNOGRMAL FUNGCTTONS

cunpaci

INPUT 1 5 (RO

QUTRUT 2 = LPO

COMPRESS INTEGE. AND LOGICAL
TRACE O

END

MASTER SYSTLM D1

COMPUTER PROGRAM Tu SIMULATE SYSTEHM D1, TWO OprTHOGINAL COM

SETS » OF 3 CHANNE LS EACH ARE MULTIPLEXED + AND BDEIFECTED
USTNG THE OPTIMUM DETECTION PRUCESNS

SAASSRER = MATRIX 0F CHaNNEL CODEWORDS = SET A, SFT B

NAa,NB = RO OF CHANGELS » SET Ar SET B

AR = LEVEL OF THE T 3 CODEWORDS

BD = STANDARD DEVIATION OF THE CHANNEL NOTSE SAMPLE VALUES
o= TOUTAL NOL. OF GAUUPS TRAHRSMITTED

ZAZ0 = CHANNEL ELIEMENT VALUES TO pF MULTIPLEXED = SET ASSE) B
SA,80 = LINEAR SUM OF SET CODEVORDS = SET ArSET &

R o= THANSMITTED S1UNAL VECTOR

Al DETECTED FLENENT VALUES = SET A, SET B

RNL = RELATIVE NOTLE LEVEL IR DB :

RSE = BELATIVE SIGHAL [FNERGY IN OB

EA TOTAL NO, OF URKUKS = SET A

PA = AVERAGE FRROR PROGARILITY / CHANNEL = SET A

GAOBRAAF (XY INITIALIZES KANDOM NUMBER GENERATOK

GogSALF(A,B) K,N,G6. WITH GAUSSTIAN DIST, MEAN A 3T.DEV., B
GOIAAF(Y) R, N, G, W:TH UNIFQRM DIST, BETWEFN ¢ AND i

4

[ 3 1

INTEGER SAACB 8, cZACB)Y , 7B(R) ,5A(R)Y,58B(8),A(8),BL8),X(8)
THTEGLR XA(256003) 1 AK{256,8) EALER
DINENSTION RCB),5REB),XRAC256718), XRR(E56,8)

CALL GOSBAF(1,03

READ (1,10 ((SsACT dY 02t d)y121,8)
10 FORMAT (HI15)



c

11

-
S

FO

14
15

14

17
18
19

20

21
22

23
24

25
)

WRITE(Z,1)
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FORNAT (1877777 859K,"SYSTEN D' /AR Y, 'merecas—n LAY LN B O S
1. Altp GAULS, KO

2y PR OBABILITY
3758 GROUPS

hr'SET R 56,

5,' (RNLYDD ¢
Ge'ARREIDRY /L)

pU 300 NNN=1:16

CHAHUNE
HULSE .
ENERGY Y/
LA (EFBD

OF  RELATIVE NO OF ERAS ERROR !

QELATIVEY/' CHANNELY SET B Nui!
SETA  S¥TB SEV A !
vOONAY (HED (AR {cD) (L) '
(P (PR !

READ (T1512) NA»uB AL SDyL

FURMAT (2In+2T0
FaysbERag
TSE=0, 4

.UfIU)

RMATION OF ALL PoSSIGLE TRANS, VECTARS YRACHNA,K? ,wHBE(NNE,)

NRAZZ =% NA
NNR=2we*hp

no 31 #H=1,2

TE (M,FQ, 2, AND HBLEQ,0) 0O TO 39

TF (M, EQ,T.AND,
IF (MLEQ, 1) NNO
TE (M, EQ,2) NKQ
IR (M, EQ,1Y KNO=

PYLEQ, 7D

s NNA
SNHER
A

TF (M,EQ,2) HO=B

00 14 J=1,8
XC4)=0

PO 30 K=1+NND

DO 15 J=1,N0
Xy =3 (J)+2

IF (X(J4)=1) 16,
X4dy=el
CUNTINUE

DO 30 J=1.8
eids=0.,9Q

TF (XCad) 47,499
ROJI==SAACH )
GO T 23
RUJ)=+SAACS )
GG TN 23

pu 2 1=1.8

TEF (XC1))Y 20r22
RGN =ROII=5AACT
U TO ¢2
RUJI=ROYI+SAAC]
CUONTINUE

IF (RCJIY 24,40
RCGJ) ==

60 T0 27

REJy=()

60 70 27
ReIy=+1

The14

18

<41
rd )

rdd

4]

GO TU 39



27
£ 8

THE

IF (n=1) Z3,28,2Y
Xalp, g Y=x0 )
XEA(K Y2 )

GO T 30

KB O ) =X0))
ARBCK , ) =R ()
CONTINUE

CONTINUE

1F (NA,EQ.R) 1Y

PROGRAM oW pUNS FOR L TRANSMITYED SIGHAL
DG 200 NN=1, L

CALYL RANDOUM (NANB2A:Z1)

FORNATION OF THE TRANSHITTED SIGNAL  2(Jd)

L3

AT

L8
49
50
21

NG 56 J=1,8
SACIY,SBCIY=D

YE (2A0H)S 32034033
SALEY==SAANL 1)

GO oTO 38
SACHYa+SAA(S )

Gl TO 33

Do 37 1=1,8

IF (ZACI)) 35,37+ 56
SALIYs65A(uY=SAALT )
GO 70 37
SACIISEACHI+SAA LT, U
CONTINUE

1F (SACY Y 39,4006
SAC))=~1

G TO 42

SALY) =0

GU TO 42

SAC )=+

IF (NB) Sﬁsbﬁ;43

IF (72R(J)) 4b,hn,bs
SBCJY=~8SAACY, )

6O TO 5Q
SELJSY=+S5AACY )

60 T0 50

pd 49 R

TF (2BC1)) 47,4948
SE{J) =SB =85aAi] 40D
GU T0O (,f; : ]
SB(I)=SRCadY+SAAIL L)
CORTINUE :
IE {(Su{g)) 51,5038
SH{J)=w1

6l TO A4

SEB{JI=0

GO TO 54

Sh(J) =41

ITF (SACEY) 55,560,060
SBLJYm=SB(J)
ROHY=RAC )+ SRS AR

GrOUES
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-CAl

Y

57
ADD
58
DET
59
60

61
62

&35

64
65
66
67
68

69

70

76

77

0

o TOTAL SIGNAL SNERGY
P57 Jd=1,53
Tobk=TSE+R(Jaw (0}

WAUSSTAN NOISE UF STD, DEV,
po 5% J=1,8
RUJISROII=GASAE (U )45D2

ECTIOH OF THE RutGElyED STGHAL

T (Na-~8Y 65,59,0Y%
b 62 J=1.8

IF (RCIIY 40,6101
AGI)=-~%AR 00,0

Gl TO 62
ALY =+S /A0S, D)
COMTINUE

GU T0 65

OPA=T0000

PO 6H K=1,HRA

pP=(, 0

Do GHhH J=1,0
XXEXRACK,JY=RCID
OP=OPEXA®RY

I (nNp=0PAY A5,00,H0
OPA=QP

MA®K

CONTTIHUE

PO &7 J=1,NA
ACHysXA(HMA, )

T (NB)Y &0,80,6U4

AARB =1/ AR
bl 0 J=1,8
RECIIRCABS(RCIDI 1) +AAD

1F (NB=&)Y 75,71.1M
ni) 74 J=1,8

TR (RECGI))Y 7470l
BAIY=~SAAC )

GO TO 74

Nl y=+8AAC 40
CONTINUE

GO TD HQ

NDRA=TO0O00

PO 78 K=t, NNR

opPsQ, 0

pe ?hH J=1,3
AXSXRACK, JY=RRCA)
OPFTOP+XX*XYX

1F (DP=gPAY 77,7878
OPA=0P

ME =K

CONTINUE

nl 79 J=1, 4B
RETY=YROE Y

RO +NOTHE

181
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£ COUNT TOTAL KO OF RROAS  EALED
a0 po B4 J=1.83
IF CAQJ)=cA0S)Y 812,84
N1 EATEA+1T
B 1F (BLJy=78C¢03) B5,.484,83
8% FB=LB+1
34 CONTINUE

200 COlTINUE

C  Cal, AVERAGE ERKOR PRORARILITY  PA, PR
PAZEA/FLOAT (L*NA)
IF (NB.EQ.0) 60 T 8%
PRE=ER/FLOATCL*NE)

C Cayn, RELATIVE NOISE LEVEL TN DR
A5 RENL=20=ALUGTIO SN/, 564

o CAL.S?V ? SEGRAL LLEMENT ENERGY / TRAHSHITTED CUMPONENT
AskErY . :

C  CAL. RELATIVE SIGNAL ENERGY PER COHPONENT IN DS
REE=TQ*ALOGIOCAYE/T,0)

IF (NB)Y 8&,86,848

86 WRITE (2,87) NA.NB,AB,SD, L KN ,EA,PASRSE

37 FORMAT (14, A, Fos8:i7¢5:18,F9.2,18,F20.4:21X:F5.2/)
GO TO 300

38 1F (NBL.EU.1) WRITE (2,59)

A9 FORNAT (/)
WRITE (2,90} KA NbBrARSD L RNL.FAJERPPAPU,RSE

0 FORMNAT (T4, 1A e Field ¥ 531 T8 FY. 2,18 10:F1b s Fib b, tXe

1Y+ R4 2))

300 CONTINUE

WRITE (2,%1)
Q1 FUHHMAT (' ##**RB.i%xwsi)

siop
END



183

SURRODTINE RANpOM CHANB /42D
SUGROUTINS RANDDM ohHERATES Tl & CONDONENT VECTORS 24
AND A8 WITH MA AND NH COMPONENTS SET RANDOMLY TO + 0" -1

[ ]

INTEGER ZA(AY 21 (8)

pO 10 J=1,3
T0 2ACIY Ay =0

PSS 151, A

IF (GOBAAFCY)Y=O.2) 11,171,112
ZACI) ==

GO T 43

12 ZA(1)=*1

3 CONTIHNUE

-—
—_—

IF (HRY 14,18,1:
14 pU 17 I=1,HB
TF (GOBAAF(Y)Y=0,5) 15,15,:16
15 728(1)="1
GO TO 17
16 2Bl )=+1
17 CUOHTINUE

18 RETURM
END

FINISH
PR

DOCUMENT DATA
1 1 1 1 1 1 1 1
- 1 -1 1 -1 1 -1
% -4 w1 9
=1 - 1 1 -~ =1 1
1 1 : 1 =1 "'1 "'1 -n1
~1 1 " 1 1 - 1
1 -1 =1 -1 -1 1 1
-1 -1 1 ~1 1 1 -1
0,000 1,032 10000 '
0,000 0,%30 5000
0,000 0,604 3000
0,000 ¢, 479 2500
D,0u0 O 413 2000
0,000 G,414 1500
0,000 0,330 1500
0.000 0,364 1500
0,279 0,287 10000
0,432 0,238 su00
400 0,242 5000
A 0,402 0,227 2500
5 0,470 0,10 2000
0,500 0,201 1500
0,519 6,193 1500
A8 0,540 0,188 4500
i w ok

P T N N Y W Y

20 D3TO 50 20 0O~ DN AN P o Ry

9 ¢a
~ o



Y

CHANNELS
(LAY ()

OF

Q

AMP
SET B

Can)

0.000
0,000
0,000
0,000

C,000

04000

0,000

0,000

0,279
0,432
U.s0n
0,462
U470

0.500

GAUSS .,
~015¢
(s
1,030
0,58

t, B4

NO e
GRUU. 5
(L3
1000,
550..
00,

RELATIVE

NOTSE

& .0

.37

VAL

I.{Jﬁ
L 09

.34

L
(RULIDY

SYSTEN

bt B

N OF

e TA

ChAd
a0
in
28

Khé

Mz

b

61

48

a7

36

71

L ]

ERRS
SETa
(epl

50
39
27
31
30
a7

36

EREOR PROBARILITY
SET &
(pas
9.0030
32,0030
3.006351
J.003%%
9.0030
e G030
. 0230

J.0050

9.0049

3003

f0.0031

$4.,0030

0.

FOCHAMNEL
el g
(pid

v, oD

ULa03n

LAN3G
L0
L3030

YR VY

rELATTVE
B ENELGY

(HLSEI DA

Wi

U,

i, 00
*1, 04

£QT
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Computer simulation program for System DU

JUR THDG B, REHTE2
EDSFILES 1
LUFORTRAN +, U
JOUBCORE 52K

N 22

RUN

PP PUD

LR

DOCUNMERT SQURCE

A O

i

3 O MO,

LIBHARY C(ED SURGROUUPHAGF)
WORK(ED(USEREDSILEY)
PROGRAM(THNS)

ALNORMAL FUNCTIONS

CONPAGT

INBUT 1 = RO

QUTRUT 2 = 1LPD

COMPRESS INTEGER AND LUGICAL
TRACE O .
ERD

HASBTER SYSTEM Do

COHPUTER PROGRAM T STHULATE SYSTEN pa. TWO ORTHOGURAL COM -

SETS o+ OF 8 CHANKEL® FACH ARE MULTIPLEXED , AND DETECTED
USIRNG A sSUR=O2TIMUNL DETECTIUN PROETSS

SAASHR = HATHIX Of CHANNEL CODEWOLDS = SET A, SET R

NA NB = NO OF CHANGELS ~ SET A/ SET R

AB = LEVEL OF THE =ET H CODEWORDS . :

SD = STANDARD DEVIATIOYM OF THE CHANNEL NOISE SAMPLE VALUES
L = TUTAL HOQ., OF G 0UPS TRANSHITTED

ZA 2B = CHANHEL CL:zMERT VALUES TG BE MULTIPLEXED = SET ASSET R
SALSB = LTHEAR SUM OF SET CODEUMORDS - SET ArSET D

R = TRANGHITTEpD STuNAL VECTOR ‘

Ak DETECTED ELLHENT VALUES ~ SET A, SET B

BNL = RELATIVE NOTE LevEL IH DB

RSE = RELATIVE SIGUAL pNERGY IN DB

EA = TNATAL NO, OF #KK0OZ5 = SET A

PA = AVERAGE FERROR PROJIARILITY / CHANHEL « SET A

GOSNAFRCX)Y THITIALIAES RANDOM NUMBER GENERATOUR

SGOSAEF (A, Y RON,G, WITH GAUSSIAN DIST. MEFAN A 4T.DEV, &
GOBAAFCYY R,ON.G, WITH UMIFORHN DIST, RETWEEN O AND 1

)

Ed

INTEGER SAACB 8, rZACH) +2BLRY 1 SALRY,SB(&Y 1 ALY, B(8) X (5)
THTEGER XACZSE, 6 AR (296 ¢8) rEAER,JINI)
DIHENSION ROB8) rnH(d)  XRAC256:8), XRR(L56+8)

CALL GO3BAF (1,1)
RE’\D (1'}10) ((SJA‘A(IfJ)I$l=1;6,rl=1f8)
10 FURMAT (81%)
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WHITE(Z,11)
T OFURMAT Cabq// /740K PSYSTEH DAt /4S5, " mmrmmmeme b/t ND U

1, AMp GAULS, MO 0F RELATIVE KO NF FRn=S ExRUK !
2, UPROBALTLITY ; CHANNEL QRELATIVEY/' CHANNELq &FT B a0
3¢ 5E GROUPS  HOIsF | SETA  SFTH §ET A '
hy'SET & SGOENERGY"/' (NAY(NRY  (ARJ (5D L) '
5, (RNL)DD (Al (FB) tpn) (PR} '

Ay P IRSEIRRY L)

DI 300 HNK=1,16
BEAD (1:12) NAHBAR,SD,L
12 FORMAT (210,270.0,10)
FA»ER=U
T3F=0,0

C FORMATION OF ALL POSSIBLE TRANS, VECTORS XRACNNALK) » XRBOANB o)
HilA =2 ew A
NNl =2 e w b {i

PO 31 M=1,2
IF (MLER, 7 AND,IBLER, D) GO TO 34
TE (M. EQ.I.AND, LY, EQ, 1) GO TO 314
TF (M FQ,1) NNO=NNA
IF (M,FEQ,23 NNQO=hNR
IF (M,EQ,1) NO=i.A
IF (M,EQ,2) NU=KB
plt 135 J=1.8
13 %(J)y=0

PO 30 K=1,u4n0

DO 95 Jd=1,80
XOJ)aX(d)+2

IF (XCd)=1) 1a,16014
X{d)=w1

LORTTHUE

BN
(%, I

16 pO 30 J=1.3
REJY=0,0
TF (X(J)) 17419,
17 RCEI==SAACH,d)
GO TO 23
18 RAI)R+SAA(S )
GO TO 23
19 n0 22 151,8 :
IF (X(1)) 20+22,¢1
20 RUI=R(I)=QAA(T )
GO TO 22
21 RUSI=R(YI~SAACT )
22 CUNTINUE

23 IF (RO 24,2540
24 pUJYy==1
60 TO 27
2h Redy=0
60 TO 27
26 RSy =+4
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FOR

47
L3
W,

49

IF (H=1) 23:728.:9
AR L)X 0Y)
XHEACK, Jy=nd)

Gt Ta 30

Kb cRedy=Xdy

KRR CK eI =R(J)
CONTINUE

CUNTIHIE

1F CHACEQ.&7 1v=1

PROGRAN HOW RULS FOR L TREANSHMITTED SIGHNAL GROUPS

pQ 200 Nu=1,L
CALL RANDOM (NA.NB JA,25)

HATION OF THF TLANSHITTED SIGHAL R¢J)
PO H6 J=1,8 '
SACIY, SR8 Sy =0

TF (2ACd)) 32340358
SACII==SAN(D )

Gl TO 34
SACII=+SAA() . )

GO Ty 38

DU 3? I:1l8

IF (2AC1)) 35,37 +¢56
SACYIRSACIY-SAA- T, d)
sl Y0 37
SACIISSACIY+SAALL
COHTINUE

1F (SACd)) 39,4040
SACYY=my

60 t0 47

SACYI=U

GO TO 42

SACIY=+]

IF (HBY 86,560,453

TF (ZRCJY) 44,4040 45
SECII==SAACS )

6O 10 30
SHECII=rSAACI )

GU TO 50

ol 49 1z=1.5

I1F (ZB(I)) I PRATER S,
SECYYSSRCIY=SAA{T )
GO TO WY

SR Jy=SBJa¥SAA 1)
CONTIKNDE

TFO(SBCIYY BT D20l
SH(J4Y=-1

GO TO 54

skiJgi=o

GO TO 54

SHCd)Y=4+1

IF (sAGIY) 05,3606

SBCI)=-5R )
RESI=SA(J)+5B(Ji*AB
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TAL, TOTAL STGNAL LNERGY

pi 57 J=1.8

57 TOEaTSERROJI=R{D

ADD GAUSSIAN NDIGE

>3

PO nl J=1.8

Ur

SThH,

DEY,

RO ARCII*GOBAEL LU, ),5D)

DETECTION QF THE R-CELIVED

62

6H3
64

65

Hhh

67
68
69
70
1

72
73

nl 61 J=1:Na

IF (REJDDY 59,60,
AGIY==5ARK0 000
6D TO 61
ALIYI=+SAACT, I
CUNTINUE

IF (HA=3)Y &2,74

JNCTY =1
JNL2Y =2
JN(:_;}-':'-/+
JNCAY=H
JNCEY =16
J"‘(é):‘;ﬁa
JRC7) =64
JHCG)=128

PO 73 NX=1,5

OPA=10000

DO 71 IR, NA+1
k=1

DG 64 J=1,NA

IF (ACU)) 44,6%,
KERK+JN(J)
CONTIRUE

OP=0,0

pld 65 J=1.3
XAEXRACK, dYy=ROJ,
QP =P+ XR*AX

(34}

fa

b5

IF (O0p-0pA)Y 66,6701 47

aPA=QP
R |

IF (1-1) 69,69,¢

ACTI=1)=mpA(11)

1F (1=9) 70,72%.,7

ACTI)==A(T)
CONTINUE

IE (M) T4&,74,72
AlHY==A(H)
CONTINUE

43

1

STGHAL

R(Iy+NOTSE

138



74

g

73

79

30

a1
32

a3

34

85
36
A7
38
69

20
21

1TF (HB)Y 92,92,7,

AAB=T /AR
ny 76 J=1,8

RECSI = CABS (RO - =1 )+ AAD

pd 79 J=1,40

TF (RuCdYs 77,7518
REIY==SAACY, )

GO TO 7%
BC)Ys+SAACS )
CONTINUE

IF {(NB~8) 30,92,9¢
PO 1 HX=1,5

OPA=1000Q0

DY 89 I=1,NB+1

K=1

pU 82 J=1,HNB

IF (BCJ)Y) 82,481,810
KK+ N (J)

CONTINVE

0P¢U,“

pO 335 J4=1,8
XAEXRB K, JY=RR(4)
OP=OP+X X XY

1F (OP=0PAY 84,345,885
OPA=(P

FER

IR (1-1) 87,877,006
B{E-1)==8{1-1)

IF (1-9) 88,89 ,0Y
R{I)=~R (1}
CONTINUE

TE (MY 92.92,%90
B{) ==8 (M)
CUNTINUE
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¢ COUNT TOTAL HO OF CRRORS  FA,ER
o2 nlt 9E 41,3
TR (AQUII=2ACd))Y 95,944,958
63 EA=EA+
Q4 1F (BLIY=ZR(SYY ¥5,%6,95
Gh F8=fle]
96 CUNTINUE

200 CONTINUE

C CAL., AVERAGE ERROR PROMARILITY pa,pPn
PASEA/FLOAT(LYNA)
TE (HB.EQ.0) 60 TU @7
PUSER/FLOAT (L¥*Nis)

C CAL, RELATIVE HNO{S+ LEYEL IN DH
Q7 RNL=Z0xALOGIN(SDN/0,364)

C CAL, AVERAGE SIGNAL ELEMENT ENERGY /7 TRANSHITTED CUMPONENT
ASE=TSE/ (L=8)

€ CAL, RELATIVE SIGNAL ENERGY PER COHPOMENT IN nhB
RSE=10%ALOGT0 (AZE/T, 0)

TFO(NRY 100,98, 00

98 WRTTE (2,99) NA.NB, AR, SNDsL RNL,FA,PASRSE

GO FORMAT (14,14 Fads5iF7,.5)1080FY.2,18,F0.4¢21X,F5:27)
GO YO S00

100 1F (NB.EQ,T) MWRITE (2,101

101 FORIAT (/)
HRITE (20102) NarNE AR SD LeRNLLEAERIPPATFRIRSE
102 FURNMAT (14,14, Fa, 3, F7,5,18,F%,2,18,16,F14.4,F14.4,7%,

v+, F4.2/7)
300 CONTINUE

WRITE (2,703)
103 FUORPBAT (' »*%xRBrrxel)

STOp
END



£ SURRUUTINE

SUBROUTINE RAND

C AND 43

1

LR &2

CINTEGER

WITH

RANDOM

N4 AND

pO 10 J=1,3
0 ZACJY 2B()=0

puy 135 1=1

IF (GORAAF(YI~C, 0
1 ZA(]1)=~q

6o v

013

2 ZACT) =
3 CONTINUE

TP (dm

h DO 1

7 I=1

P HA

» N0

M (NAGNB P ZALZH)
UENERATES

B

2AC8)Y 2508)

TAL180 10

Tyt & COMPONENT yECTORY 74

COMPONENTS SuT

11r11'12

TF (GOSAAR(YI~0.2) 15,715,146
5 ZB(1)=-1
6O Y0 17
6 78(1) =+1
7 CUHYINUE

& RETURHN

END

FINI

SH

DOCUMENT DATA

520000 DHGH DO 0%~ D8 WIS Lt B e

DNV WSS DO O0OD0 0 D

e

+*
*
B3
*

1 1
1 -1
1 1
1 *1
1 1
1 -1
1 q
1 u1
N,0u0
0,000
o000
0,000
0,000
0,000
0,000

0,004
0.2?9
0,437

0,424%
0,400
N, Lf3
0,500
0,519
0.540

-1

-
1,034
0,580
0,565
0,477
0,413
0,414
0,330
0,564
0,287
0.238
0,232
0,246
0,207
0.401
.19 3
0.188

1
=1
-

1

1
-1
-

1

1a009Q
5000
3000
ea00
2000
1500
1500
1500
10000
5000
3000
2300
2900
100
1510
1500

-
-1
-1
1

1
-1
-1

-1

-1

RANDOMLY

Ta + Ov
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APPENDIX A3

CIRCUIT DIAGRAM FOR THE HARDWARE MODEL OF SYSTIM Dk

The following detailed circuilt diagrams are shown for the hardware

model described in Chapter 9.

FIGURE A3-1 Flow diagram for the complete system °
FIGURE - A3-2 Control logic waveforms

FIGURE A3-3 System control and random data generator
FIGURE A3-h Multiplexer

FIGURE A3-5 Transmission channel

FIGURE . A3-6 Demultiplexer control

TIGURE A3-T Analogue to digital-converter

FIGURE A3-8 Input store

FIGURE A3-G Inverting unit

FIGURE A3-10 Correlator and comﬁarator

FIGURE A3-11 Display legic
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Description of integrated circuits

T400 Quad 2 input NAND
7402 Quad 2 input NOR
Thok Hex inverter
7408 Guad 2 input AND
Th13 Dual 4 input NAND schmitt
7430 Eight input NAND
Th32 . Quad 2 input OR
Th2 Gated MS flip flop
T4T3 Dual JK MS fiip flop
Thh Dual D flip flop
7483 4 bit binary full adder
7485 4 bit comparator
7486 Quad 2 input EX CR
7490 Decade counter
7493 4 bit binary counter
495 b bit shift register P1/T0
Th126 Tristate bus driver
- 710 Differential comparator

Thl Operational emplifier
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