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## ABSTRACT

The investigation is concerned with various synchronous multiplexing and demultiplexing processes suitable for use with serial baseband data-transmission systems. The multiplexed signals are transmitted in orthogonal groups over a channel which introduces additive white Gaussian noise but no signal distortion.

Techniques are considered for increasing both the capacity and tolerance to additive noise, when the number of multiplexed signals may vary with time, and may exceed the maximum number of orthogonal multiplexed signals.

Several different multiplexing schemes have been proposed together with a variety of demultiplexing and detection processes. The optimum detection process is of limited practical value because of the very large number of sequential operations required when there are more than a few signals in a group. The more effective of the suboptimum detection processes achieve a tolerance to additive white Gaussian noise approaching that of the optimum detector but require far fewer sequential operations and can be implemented quite simply.

The tolerances to noise of the various multiplexing and demultiplexing schemes have been assessed by computer simulation for different numbers of multiplexed signals.

A particular scheme utilising a ternary transmitted signal has been proposed, which shows a significant advantage over a conventional time-division multiplex system. A trade off exists between the number of signals multiplexed and the tolerance to additive noise. The number of signals multiplexed may exceed the maximum number of orthogonal multiplexed signals with a slowly deteriorating tolerance to noise.

A hardware model has been constructed using this scheme. It is capable of 'multiplexing and demultiplexing up to eight signals. The performance of the model agrees well with the results of the corresponding computer simulation tests.

The theoretical aspect of the optimum multiplexing arrangement has been considered briefly. The different transmitted signals are here represented as points in n-dimensional Euclidean signal space, and are positioned in such a way as to maximise the minimum distance between these points.

## GLOSSARY OF SYMBOLS AND TERMS

m
$|X| \quad$ length (Euclidean norm) of $X$, if $X$ is a vector.
$\left\{x_{i}\right\} \quad$ the components of $X$, if $X$ is a fow vector.
$\left\{x_{i}\right\} \quad$ the rows of $X$, if $X$ is a matrix.
$a_{i j}$
the component of matrix $A$, located in the ith row and jth column.
$A_{i} \quad$ the ith row of the matrix $A$.
$A^{-1}$
$A^{T}$
number of active channels multiplexed. number of sample values corresponding to a group of transmitted or received signal elements.
n-component row vector whose components carry the transmitted element values of the transmitted group of signal elements.
n-component row vector whose components are the sample values of the received group of signal elements.
n-component row vector whose components are sample values of a Gaussian random variable with zero mean and variance $\sigma^{2}$.
two-sided power spectral density of zero mean additive white Gaussian noise at the input to the receiver filter. magnitude (absolute value) of $x$, if $x$ is a scalar.
the inverse of matrix $A$.
the transpose of matrix A.
signs (A) the operator "signs" replaces each component of the vector A by $\pm 1$, the selected sign being the same as the component of $A$.

A signal element is a unit component of a digitally-coded signal.
Vectors are treated as matrices having one row or column.

## CHAPTER 1

## INTRODUCTION

### 1.1 Subject of Thesis

This thesis is concerned with improving conventional multiplexing techniques with respect to their capacity and tolerance to additive white Gaussian noise. The multiplexed signals are transmitted over a common transmission path, from a single transmitter to a single receiver, and the demultiplexing of the signals is achieved in the detection process at the receiver.

### 1.2 Conventional methods of multiplexing signals

Multiplexers enable signals from several data sources to be transmitted simultaneously, but independently over a common transmission path from a single transmitter to a single receiver. Figure l.l-1 shows a general multiplex system which consists of a multiplexer, the transmission path and a demultiplexer. The techniques of multiplexing involve coding the input data signals at the transmitter, corresponding to the independent channels in a manner which ensures non-interference, and allows the original data signals to be identified correctly at the receiver. In the demultiplexer an inverse operation is performed to separate the multiplexed data signals. Multiplexing is possible and of economic value because the data signals that are multiplexed require a much narrower bandwidth than that of the common transmission path.


Figure l.l-1 General nultiplex oystem

The most widely used methods of multiplexing signals are frequencydivision multiplex (FDM), and time-division multiplex (TDM). 1,16-25 Whereas only FDM may be applied to analogue signals, both FDM and TDM may be applied to digital signals. The important property of these multiplex methods is that the different signals are orthogonal.

The two functions $f(j, x)$ and $f(k, x)$ are orthogonal in the interval $-\frac{1}{2} \leqslant x \leqslant \frac{1}{2}$ if the integral

$$
\begin{aligned}
\int_{-\frac{1}{2}}^{\frac{1}{2}} f(j, x) \cdot f(k, x) d x & =0 \quad \text { for } j \neq k \quad \text { (1.1-1) } \\
& =\text { finite, non 3ero for } j=k
\end{aligned}
$$

They are orthogonal and normal, or orthonormal if the integral is equal to 1 for $\mathrm{j}=\mathrm{k}$.

In an FDM system the total available frequency bandwidth $W$ is divided into narrow bands of bandwidth $w$, each being used by a separate channel corresponding to the data sources. Individual input data signals have exclusive use of a frequency band. No inference is made as to the type of signals transmitted or to the methods of modulation and detection used.

In a TDM system each interval of $\tau$ seconds called an element period, is divided into $n$ discrete time slots of $T$ seconds. "Each input data signal is assigned a specific time slot, but has the total bandwidth $W$ available.

The frequency bands and time slots for these signals are show in Figure 1.1-2. There are $\mathrm{W} / \mathrm{w}$ frequency bands and $T / T$ separate time slots in the frequency-time space, allocated to $n$ signals corresponding to $n$ different channels or data sources.

$$
\begin{equation*}
\mathrm{n}=\frac{\mathrm{W}}{\mathrm{~W}}=\frac{\mathrm{x}}{\mathrm{~T}} \tag{1.1-2}
\end{equation*}
$$


a) Frequency division multiplex

b) Time division multiplex

c) Code division multiplex

In a code-division multiplex system (CDM), ${ }^{31-38}$ the frequency-time space is not divided (in waldefined way) amongst the input data signals (Figure l.1-2). A system which separates the signals by coding is called a CDM system. Each independent channel has continuous, but not exclusive usage of the available bandwidth, by employing a coded signal waveform which is repeated in each element period of $\tau$ seconds.

The sampling theorem states that a signal waveform which is strictly band-limited to the frequency range 0 to WHz and which therefore has an infinite duration, can be completely specified by a knowledge of its values at sampling points regularly spaced at intervals of $\frac{1}{2 \mathrm{~W}}$ seconds over the whole of its infinite duration.

In a practical situation when the waveform is non-zero over the period $\tau$ seconds ( $\tau \gg \frac{1}{2 W}$ ) and zero at all points outside this interval, the waveform can be completely specified by a knowledge of its values at the 2W sampling points which are spaced at $\frac{1}{2 \mathrm{~W}}$ seconds over the period $\tau$. The information conveyed in a period of $\tau$ seconds is given by the value of $n=2 W \tau$ sample values for that element period, and thus the detection of the received signals can be carried out entirely by operating upon the $2 \mathrm{~W} \tau$ sample values per element period.

These 2W samples give the maximum number of orthogonal waveforms that may be represented in the time $\tau$. An infinite number of sets of orthogonal functions exist, the simplest being a TDM system where the signals are rendered orthogonal by employing independent sample values corresponding to the different multiplexed signals.

In a CDM system, the individual data signals are first coded into a unique combination of $n$ pulses, given by the particular set of orthogonal functions used, these functions being the discrete codes. The coincident pulses belonging to the different data signals are in synchronism and all have the same width. They are combined using various techniques to give the 39-71 resultant transmitted signal.

Multiplex communications systems may be divided into two basic categories, linear systems and non-linear systems. ${ }^{21}$ A multiplex system is linear or non-linear according to whether the transmitted signal is a linear function or not, of the individual signal codes. Conventional FDM and TDM systems fall into the category of linear multiplexing, whereas CDM systems may be either linear (Chapters 3 and 4) or non-linear (Chapters 5 to 8).

### 1.3 Limitations of existing systems

Systems of a conventional nature appear to exhibit two limitations.
Firstly, they are designed to multiplex up to a given maximum number of channels with a specified performance, which is by their nature independent of the number of channels in operation (active channels). In practice however, the maximum number of channels simultancously used will rarely exceed $50 \%$ of the total number of channels, and on average the number of active channels is typically between $10 \%$ and $35 \%$. ${ }^{61}$ Thus a high percentage of the available capacity remains totally unused, and at present with conventional FDM and TDM techniques, the system performance, in terms of tolerance to noise, does not improve with a reduced number of channels. By contrast a better multiplex system would provide a specified performance for an average number of active channels, improved performance for few active channels, and a degraded performance for more active channels. Thus the total available bandwidth would be usefully employed at all times.

The second limitation evident with multiplex systems using sinewaves and pulses for the channel carriers as in FDM and TDM, is that they are prone to disruption by interference, since unpredictable impulsive noise normally occurs in forms similar to sinewaves and pulses. Therefore systems are designed whose susceptibility to such interference is rendered tolerable by employing high signal/noise ratios and by including special additional subsystems such as error correcting units. ${ }^{17}$ These make use of redundant information encoded into the transmitted signal to correct errors caused by additive noise. A better approach would be to use carriers which were not readily simulated by interference, these using specially coded waveforms where the precautions outlined with conventional systems would be either automatically inbuilt or unnecessary.

To summarise, a system is required to be inherently flexible as regards the maximum number of multiplexed channels, in which a trade off should exist between the number of active channels and the tojerance to noise. The transmitted signal should be less sensitive to interference than existing conventional techniques.

## CHAPTER 2

## MULTIPLEXING SIGNALS FOR A BASEBAND.CHANNEL

### 2.1 Model of the data transmission system

The model of the data transmission system is shown in Figure 2.1-1. It is a synchronous serial baseband system, where the coder and multiplexer transmit a group of $n$ binary or multilevel signal elements over an element period of $n T$ seconds. This corresponds to the information presented synchronously to the coder and multiplexer of $m$ active channels. The multiplexed signals are transmitted over a common channel, from a single transmitter to a single receiver and the demultiplexing is achieved in the detection process at the receiver.

At the transmitter an element timing waveform having an element period of $n T$ seconds, is fed from the coder and multiplexer to the data sources whose signals consist of binary element values and take the value $\pm 1$. They have fixed values over the element duration of nT seconds, and reach the coder and multiplexer in element synchronism. Only the m sources and destinations of data, which are actually in operation are shown in Figure 2.1-1. Over any given element period, the m received binary element values at the coder and multiplexer are stored. The coder converts each of the $m$ binary element values to a sequence of $n$ impulses. These $n$ impulses form a code, which gives the codewords for the m channels present. Each codeword is used by a single channel only and they are thus referred to as channel carriers. The multiplexer then combines these codewords, using linear and non-linear techniques, and transmits the resulting signal


Figure 2.i-1 Model of the multiplexer, transmission system and demultiplexer.
over the transmission path. The transmitted signal consists of $n$ signal elements or impulses forming a signal group, which is.transmitted over the element period of $n T$ seconds, the duration of the input binary element values.

At irregular intervals, new channels will start operation and channels already in operation will cease transmission, since the channels are completely independent of each other. During a transmission, each channel has a unique codeword assocjated with it, and that codeword remains unchanged and is used by that channel only. It is assumed that when a new channel starts operation its codeword is either selected at random from those not already in use, or that the channel has a codeword uniquely associated with it, Thus not only does the number of channels in operation $m$, vary over the full range from 0 to $n$, where $n$ is the maximum number of orthogonal codewords for a transmitted group length of $n$ digits over the element period of $n T$ seconds, but for any given number of channels in operation at two widely separate times, two different, sets of codewords will in general be in use.

The transmission path is assumed to be a linear baseband channel, which could include a modulator, bandpass channel and demodulator, and which introduces no signal delay, attenuation or distortion. The transmitter and receiver filters in Figure 2.1-1 are equivalent to all transmitter and receiver filters respectively, including any involved in modulation or demodulation. Thus the data signal at the output of the transmission path is an identical copy of that at the input.

Over some practical channels such as voice frequency channels using HF radio links, the most important type of noise introduced by the channel is additive noise, which can for practical purposes be taken to be additive white Gaussian noise. The difference between the two is sufficiently small not to introduce any serious discrepancies in the performance, in terms of tolerance to noise, when the noise actually present is taken to be white Gaussian noise.

Over telephone circuits, however, the most important source of noise is impulsive noise which sometimes resembles short bursts of Gaussian noise. It has been shown that, if one data transmission system has a better tolerance to adaitive white Gaussian noise than another, it will also in general, have a better tolerance to the additive noise over telephone circuits 28 It follows therefore, that the relative tolerance of two systems to additive white Gaussian noise is a good measure of their relative tolerance to the additive noise over telephone circuits. ${ }^{17,28}$ Furthermore, whereas Gaussian noise is easily produced in the laboratory and analysed theoretically, the impulsive noise over telephone circuits is not
easily simulated accurately in the laboratory. Nor is it easy to achieve more than a probabalistic theoretical analysis to this noise. For these reasons, in the model of the data transmission system, it is assumed that additive white Gaussian noise is introduced at the output of the transmission path. The noise has zero mean, and a two sided power spectral density of $\sigma^{2}$.

The receiver filter removes the noise components outside a frequency band approximately corresponding to the bandwidth of the received signal.

The impulse response $h(t)$ of the transmitter and receiver filters in cascade, and hence the impulse response of the baseband channel, is assumed to be such that $h(0)=1$ and $h(j T)=0$ for all non-zero integers of $j$, the delay introduced by the filters and transmission path being neglected, so that these are in fact non-physical. This impulse response is achieved in a conventional manner by using the same transfer function $H^{\frac{1}{2}}(f)$ for the transmitter and receiver filters, where

$$
H(f)=\left\{\begin{array}{lr}
\frac{1}{2} T(1+\cos \pi f T) & \text { for }-\frac{1}{T}<f<\frac{1}{T}  \tag{2.1-1}\\
0 & \text { elsewhere }
\end{array}\right.
$$

The use of the same transfer function for the transmitter and receiver filters is conventional ${ }^{7,29}$ and enables an easy comparison to be made with other systems. Alternative transfer functions for the filters are avail 29 are available, and some of thése make more efficient use of bandwidth.

If $C(f)$ is the transfer function of the transmission path, then the channel transfer function expressed in terms of the transfer functions of the transmission path and filters is,

$$
\begin{equation*}
Y(f)=H(f) \quad C(f) \tag{2.1-2}
\end{equation*}
$$

and the impulse response of the channel $y(t)$ is given by the inverse Fourier transform of $Y(f)$, that is,

$$
\begin{equation*}
y(t)=F^{-1}\{Y(f)\}=\int_{-\infty}^{\infty} C(f) H(f) e^{j 2 \pi f t} d f \tag{2.1-3}
\end{equation*}
$$

When no signal distortion is introduced by the transmission path, that is when $C(f)=1$,

$$
\begin{equation*}
y(t)=\int_{-\infty}^{\infty} H(f) e^{j 2 \pi f t} d f \tag{2.1-4}
\end{equation*}
$$

From Eqn. (2.1-1),

$$
\begin{align*}
& y(t)=\frac{1}{2} T \int_{-1 / T}^{1 / T}(1+\cos \pi f T) e^{j 2 \pi f t} d f \\
& =\frac{1}{2} T \int_{-1 / T}^{1 / T}\left(1+\frac{1}{2} e^{j \pi f t}+\frac{1}{2} e^{-j \pi f t}\right) e^{j 2 \pi f t} d f \\
& =\frac{1}{2} T \int_{-1 / T}^{1 / T}\left\{e^{j \pi f 2 t}+\frac{1}{2} e^{j \pi f(2 t+T)}+\frac{1}{2} e^{j \pi f(2 t-T)}\right\} d f \\
& =\frac{1}{2} T\left|\frac{e^{j \pi f 2 t}}{j \pi 2 t}+\frac{1}{2} \frac{e^{j \pi f(2 t+T)}}{j \pi(2 t+T)}+\frac{1}{2} \frac{e^{j \pi f(2 t-T)}}{j \pi(2 t-T)}\right|_{-1 / T}^{+1 / T} \\
& =\frac{e^{j \pi \frac{2 t}{T}}-e^{-j \pi \frac{2 t}{T}}}{2 j \pi \frac{2 t}{T}}+\frac{1}{2} \frac{\left.e^{j \pi\left(\frac{2 t}{T}\right.}+1\right)-e^{-j \pi\left(\frac{2 t}{T}+1\right)}}{2 j \pi\left(\frac{2 t}{T}+1\right)}+\frac{1}{2} \frac{e^{j \pi\left(\frac{2 t}{T}-1\right)}-e^{-j \pi\left(\frac{2 t}{T}-1\right)}}{2 j \pi\left(\frac{2 t}{T}-1\right)} \\
& =\frac{\sin \pi_{T}^{2 t}}{\pi \frac{2 t}{T}}+\frac{1}{2} \frac{\sin \pi\left(\frac{2 t}{T}+1\right)}{\pi\left(\frac{2 t}{T}+1\right)}+\frac{1}{2} \frac{\sin \pi\left(\frac{2 t}{T}-1\right)}{\pi\left(\frac{2 t}{T}-1\right)} \tag{2.1-5}
\end{align*}
$$

Figures 2.1-2 and 2.1-3 show the transfer Function $H(f)$ and impulse response $y(t)$ respectively.

$$
\text { Clearly, when } C(f)=1,
$$

$$
\begin{equation*}
y(0)=1 \quad y\left( \pm \frac{T}{2}\right)=\frac{1}{2} \tag{2.1-6}
\end{equation*}
$$

and $\quad y\left( \pm \frac{1}{2} i T\right)=0 \quad$ for $i \neq 0$ or $\pm 1$ (2.1-7)

The received signal $r(t)$ at the output of the receiver filter is sampled at time instants $t=i T$, for all integers $i$. This assumes that the receiver has prior knowledge of the time of arrival of each signal element, that is, the receiver is in element synchronism with the received signal. Techniques for achieving correct element synchronism have been widely studied and will not be considered further. ${ }^{28}$

The ith received element is sampled at time $t=i T$ to give the sample value,

$$
\begin{align*}
r(i T) & =s_{i} y(0)+w(i T)  \tag{2.1-8}\\
\text { or } \quad r_{i} & =s_{i}+w_{i} \tag{2.1-9}
\end{align*}
$$

where $r_{i}=r(i T)$ and $w_{i}=w(i T)$, and it is assumed that $C(f)=1$.
With additive white Gaussian noise having a two sided power spectral density of $\sigma^{2}$ at the input to the receiver filter, the noise power spectral density at the output of the receiver filter is,

$$
\begin{equation*}
\sigma^{2}\left|H^{\frac{1}{2}}(f)\right|^{2}=\sigma^{2} H(f) \tag{2.1-10}
\end{equation*}
$$

so that the mean noise power is


Figure 2.1-2 Transfer function $H(f)$ of the transmitter and receiver filters.


Figure 2.1-3 Impulse response $y(t)$ of the baseband channel when no signal distortion is introduced by the transmission path.

$$
\sigma^{2} \cdot \int_{-\infty}^{\infty}|H(f)| d f=\sigma^{2}
$$

Thus $w_{i}$ in Eqn. 2.1-9 is a sample value of a Gaussian random variable with zero mean and variance $\sigma^{2}$.

From the Wiener-Kinchine Theorem, ${ }^{3}$ the autocorrelation function of the noise signal $w(t)$ at the output of the receiver filter is,

$$
\begin{align*}
d(\tau) & =\int_{-\infty}^{\infty} \sigma^{2} H(f) e^{j 2 \pi f \tau} d f  \tag{2.1-12}\\
& =\sigma^{2} \left\lvert\, \frac{\sin \pi \frac{2 \tau}{T}}{\pi \frac{2 \tau}{T}}+\frac{1}{2} \frac{\sin \pi\left(\frac{2 \tau}{T}+1\right)}{\pi\left(\frac{2 \tau}{T}+1\right)}+\frac{1}{2} \frac{\sin \pi\left(\frac{2 \tau}{T}-1\right.}{\pi\left(\frac{2 \tau}{T}-1\right)}\right.
\end{align*}
$$

and from Eqn. 2.1-4, clearly

$$
a(0)=\sigma^{2}
$$

and

$$
\alpha(i T)=0
$$

for any non zero integer i. Since the mean value of $w(i T)$ is zero, it follows that the noise component $w(i T)$ is uncorrelated with the noise component $w(h T)$, where the integer $h \neq i$, so that the $\left\{w_{i}\right\}$ are sample values of statistically independent Gaussian random variables with zero mean and variance $\sigma^{2}$.

The detector samples the received signal $n$ times per element period at regular intervals of $T$ seconds, the sampling instants being suitably phased with respoct to the received data signal, such that, in the absence of noise, a transmitted impulse of value $x$ gives a value $x$ for the
corresponding received sample, and a value zero for all other received samples.

While one store holds the n sample values for a detection process, another store is receiving the next $n$ sample values, so that $n T$ seconds are available for a detection process. In the detection process, the $m$ element values corresponding to the $m$ channels multiplexed are detected simultaneously by operating on the corresponding $n$ sample values.

It is assumed that the detector has prior knowledge of the number of channels in use, $m$, and the codewords corresponding to these channels. This information must be fed to the receiver, possibly via a separate channel and updated immediately a channel ceases transmission, or transmission commences on a new channel. The techniques involved are not considered 29,38 here, but are briefly considered elsewhere.

### 2.2 Outline of investigation

The investigation is concerned with improving conventional multiplexing techniques with respect to their capacity and tolerances to additive white Gaussian noise. The multiplexed signals are transmitted over a common channel, from a single transmitter to a single receiver, and the demultiplexing is achieved in the detection process at the receiver. The primary aim of the investigation has been to obtain a better understanding of these. systems and hence to develop the most cost-effective arrangement. Since the various systems studied are all arrangements for processing sets of numerical values, these are computer like systems which are best simulated on a computer rather than tested on a practical model. The latter would simply be a special purpose digital computer with the appropriate analogue/digital converter interfaces.

Chapter 3 starts with a survey of linear multiplexing systems in which the transmitted signal is a linear function of the individual channel codewords. The resultant transmitted signal is therefore multilevel. In particular, a system is described which employs a combination of timeand code-division multiplexing, in which the ITDM signal elements are orthogonal as are the CDM signsl elements, but simultaneously transmitted IDM and CDM signal elements are not orthogonal. This arrangement uses a non-linear combination of the linear sums of the TDM and CDM orthogonal set codewords to form the resultant transmitted signal. It is particularly well suited to applications where the number of multiplexed channels is typically a little greater than the maximum number that may be orthogonally multiplexed using TDM alone.

Chapter 4 develops the previous multiplexing arrangement and describes a system which combines non-linearly a TDM and two CDM sets of orthogonal signals. Up to three times as many channels may be multiplexed than is possible using TDM alone.

Chapter 5 surveys non-linear multiplexing systems using Walsh functions ${ }^{34}$ for the channel codewords. These systems use a non-linear majority logic multiplexing operation, ${ }^{56-60}$ and generate a resultant binary transmitted signal.

Chapter 6 describes two non-linear multiplexing arrangements which overcome the disadvantages of proposed Walsh majority logic multiplexing systems. The first arrangement generates a multilevel transmitted signal, whereas the second user majority logic multiplexing resulting in a ternary transmitted signal. The available bandwidth and power is well utilised for any number of active channels.

Its performance compares favourably with conventional TDM systems operating under the same conditions of transmitted signal energy and signalling rate. The number of channels multiplexed may exceed the maximum number of orthogonal channels with a slowly deteriorating tolerance to noise as the number of channels increases.

Chapters 7 and 8 present various demultiplexing arrangements for use with the two multiplexing arrangements of the previous chapter. The optimum detection process, which minimises the probability of error in the detection of the $m$ element values of a group, is of limited practical value because of the very large number of sequential operations required when there are more than a few signals in a group. The more effective of the suboptimum detection processes achieve a tolerance to additive white Gaussian noise approaching that of the optimum detector, but requires far fewer sequential operations and can be implemented quite easily.

Chapter 9 describes a hardware model of the most attractive system, capable of multiplexing and demultiplexing up to eight channels. It was designed and constructed in order to focus attention on the practical realisation and economic aspects of a multiplex system that has hitherto been tested by computer simulation only.

Chapter 10 considers briefly the theoretical aspect of the optimum multiplexing arrangement. This gives the lowest probability of error of any arrangement in the detection of the $m$ element values, when used in conjunction with the optimum detection process. The different transmitted signals are here represented as points in n-dimensional Euclidean signal space, and are positioned in such a way as to maximise the distance of these points. The overall complexity is demonstrated by a series of relatively simple examples.

## LINEAR CODE-DIVISION MULTIPLEXING

### 3.1 Introduction

In recent years, the availability of inexpensive digital circuitry has focused considerable attention on the possibility of applying easily generated and manipulated binary functions to tasks exclusive to sinusoidal functions. Enphasis has been given to the use of Walsh functions as a basis for multiplexing various data sources for transmission over a common channel. They were first described by Walsh ${ }^{39}$ in 1922, and simultaneously but independently, Rademacher presented a system of functions which were later shown to be a subset of Walsh functions. Little attention was devoted to Walsh functions from a engineering standpoint until in 1969 when Harmuth published an article in the I.E.E.E. Spectrum ${ }^{40}$ which aroused much interest in the area. The possibility of replacing many tasks previously the domain of sinusoidal functions with an easily generated binary function, and the increasing availability of digital integrated circuits, was a contributing factor to the emergence recently of nine international conferences on Walsh functions and their applications, in Washington and at the Hatfield Polytechnic.

Walsh functions ${ }^{41-46}$ are a complete set of binary functions that are periodic and orthogonal. Figure 3.1-1 shows the first sixteen functions. 46
A mathematical definition has been given by Davidson, although many variations exist. The functions are defined over the interval $0 \leqslant 0<1$ where $\theta$ is the normalised time variable. $\Lambda$ popular symbol. for a function is,
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## Wal (k,0)

The parameter $k$ is the order of the function, and is equal to one half the number of zero crossings in the interval $0 \leqslant \theta<1, k$ is referred to as the sequency, and is analagous to the frequency of circular functions, although the sign changes are not equidistant. Walsh functions are divided into two groups called Sal. and Cal functions, ${ }^{45,46}$ which correspond to the circular functions Sine and Cosine. However, the complete set can be described by a single function that includes the Sal and Cal functions.

Figure 3.1-1 shows a set of sixteen Walsh functions ordered in terms of their sequency. Expressed as components $\pm 1$ they are by definition of length $2^{n}, n=1,2 \ldots$. Other ordering exist, and in particular, a set of Walsh functions set down in appropriate order as lines of a matrix constitute the best-known form of Hadamard matrix, namely one of order $m=2^{n}$.

Because Walsh functions are orthogonal it is possible to use them as signal $42,46-48$ signal carriers for multiplexing systems like the circular functions. However, being two values, they are very easily generated, 43,45, 70 and have considerable computational and equipment advantages. Analogous to the amplitude, the frequency and the phase modulation associated with the conventional trigonometric functions, the information is equally contained in the amplitude, sequency, and time position of the Walsh carriers. However, the orthogonality is only preserved if the Walsh functions are 54 synchronised and are in phase. Similar to conventional demultiplexing techniques, information that is amplitude modulated on to a given Walsh function, may be recovered by a process of correlation or matched filter 10,27
detection. This minimises the probability of error in the detection of
the individual channel element values by maximising the ratio of the energy level of the wanted signal, to the average energy level of the noise components.

### 3.2 Linear multiplexing using Walsh functions

Figure 3.2-1 shows a block diagram of the multiplex system using Walsh functions as the channel carriers. The $m$ active input analogue signals are passed through sample and hold circuits $S$, and multiplied by the corresponding Walsh functions using analogue multipliers over an element period of $n T$ seconds. The summation circuit $\Sigma$ adds linearly the modulated codewords to form the resultant transmitted signal. The transmission path introduces additive white Gaussian noise, having a noise power spectral density $\sigma^{2}$ and zero mean. At the receiver, the demultiplexer consists of a process of correlation detection in which the received signal is multiplied by Walsh functions identical to those used in the multiplexer. Because the signal carriers are orthogonal, the received signals are extracted by integrating the resulting analogue signals. Interference from other channels having high frequency components is thus suppressed.

This method was first described by Judge ${ }^{49}$ in 1962, and Jater by
Bagdasarjanz and Loretan, ${ }^{50}$ where they consider the cross talk generated by various parts of the system. A working system designed for 1024 channels has been described by Hübner of the West German Post Office. The main problem with these systems is that of cross talk caused by inaccurate synchronisation, ${ }^{52,54}$ and realising sufficiently linear analogue multipliers. Synchronisation problems may be eased if Raderacher functions (square waves) are used, the orthogonality of which is invariant with a time shift. ${ }^{55}$ Another problem is the widespread development of conventional FDM systems causing a justifiable reluctance to change for even quite considerable technical gains. The advantage of this system over FDM is


> S - sample and hold circuit
> M - analogue multiplier
> $\Sigma$ - summation circuit
> I - integrator
the absence of a set of single sideband filters. The Walsh function multipliers replace these and because the functions are two valued the process is very easily implemented especially using integrated circuit technology. Also, Walsh function generation is much simpler than frequency synthesis.

The position is different, however, for the Walsh multiplexing of binary signals. ${ }^{46,51,68}$ The transmission of binary data for communication and computer purposes is beginning to impose its own requirements for which the equipment in service is as yet limited in quajity 16,20 which the equipment in service is as yet limited in quality. The input binary signals are assigned to individual channels in the multiplex system. For $n$ channels in operation, because of the linear summation of the Walsh codewords, the resultant transmitted signal has $n+1$, ampljtude levels. Such a system, therefore, would require the provision of extensive regenerative repeaters to deal with multi-amplitude signals. These systems give very low probability of error in the received data signals, for they are not susceptible to a pulse type disturbance, because the individual channel signal energies are spread over the entire element period.

The next section discusses in detail, an interesting system for the combination of a TDM and a digital CDM system.

### 3.3 System A1


#### Abstract

This arrangement, proposed by Clark, ${ }^{35}$ is capable of extending a conventional binary TDM system with additional channels using CDM codewords, such that the overall tolerance to additive white Gaussian noise of the system is only degraded slightly by the addition of a few extra channels.


The arrangement uses a combination of TDM and CDM, in which the TDM signal elements are orthogonal as are the CDM elements, but simultaneously transmitted TDM and CDM elements are not orthogonal. With this arrangement, up to twice as many channels may be multiplexed, for a given transmission path and signal element rate per channel, than is possible with orthogonal multiplexing using either TDM or CDM alone.

The transmitted signal elements are arranged in separate groups, which are transmitted sequentially, and there is no intersymbol interference between elements in different groups. At any particular time, the total number of channels may have any value from 0 to $2 n$, where $n$ is the maximum number of orthogonal TDM or CDM channels. If a group of $m$ elements contain u elements from different $I T D M$ channels and $v$ elements from different $C D M$ channels, then clearly $u \leqslant n, v \leqslant n$ and $u+v=m$.

The TDM codewords which are used as the signal carriers for the $n$ TDM channels are given by the rows $\left\{A_{i}\right\}$ of an $n \times n$ identity matrix. The complete set of n TDM codewords will be referred to as the orthogonal set $A$. If the ith codeword, from the set of $n$ codewords corresponding to the ith TDM channel is given by $\sum_{j=i}^{n} a_{i j} \delta(t-j T)$, it may be represented by the n-component row vector,

$$
\begin{equation*}
A_{i}=0 \cdot 0 \quad a_{i i} 0 \cdot 0 \tag{3.3-1}
\end{equation*}
$$

whose ith component is $a_{i i}=1$.
The CDM codewords which are used as the signal carriers for the different channels are given by the rove $\left\{B_{i}\right\}$ of an $n \times n$ Hadamard matrix. For the particular case where a codeword or signal element contains 16 components, that is $n=16$, the matrix $B$ is shown in Figure 3.3-1. The complete set of CDM codewords will. be referred to as the orthogonal set $B$. If the ith codeword from the set of $n C D M$ codewords is given by
$B=\left[\begin{array}{rrrrrrrrrrrrrrrrrr}1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\ 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\ 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\ 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\ 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\ 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 \\ 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\ 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\ 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 \\ 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 \\ 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1\end{array}\right]$

Figure 3.3-1 The matrix of set $B$ codewords
n
$\sum_{j=1}^{n} b_{i j} \delta(t-j T)$, it can be represented by the $n$-component row vector,

$$
B_{i}=b_{i 1} b_{i 2} \cdot \cdot \cdot b_{i n}
$$

The element value of the signal element in the ith of the $n$ channels whose codewords belong to the orthogonal set $A$, is $x_{i}= \pm 1$ when a signal is present in this channel, or $x_{i}=0$ when no signal is present. Similarly, the element value of the signal element in the ith of the $n$ channels whose codewords belong to the orthogonal set $B$, is $y_{i}= \pm 1$ when a signal is present in this channel, or $y_{i}=0$ when no signal is present. Let $X$ and $Y$ be the $n$-component row vectors with ith components $x_{i}$ and $y_{i}$ respectively.

It is assumed that the $u\left\{x_{i}\right\}, v\left\{y_{i}\right\}$ for the $m$ active channels are statistically independent and equally likely to have either binary value. The $u\left\{x_{i}\right\}, v\left\{y_{i}\right\}$ are not necessarily the first $u$ and $v$ of the $n\left\{x_{i}\right\}$ $n\left\{y_{i}\right\}$, but may be any of the $n\left\{x_{i}\right\}$, $n\left\{y_{i}\right\}$.

The coder and multiplexer combine the m codewords for the two orthogonal sets over the period 0 to $n T$ seconds.

The orthogonal set $A$ and set $B$ codewords, $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$, are multiplied by the corresponding binary element values $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$, $i \doteq 1 \ldots n$, so that each codeword given by (3.3-1) and (3.3-2) is binary antipodal. The orthogonal set A codewords are added linearly to give,
XA
and the orthogonal set $B$ added to give,

The n components of the signal vector YB for the orthogonal set B are mutliplied by a scalar, whose value is positive and equal to $c$, and determines the level of the vector YB to give,

> cYB

The n components of the vector XA are now combined non-1inearly with the $n$ components of the vector $C Y B$ as follows. For each $j$, if the $j$ th component of XA is negative, then the sign of the $j$ th component of cYB is reversed. The jth components are now added linearly to give the jth component of the transmitted signal $S$.

$$
S=X A+\operatorname{signs}(X A)(c Y B)
$$

where the operator "signs" replaces each term of the vector XA by $\pm 1$ corresponding to the sign of the components of XA. For components of XA equal to zero, then the operator "signs" on those components gives a value $+1$.

The non-linear combination described may be regarded as a process of amplitude modulation, the components of XA being modulated or systematically altered respectively by the coincident components of $c Y B$. The reason for using a non-linear combination rather than a linear one, lies in the detection process, which is now capable of detecting the orthogonal set $B$ element values without prior knowledge of the orthogonal set $A$ element values. Error extension effects are thus minimised and the probability of error is reduced relative to linear coding.

In the model of the system (Figure 2.1-1), white Gaussian noise with a two sided power spectral density of $\sigma^{2}$ is added to the data signal at the output of the transmission path, giving the Gaussian waveform w( $t$ ) added to the data signal at the output of the receiver filter, as described in

Section 2.1.

The signal at the output of the receiver filter over the duration of a single group of coincident signal elemerts is sampled at regular time intervals of $T$ seconds to give the $n$ components of the received data signal vector $R$.

$$
R=S+W
$$

where $S$ and $W$ are $n-c o m p o n e n t$ vectors, and for the particular receiver filter in use, the $\left\{w_{i}\right\}$ are sample values of statistically independent Gaussian random variables with zero mean and variance $\sigma^{2}$.

From Eqns. (3.3-6) and (3.3-7)

$$
\begin{equation*}
R=X A+\operatorname{signs}(X A)(c Y B)+W \tag{3.3-8}
\end{equation*}
$$

The detection process uses two separate sets of correlation detectors matched to the orthogonal sets $A$ and $B$. These minimise the probability of error in the detection of the individual channel element values by maximising the ratio of the energy level of the wanted signal, to the average energy level of the noise components.

In general, the ith element value $p_{i}$, corresponding to the orthogonal set $Z$ (any orthogonal set) is detected by feeding $Q$ (the set of $n$ sample values of the input signal to the correlation detectors) to the correlation detector matched to $Z_{i}$. The correlation detector multiplies the $j$ th component of $Q$ by the $j$ th component of $Z_{i}$, for $j=1-n$, and adds the products to give the output signal. The ith element value is detected from the sign of the output signal.

$$
\begin{equation*}
p_{i}=\operatorname{sign} \sum_{j=1}^{n} \quad q_{j}{ }^{2}{ }_{i j} \tag{3.3-9}
\end{equation*}
$$

where $q_{j}$ and $z_{i z}$ are the $j$ th components of the row vectors $Q$ and $Z_{i}$. Using matrix rotation,

$$
\begin{equation*}
P_{i}=\operatorname{signs}\left(Q Z^{T}\right) \tag{3.3-10}
\end{equation*}
$$

where the operator "signs" replaces each term of the vector $Q Z^{T}$ by $\pm 1$ corresponding to the sign of the components of $Q Z^{T}$.

Figure 3.3-2 shows a block diagram of the demultiplexing and detection process which operates in an iterative fashion, thus saving hardware and reducing complexity. For convenience the process is divided into the first and subsequent cycles, as the first detection cycle differs slightly from the following cycles which are identical. In the first cycle of the iterative process, the detector determines the binary element values $\left\{x_{i}^{\prime}\right\}$ for the orthogonal set $A$ from the signs of the components of $R$. This is because the matrix $A$ is an identity matrix. Let $X$ ' be the n-component row vector with components $\left\{x_{i}^{\prime}\right\}$

$$
\begin{align*}
x^{\prime} & =\operatorname{signs}\left(R A^{T}\right) \\
& =\operatorname{signs}(R) \tag{3.3-11}
\end{align*}
$$

and for those channels not in operations, the corresponding element values $\left\{x_{i}^{\prime}\right\}$ are set to zero.
From Eqn. (3.3-8),

$$
\begin{equation*}
X^{\prime}=\operatorname{signs}(X A+\operatorname{signs}(X A)(c Y B)+W) \tag{3.3-12}
\end{equation*}
$$

## First cycle



Figure 3.3-2 System Al. Block diagram of the iterative demultiplexing and detection process.

If the ith component of the second term of Eqn. (3.3-12) due to orthogonal set B is of greater magnitude and of opposite sign to the first term a temporary error will be made in the ith component of $X^{\prime}$. This may be corrected in the second cycle of the iterative process, when the value of this second term (Eqn. 3.3-12) is estimated from the detected element values for the orthogonal set $B$, determined in the first cycle. If the ith component of the noise term $W$ is of greater magnitude and of opposite sign to the first term, then a permanent error will occur which cannot be corrected. This is because the magnitude and sign of the noise components $\left\{w_{i}\right\}$ of the vector $W$ are unknown. In general, both second and third terms of Eqn. (3.3-12) contribute interference in the detection of the ith component of $X$ '.

The signs of all $\left\{r_{i}\right\}$ which contain received elements of the orthogonal set A are now made positive, so that each of these becomes the corresponding $\left|r_{i}\right|$. The value of $l$ is then subtracted from each of these $\left\{\left|r_{i}\right|\right\}$. The remaining $\left\{r_{i}\right\}$ contain no elements of set $A$ and are left unchanged. The resulting $n$-component vector $R^{\prime}$ is fed to the correlation detectors matched to the codewords $B_{i}$ of the received elements of the orthogonal set $B$. The element values in this set $\left\{y_{i}^{\prime}\right\}$ are detected from the signs of the corresponding correlation detector output signals to give the $n$ components $\left\{y_{i}^{\prime}\right\}$ of the vector $Y^{\prime}$.

$$
\begin{equation*}
Y^{\prime}=\operatorname{signs}\left(R^{\prime} B^{T}\right) \tag{3.3-13}
\end{equation*}
$$

and for those channels not in operation, the corresponding element values $\left\{y_{i}^{\prime}\right\}$ are set to zero.

In the second cycle of the iterative detection process, the detected binary element values $\left\{y^{\prime}\right\}$ for the orthogonal set $B$ are used to generate the corresponding codewords, which are then added together to give the detected value of the sum of the received elements in set B. This is identical to that performed in the multiplexing process (Eqn. 3.3-5), only now the detected element values $\left\{y_{i}^{\prime}\right\}$ are used. Let this be the $n$-component vector $D$, with components $\left\{d_{i}\right\}$ where,

$$
\begin{equation*}
D=C Y^{\prime} B \tag{3.3-14}
\end{equation*}
$$

Referring to Eqn. (3.3-6) in which XA is an n -component vector with components equal to $\pm 1$, it is clear that if the ith component of $c Y B$ is more negative than -1 , then the ith component of $S$ will be of opposite sign to that of the ith component of XA. An incorrect detection in the ith component of $X^{\prime}$ will have occurred in the first cycle of the iterative process.

The orthogonal set $A$ element values $\left\{x_{i}^{\prime}\right\}$ are redetected from the sign of the corresponding components $\left\{r_{i}\right\}$, except when $d_{i}$ is more negative than -1 when the component $x_{i}^{\prime}$ is detected as $-\operatorname{sign}\left(r_{i}\right)$.

The sign of each $r_{i}$ that contains a received element in set $A$ is now made positive, except for the $\left\{r_{i}\right\}$ whose corresponding $\left\{d_{i}\right\}$ are more negative than -1 . The signs of these $\left\{r_{i}\right\}$ are made negative. The remaining $\left\{r_{i}\right\}$ are left unchanged as before. The value of +1 is then subtracted from each of the resultant components containing an element of set A. The $n$-component vector $R^{\prime}$ obtained from the operation is fed to the correlation detectors matched to the set $B$ codewords, to give the n-component vector $Y^{\prime}$, the detected binary element values for the orthogonal set. $B$.

$$
\begin{equation*}
Y^{\prime}=\operatorname{signs}\left(R^{\prime} B^{T}\right) \tag{3.3-15}
\end{equation*}
$$

and for those channels not in operation, $y_{i}^{\prime}$ is set to zero.
The cycle may be repeated as often as required. The most frequent cause of non-unique detectability of the detected element values occurs when $c$ takes certain values. If the ith component of the $n$-component vector cYB at the transmitter is -1 , exact cancellation between the ith component of the sum of the two vectors $X A$ and $c Y B$, will occur, whether the value of the ith component of $X A$ is.$+ l$ or -1 .

Exact cancellation between the ith digits of the sums of the set elements may occur if $\sqrt{n} / \mathrm{c}$ (where $c \leqslant \sqrt{n}$ ) is an integer value. If $\sqrt{n} / c=k$ is even, then $k, k+2, k+4 \ldots \ldots$ _ $n$ channels in operation may cause exact cancellation and non-unique detectability. If $\sqrt{n} / c=k$ is odd then $k, k+2, k+4 \ldots \ldots n-1$ channels in operation may cause cancellation and non-unique detectability.
3.4 Computer simulation tests

The relative performances, in the prescence of additive white Gaussian noise, of the various systems discussed, have been compared by computer simulation. All the programs have been written in FORTRAN IV and run on the ICL 1904A computer at Loughborough University of Technology. Appendix A2 shows a selection of programs for the more important systems.

Figure 3.4-1 shows a flow diagram of the computer simulation model for a single test of $m$ active channels. The total number of signal groups transmitted' $\ell$, and the number of active channels are first selected. For every signal group transmitted, a random selection is made of the $m$ codewords from the total number of codewords available, which are stored permanently for easy access in the multiplexer and demultiplexer.


Figure 3.4-1 Flow diagram of the computer simulation model for a single test of $m$ active channels.

The detector is assumed to have prior knowledge of the $m$ codewords selected The data element values are $\pm 1$ and are statistically independent and equally likely to take either value.

The variance $\sigma^{2}$ of the additive white Gaussian noise samples introduced into the transmission path, is adjusted to obtain a given error probability per channel. The demultiplexer operates on the received $n$ sample values given by the vector $R$, to give the $m$ detected element values. These are compared with the corresponding multiplexed element values and the number of errors counted (differences in sign). The test proceeds for $\&$ transmitted signal groups, after which the error probability per channel $p$ (for active channels) is calculated from,

$$
\begin{equation*}
p=\frac{e}{m \ell} \tag{3.4-1}
\end{equation*}
$$

where $e$ is the total number of errors counted for the test of $m$ active channels. Finally, a print-out is obtained of the relevant test details. Another test commences with a different number of active channels, and the computer simulation program finishes when all the different number of channel tests are completed.

- In a practical system, error probabilities of $I$ in $10^{5}$ or less may be expected. It is not possible to test systems with such low error probabilities because, for a reasonable estimate of the error rate, some 20 to 30 errors must be obtained in a computer simulation test. This implies a very large number of trials. A compromise is therefore necessary between the error probability per channel, for 20 to 30 errors, and the computer time necessary. For all system arrangements tested, an error probability per channel of 0.003 has been chosen which for a total of 30 errors was found to give an acceptable computer run time even for
detection processes that require a vast number of sequential operations. Tests with different numbers of active channels naturally require a different number of transmitted signal groups for the given error probability per channel and for a total of about 30 errors.

For each system tested, the performance, in terms of tolerance to noise has been compared with a conventional binary TDM system (with components of amplitude $\pm 1$ ), with the same transmission rate and error probability per channel of 0.003 . The average energy per component of the transmitted signal for each system has been normalised to unity so that it has the same average energy as a component in the TDM system. In this way a true comparison can be made.

A measure of the tolerance of a system to additive white Gaussian noise, is given by the ratio of the noise variance $\sigma^{2}$ for the system under test, to the noise variance $\sigma_{T D M}^{2}$ for a conventional binary TDM system under the prescribed conditions. Expressed in decibels, the noise level relative to a binary TDM system is given by

$$
\begin{equation*}
10 \log _{10}\left(\frac{\sigma^{2}}{\sigma_{\mathrm{TDM}}^{2}}\right) \tag{3.4-2}
\end{equation*}
$$

For the multiplexing of more channels than may be multiplexed orthogonally, an interesting comparison is made with a conventional quaternary TDM system, having the same error probability per channel and average energy per component of the transmitted signal. It should be pointed out that the error probability per channel now corresponds to the worst case error probability per channel, where two bits of information are conveyed by one component of the transmitted signal. If the four possible amplitude levels of the quaternary TDM signal are $3 \mathrm{a}, \mathrm{a},-\mathrm{a},-3 \mathrm{a}$, then the average energy per component is $5 a^{2}$.

If the average energy per component is now set to unity, this represents a reduction in the average energy per bit of information of $1 / 5$, or expressed in $d B$, a reduction of almost 7 dB . Thus the tolerance to noise of a quaternary TDM system with the same average energy per component of the transmitted signal as a binary TDM system, is 7 dB lower than the corresponding binary TDM system.

### 3.5 Confidence limits

Because a compromise has by necessity been accepted between the available computer time and the number of errors obtained for a given error probability, the question naturally arises as to the confidence level of the results.

For a given value of the average element error probability per channel, $p$, the number of errors e obtained in a simulation test is given by

$$
\begin{equation*}
\mathrm{e}=\ell \mathrm{pm} \tag{3.5-1}
\end{equation*}
$$

where $\ell$ is the total number of signal groups transmitted in a test with $m$ active channels.

It has been shown that if the errors are statistically independent, $e>30, p \ll 1$, and if an accuracy of no better than $20 \%$ is required for the confidence limits, then it can be assumed that e has a Gaussian probability density with a mean $\mu=e$ and a standard deviation $\eta=\sqrt{e}$.

For a given value of $p>0$, the $95 \%$ confidence limits for the value of $p$ are approximately, ${ }^{38}$

$$
\begin{align*}
& \pm \frac{2 n}{\mu} p  \tag{3.5-2}\\
& \pm \frac{2}{\sqrt{e}} p
\end{align*}
$$

where the limits are expressed as deviation from the given value of $p$. Where the number of errors is less than 30 , the $95 \%$ confidence limits are estimated from the results of reference (30)

In any test with orthogonal groups of signals, there may be a degree of dependence between the individual element errors of a group in a detection process. The result of this dependence is to reduce the number of independent errors obtained in a test and so to widen the confidence limits. Thus $e$ in Eqn. (3.5-1) does not represent the effective number of errors and therefore is only an indication as to the confidence limits. When this occurs, a series of tests may be performed for a given number of active channels. Let the total number of errors counted for each test be $e_{1}, e_{2} \ldots-e_{r}$, for $r$ successive tests. The mean $\mu$ and standard deviation $n$ of the total number of errors counted are given by, ${ }^{80}$

$$
\begin{align*}
\mu & =\frac{1}{r} \cdot \sum_{i=1}^{r} e_{i}  \tag{3.5-4}\\
\eta & =\left(\frac{1}{r-1} \sum_{i=1}^{r}\left(e_{i}-\mu\right)^{2}\right)^{\frac{1}{2}} \tag{3.5-5}
\end{align*}
$$

(Bessel's formulae)

The $95 \%$ confidence limits in the value of error probability is now given by Eqn. (3.5-2).

### 3.6 Results of computer simulation tests

The tests simulate the multiplexing and demultiplexing of 16 channels from the orthogonal set $A$, and between 0 and 16 channels from the orthogonal set $B$. For each test the value of $c$, the level of the set $B$ signal elements was adjusted to give the same error probability per channel for sets $A$ and $B$, at the end of the second detection cycle. The variance of the additive white Gaussian noise samples was simultaneously adjusted to give an error probability of 0.003 for both sets at the end of the second cycle, subsequent cycles being found to give no significant improvement in the total number of errors counted. For each test 1000 signal groups were transmitted.

Figure 3.6-1 gives the noise level for an error probability per channel of 0.003 expressed in decibels relative to a binary TDM system, for 0 to 16 active channels in set $B$. Also shown is the relative noise level of the corresponding quaternary TDM system. Both binary and quaternary TDM systems have the same average energy per component of the transmitted signal, the same transmission rate, and the same error probability per channel as the system under test, as explained in Section 3.4.

This system is more attractive in terms of tolerance to additive white Gaussian noise than conventional quaternary TDM, when the orthogonal set A is at maximum capacity, and when there are up to 7 active channels from the orthogonal set $B$. For a greater number of active channels in set $B$ the tolerance to noise decreases rapidily.

The confidence limits of Eqn. (3.5-3) may be applied to each test where approximately 50 errors were counted for the orthogonal set $A$. Rather fewer errors were counted for the set $B$, the number depending on the number of active channels in set $B$. However, because the additive white Gaussian noise affects the number of errors counted for each set equally, it is


Figure 3.6-1 System Al. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system, for a varying number of active channels in set $B$.
reasonable to accept 50 errors as an indication to the confidence limits for an error probability per channel of 0.003 . The $95 \%$ confidence limits are therefore $0.003 \pm 0.00085$, or expressed in decibels, +0.30 and -0.35 on the measured value of relative noise level of Figure 3.6-1.

Non-unique detectability caused by cancellation of coincident components of the orthogonal sets $A$ and $B$ is examined by an alternative approach. The level of the set $B$ signal elements $c$, is maintained at a constant level, as is the noise variance $\sigma^{2}$ of the additive white Gaussian noise samples, for a varying number of active channels in set $B$.

Figures $3.6-2$ and $3.6-3$ show the error probability per channel, at the end of the first and second cycles of the iterative detection process. The parameters associated with the different graphs are as below.

| GRAPH | $c$ | $\sigma$ |  |
| :--- | :--- | :--- | :--- |
| 1 A | $1 B$ | 0.4 | 0.125 |
| 2 A | $2 B$ | 0.4 | 0.0 |
| 3 A | $3 B$ | 0.3636 | 0.125 |
| 4 A | $4 B$ | 0.3636 | 0.0 |

The letters $A$ and $B$ against a graph indicate the orthogonal set to which the value of $p$ apply. The error probability for the set $B$ channels remain approximately constant, regardless of the number of channels in set B. Thus, to simplify Figure 3.6-2 and 3.6-3, the graphs plotted for 18 to 48 show in each case a constant value of $p$, which is its average value determined over the range 1 to 16 channels in set $B$. Under noiseless conditions, the first detection cycle produces a considerable error probability, but for certain conditions is reduced to zero in the second detection cycle. When $c=0.4$ a good tolerance to noise is obtained for
Error probability per channel p


Figure 3.6-2 System Al. First detection cycle. Error probability per channel, for a varying number of active channels in set $B$.
Number of active channels in set $B$

Figure 3.6-3 System Al. Second detection cycle. Error probability per channel, for a varying number of active channels in set $B$.
an odd number of channels in set B. However, exact cancellation described causing non-unique detectability occurs in the set $A$ channels, even under noiseless conditions for $m$ even and $\geqslant 10$. For $c=0.3636$ a good tolerance to noise is obtained for an even number of channels in set $B$, but causes non-unique detectability for m odd and $\geqslant 11$. Graph 2 A and 4 A of Figure $3.6-3$ shows this clearly.

More detailed tests ${ }^{35}$ show that the error probability per channel of set $B$ is unchanged if the number of channels in set $\Lambda$ is reduced.

### 3.7 Assessment of System Al

The non-linear multiplexing arrangement of system Al described, is most suitable when the number of multiplexed channels is a little over the maximum number that may be multiplexed orthogonally. In particular, with a suitable choice of signal level for the set $B$, unique detectability can be ensured for up to twice as many channels as may be multiplexed orthogonally. The arrangement gains an advantage in tolerance to additive white Gaussian noise over the corresponding conventional quaternary TDM system where the transmitted signal has the same average energy per component, and the same transmission rate as the system Al. The significance of the system is that the tolerance to additive white Gaussian noise gradually decreases as the number of channels in set $B$ increases. A trade-off exists between the number of additional multiplexed channels and the tolerance to noise.

## CHAPTER 4

## DEVELOPMENTS OF SYSTEM AI

### 4.1 System A2

This is a modification of System Al, in which the most frequent cause of non-unique detectability of the detected element values occurs when the value of $c$, determining the level of the signal elements of set B, takes certain values. System A2 introduces a simple and effective non-linearity into the multiplexing method to overcome this.

From Eqn. (3.3-6) the n-component transmitted signal vector $S$ is given by,

$$
\begin{equation*}
S=X A+\operatorname{signs}(X A)(c Y B) \tag{4.1-1}
\end{equation*}
$$

The channel element values $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$ are given by the $n$ components of the vectors $X$ and $Y$ whose ith components are $\pm 1$, or 0 for those channels not in operation. The matrix $A$ is an identity matrix whose rows are the codewords of the orthogonal set $A$. The components of XA are therefore $\pm 1$ or 0 .

If the value of $c$ is such that the ith component of $c Y B$ is -1 , then if the ith component of $X A= \pm 1$; exact cancellation will occur, and the information conveyed by the ith channel of the orthogonal set A will be completely obliterated.

When this occurs, the ith component of $S$, given by Eqn. (4.1-1) is now modified to take the value $\pm k$, the selected sign being the same as that of the ith component of $X A$. Let the $n$-component vector $S$ ' be the modified transmitted signal.

$$
\left.\begin{array}{l}
\text { If } s_{i}=0 \\
\text { and }(X A)_{i t h}= \pm 1
\end{array}\right\} \begin{aligned}
& s_{i}^{\prime}=k(X A)_{i t h} \\
& \text { otherwise } \\
& s_{i}^{\prime}=s_{i}
\end{aligned}
$$

Where the ith component of $X A$ is denoted by (XA) eth

Errors in the detected element values are also caused by components of the transmitted signal taking small values, whose signs are easily corrupted by the additive white Gaussian noise introduced into the transmission path. If the modulus of the eth component of $s_{i}$ is less than a value $g$, then this component is now modified to take the value $\pm$, the selecieỉ sign vexing life same as int of the fth component of $s_{i}$.

$$
\text { if } \begin{align*}
\left|s_{i}\right| \geqslant g & s_{i}^{\prime}
\end{aligned} \begin{aligned}
\left|s_{i}\right| & <g \quad s_{i}^{\prime}
\end{align*}=g \operatorname{sign}\left(s_{i}\right)
$$

For simplification the value $g$ is assumed equal to $k$ and the two non-linearities are combined.

$$
\begin{align*}
& \left\{\begin{array}{ll}
\text { if } & s_{i}=0 \\
\text { and } & (X A)_{i t h}= \pm 1
\end{array}\right\} \quad \begin{array}{l}
\prime \\
s_{i}^{\prime}=k(X A)_{i t h}
\end{array} \\
& \text { if. }\left|s_{i}\right|<k \quad s_{i}^{\prime}=k \operatorname{sign}\left(s_{i}\right) \\
& \text { otherwise } \quad s_{i}^{\prime}=s_{i} \tag{4.1-4}
\end{align*}
$$

Increasing the value of $k$ should increase the tolerance to noise of the orthogonal set $A$ element values, but because the orthogonal set $B$ element values are detected from all n components of the received data signal, the orthogonal set $B$ error probability should remain reasonably constant for small values of $k$. For $k$ larger, the error probability for the orthogonal set $B$ is expected to increase, due to excessive interference from residual components introduced by the non-linearities, and not removed with the detection of the orthogonal set $A$ element values.
4.2 Results of computer simulation tests

The tests applied here to System A2 are identical to those for System Al. Figure 4.2-1 shows the error probability per channel, at the end of the second detection cycle, as the number of channels in the orthogonal set $B$ is increased from 1 to 16. The parameters associated with the different graphs are as below.

| Graph |  | c | $\sigma$ | k |
| :---: | :---: | :---: | :---: | :---: |
| 1. | 1 B | 0.4 | 0.125 | Unmodified system Al |
| 2 A | 2 B | 0.4 | 0.125 | 0.2 |
| 3A | 3B | 0.4 | 0.125 | 0.3 |
| 4 A | 4 B | 0.4 | 0.125 | 0.4 |
| 5A | 5B | 0.4 | 0.0 | Unmodified system Al |
| 6A | 6B | 0.4 | 0.0 | 0.3 |

Number of active channels in set $B$

Figure 4.2-1 System A2. Second detection cycle. Error probability per channel, for a varying number of active channels in set. $B$.

Computer simulation results show that the error probability per channel for the orthogonal set $B$, remains approximately constant regardless of the number of channels in set $B$. Thus for simplification, the curves $1 B$ to $6 B$ are shown as a constant value, the average value of error probability taken for all 1 to 16 channels in set B. The curves IA and 5A refer to system $\Lambda 1$ and are shown here for comparison.

Increasing the value of $k$ decreases significantly the error probability in set $A$, whilst the error probability in set $B$ only increases marginally, because these element values are detected from all $n$ components of the received data signal. A value of $k=0.3$ results in approximately equal error probabilities for the sets A and B. The error probability per channel in set $A$ is then reduced to about one tenth of its previous value.

Figure 4.2-2 gives the noise level for an error probability per channel of 0.003 at the end of the second detection cycle, expressed in decibels relative to a binary TDM system, for 0 to 16 active channels in set $B$, and for $k$ having a value 0.3 . Also shown is the relative noise level of the corresponding quaternary TDM system, with the same average energy per component of the transmitted signal, the same transmission rate, and the same error probability per channel as the system under test, as explained in Section 3.4. The relative noise level curve for system Al is shown for comparison. For more than five active channels from the orthogonal set $B$, the non-linearities of System A2 introduced give an advantage of about 0.6 dB over system Al . For up to 9 active channels in set $B$ the system is more attractive in terms of tolerance to additive white Gaussian noise than conventional quaternary TDM.


Number of active channels in set $B$

Figure 4.2-2 System A2. Noise level for an error probability of 0.003 , expressed in decibels relative to a binary TDM system, for a varying number of active channels in set $B$. $k=0.3$

By modifying the multiplexing arrangement of system Al slightly, the error probability is reduced by a significant amount, with only a relatively trivial increase in equipment complexity, Additionally, under noiseless conditions, unique detectability is ensured for any number of channels in the orthogonal set $B$, irrespective of the value of $c$ determining the level of the set $B$ signal elements. When there are up to $50 \%$ more channels than may be multiplexed orthogonally, the system $A 2$ has a greater tolerance to noise over the corresponding conventional quaternary TDM system.

### 4.4 System A3

Systems A1 and A2 are arrangements involving a non-linear combination of two sets of orthogonal signals. The TDM elements are orthogonal as are the CDM elements, but simultaneously transmitted $T D M$ and CDM elements are not orthogonal. With this system, up to twice as many channels may be multiplexed, for a given transmission path and signal element rate per channel, than is possible with orthogonal multiplexing using rDM or CDM alone.

The techniques used in System Al are now extended to System A3, involving three sets of orthogonal signals, a TDM set and two CDM sets. It has been considered, to investigate whether the advantages of System Al apply to the multiplexing of an additional CDM orthogonal set. System $A 3$ is capable of multiplexing up to three times the maximum number of channels than is possible with orthogonal multiplexing using TDM or CDM alone, for a given transmission path and signal element rate per channel. At any time, the total number of channels $m$, may take any value from 0 to $3 n$, where $n$ is the maximum number of orthogonal TDM or CDM elements.

The TDM codewords which are used as the signal carriers for the $n$ TDM channels are given by the rows $\left\{A_{i}\right\}$ of an $n \times n$ identity matrix. The complete set of $n$ TDM codewords will be referred to as the orthogonal set $A$. If the ith codeword, from the set of $n$ codewords, corresponding to the ith TDM channel is given by $\sum_{j=1}^{n} a_{i j} \delta(t-j T)$, it may be represented by the n -component row vector,

$$
\begin{equation*}
A_{i}=0 \cdot 0 \quad 0 a_{i i} 0 \cdot 0 \tag{4.4-1}
\end{equation*}
$$

where the ith component $a_{i j}=1$.
The two sets of CDM codewords which are used as the remaining channel carriers are given by the rows $\left\{B_{i}\right\}$ and $\left\{C_{i}\right\}$ of $n \times n$ matrices $B$ and $C$, and are referred to as the orthogonal sets $B$ and $C$. The set $C$ was originally chosen as a $16 \times 16$ Hadamard matrix (as in System Al), and the set $B$ was therefore chosen as a Hadamard matrix with four non-zero components. In this way it was thought that by suitable choice of signal levels for the elements of sets $B$ and $C$, the interference between the sets would be minimised. However, because of the particular multiplexing method used, the set $C$ codewords are modified, such that the individual elements of the orthogonal set $C$ are contained in all 16 components of the transmitted signal. The matrices $B$ and $C$ are shown in Figure 4.1-1. As explained in Section 3.1, Walsh functions could be used, but these are only an alternative ordering of the rows of a Hadamard matrix.

If the ith codeword from the orthogonal set $B$ of $n$ CDM codewords is given by $\sum_{j=1}^{n} b_{i j} \delta(t-j T)$.it may be represented by the $n$-component row vector,

$$
\begin{equation*}
B_{i}=b_{i 1} b_{i 2} \cdot b_{i n} \tag{4.4-2}
\end{equation*}
$$

Figure 4.4-1 The orthogonal matrices B and C

Similarly, the ith codeword from the orthogonal set $C$ may be represented by the n-component row vector,

$$
\begin{equation*}
c_{i}=c_{i 1} c_{i 2} \cdot \cdot c_{\text {in }} \tag{4.4-3}
\end{equation*}
$$

The element value of the signal element in the ith of the $n$ channels whose codewords belong to the orthogonal set $A$, is $X_{i}= \pm 1$ when a signal is present in this channel, or $x_{i}=0$ when no signal is present. Similarly, the element value of the signal element in the ith of the $n$ channels whose codewords belong to the orthogonal set $B$, is $y_{i}= \pm 1$ when a signal is present in this channel, or $y_{i}=0$ when no signal is present. Similarly, for the orthogonal set $C, z_{i}= \pm 1$ when the ith signal is present, or $z_{i}=0$ when no signal is present. Let $X, Y$ and $Z$ be the $n$-component row vectors with ith components $x_{i}, y_{i}$ and $z_{i}$ respectively.
I.t is assumed that the $\left\{x_{i}\right\},\left\{y_{i}\right\}$ and $\left\{z_{i}\right\}$ for the active channels are statistically independent and equally likely to have either binary value. The $\left\{x_{i}\right\},\left\{y_{i}\right\}$ and $\left\{z_{i}\right\}$ for the active channels are not necessarily the first of the $n\left\{x_{i}\right\}$, $n\left\{y_{i}\right\}$ and $n\left\{z_{i}\right\}$, but may be any of the $n\left\{x_{i}\right\}, n\left\{y_{i}\right\}$ and $n\left\{z_{i}\right\}$.

The operations involved in the multiplexing and demultiplexing processes are basically identical to those of System Al. The signal elements for different orthogonal sets are combined non-linearly so that the element values of a particular set may be detected without prior knowledge of element values previously detected. Thus if an element value is detected in error, due to the additive white Gaussian noise introduced, the cancellation of the signal elements from that set from the received data signal, does not affect the detection of other element values, as would occur with a linear coding scheme. The probability of correct detection of the element values is thus
increased.

The coder and multiplexer combine the $m$ channel codewords from the three orthogonal sets over the period 0 to n'T to give the resultant transmitted signal which may be represented as an n-component row vector. The orthogonal set codewords $\left\{C_{i}\right\}$ are multiplied by the corresponding binary element values $\left\{z_{i}\right\}$ so that each codeword given by Eqn. (4.4-3) is binary antipodal. The codewords are added linearly to give the n-component vector $Z C$, which is multiplied by a scaling factor, whose value is positive and equal to $h$, and determines the level of the vector $Z C$ to give,
h'c

The n components of the vector $\mathrm{h} Z \mathrm{C}$ are now combined non-linearly with the element values $\left\{y_{i}\right\}$ of set $B$ as follows. For each $j, j=1 \ldots n$, if the $j$ th component of $Y$ is negative, then the sign of the $j$ th component of hZC is reversed. The jth components are now added linearly to give,

$$
\begin{equation*}
Y+\operatorname{signs}(Y)(h Z C) \tag{4.4-5}
\end{equation*}
$$

where the operator "signs" replaces each term of the vector $Y$ by $\pm 1$ corresponding to the sign of the components of $Y$.

The orthogonal set $B$ codewords $\left\{B_{i}\right\}$ are multiplied by the components given by (4.4-5), and the elements are then added linearly. The resulting n -component vector is multiplied by a scaling factor, whose value is positive and equal to $f$, and determines the level of the signal elements of set $B$ to give,

$$
\begin{equation*}
f(Y+\operatorname{signs}(Y)(h Z C)) B \tag{4.4-6}
\end{equation*}
$$

The n components of the vector given by (4.4-6) are now combined non-linearly with the element values $\left\{x_{i}\right\}$ as follows. For each $j, j=1 \_\ldots, \quad$ if the $j$ th component of $X$ is negative, then the sign of the $j$ th component of $(4,4-6)$ is reversed. The $j$ th components are added linearly to give,

$$
\begin{equation*}
X+\operatorname{signs}(X) f(Y+\operatorname{signs}(Y)(h Z C)) B \tag{4.4-7}
\end{equation*}
$$

The orthogonal set $A$ codewords $\left\{A_{i}\right\}$ would now logically be multiplied by the $n$-components given by ( $4.4-7$ ), but as the matrix $A$ is an identity matrix, this operation becomes unnecessary, and (4.4-7) gives the n -component transmitted signal vector S .

$$
\begin{equation*}
S=X+\operatorname{signs}(X) f(Y+\operatorname{signs}(Y)(h Z C)) B \tag{4.4-8}
\end{equation*}
$$

In the model of the system (Figure 2.1-1), white Gaussian noise with a two sided power spectral density of $\sigma^{2}$ is added to the data signal at the output of the transmission path, giving the Gaussian waveform w(t) added to the data signal at the output of the receiver filter. This has been described in detail in Section 2.1.

The signal at the output of the receiver filter over the duration of a single group of coincident signal elements is sampled at regular time intervals of $T$ seconds to give the $n$ components of the received data signal.

$$
\begin{equation*}
R=S+W \tag{4.4-9}
\end{equation*}
$$

where $S$ and $W$ are $n$-component vectors, and the $\left\{w_{i}\right\}$ are sample values of statistically independent Gaussian random variables with zero mean and variance $\sigma^{2}$ as before. From Eqn. (4.4-8) and Eqn. (4.4-9),

$$
\begin{equation*}
R=X+\operatorname{signs}(X) f(Y+\operatorname{signs}(Y)(h Z C)) B+W \tag{4.4-10}
\end{equation*}
$$

The detection process uses three separate sets of correlation detectors matched to the orthogonal sets $A, B$ and $C$, and operates in a similar fashion to System Al. Figure 4.4-2 shows a block diagram of the iterative detection process which is divided for convenience into the first and subsequent cycles, the first cycle differing slightly from the following cycles.

In the first cycle of the iterative process, the detector determines the binary element values $\left\{x_{i}^{\prime}\right\}$ of the vector $X^{\prime}$ for the orthogonal set A from the signs of the corresponding components $\left\{r_{i}\right\}$ of $R$,

$$
\begin{equation*}
X^{\prime}=\operatorname{signs}(R) \tag{4.4-11}
\end{equation*}
$$

and for those channels not in operation, the corresponding element values $\left\{x_{i}^{\prime}\right\}$ are set to zero.

The signs of all $\left\{r_{i}\right\}$ which contain received elements of the orthogonal set $A$ are now made positive, so that each of these becomes the corresponding $\left|r_{i}\right|$. The value of $I$ is then subtracted from each of these $\left\{\left|r_{i}\right|\right\}$. These operations remove components due to the orthogonal set $A$ from the received data signal, and require no prior knowledge of the actual element values of set $A$. Thus, it remains valid even for incorrectly detected element values. The remaining $\left\{r_{i}\right\}$ contain no elements of the set $A$ and are left unchanged. The resulting $n$-component vector $R^{\prime}$ is fed to the correlation detectors matched to the codewords $B_{i}$, of the received elements of the orthogonal set B. The element values in this set $\left\{y_{i}^{\prime}\right\}$, are detected from the signs of the corresponding correlation detector output signals to give the $n$ components $\left\{y_{i}^{\prime}\right\}$ of the vector $Y^{\prime}$.


Figure 4.4-2 System A3. Block diagram of the iterative demultiplexing and detection process.

$$
\begin{equation*}
Y^{\prime}=\operatorname{signs}\left(R^{\prime} B^{T}\right) \tag{4.4-12}
\end{equation*}
$$

and for those channels not in operation, the corresponding element values $\left\{y_{i}^{\prime}\right\}$ are set to zero.

The correlation detector output signals are multiplied by the scalar $f^{-1}$ thereby offsetting the amplitude scaling in the multiplexer. Let the resultant $n$-component vector be $R "$.

$$
\begin{equation*}
R^{\prime \prime}=f^{-1} R^{\prime} B^{T} \tag{4.4-13}
\end{equation*}
$$

The signs of all component $\left\{r_{i}{ }_{i}\right\}$ of the vector $R$ " which contain received elements of the orthogonal set $B$ are now made positive, so that each of these becomes the corresponding $\left|r_{i}^{\prime \prime}\right|$. The value of 1 is subtracted from each of these $\left\{\left|r_{i}^{\prime \prime}\right|\right\}$. The components due to the orthogonal set $B$ are thus removed from the received signal and without prior knowledge of the element values of the set $B$. The remaining $\left\{r_{i}^{\prime \prime}\right\}$ contain no elements of the set $B$ and are left unchanged. The resulting n-component vector $R "$ is fed to the correlation detectors matched to the codewords $C_{i}$ of the received elements of the orthogonal set $C$. The element values in the set $\left\{z_{j}\right\}$ are detected from the signs of the corresponding correlation detector output signals to give the $n$ components $\left\{z_{i}^{\prime}\right\}$ of the vector $z^{\prime}$.

$$
\begin{equation*}
Z^{\prime}=\operatorname{signs}\left(R^{\prime \prime} C^{T}\right) \tag{4.4-14}
\end{equation*}
$$

and for those channels not in operation, the corresponding element values $\left\{z_{i}^{\prime}\right\}$ are set to zero.

In the second cycle of the iterative detection process, new estimates are made of the detected element values, and those incorrectly detected initially may now, to some extent, be corrected. Under noiseless conditions all incorrectly detected element values are corrected in this second cycle.

The reason for incorrectly detected element values in the first cycle can be seen by referring to Fqn. (4.4-8), that is,

$$
S=X+\operatorname{signs}(X) f(Y+\operatorname{signs}(Y)(h Z C)) B
$$

For those channels in operation for the orthogonal sets $A$ and $B$, the corresponding components of the vectors $X$ and $Y$ have the value $\pm 1$. If then, the ith component of the term $f(Y+\operatorname{signs}(Y)(h Z C)) . B$ has a value more negative than -1 , irrespective of whether the ith component of $X$ is $\pm 1$, the sign of the ith component of $S$ will be of opposite sign to the ith component of $X$ (provided the ith channel of the orthogonal set $A$ is in operation). Because the element values of the orthogonal set $A$ are detected from the signs of the received data signal $R$, where $R=S+W$ from Eqn. (4.4-9), an incorrect detection in the ith component of $X^{\prime}$ will occur.

Similarly, if the ith component of the term (hZC) is more negative than -1, then, irrespective of whether the ith component of $Y$ is $\pm 1$, the sign of the ith component of $Y+\operatorname{signs}(Y)$ (hZC) will be of opposite sign to ith component of $Y$. In the detection of the ith element value $y_{i}^{\prime}$ and incorrect detection will occur.

In the second cycle of the detection process, the element values $\left\{x_{i}^{\prime}\right\},\left\{y_{i}^{\prime}\right\}$ and $\left\{z_{i}^{\prime}\right\}$ are again detected, but the vectors $f(Y+\operatorname{signs}(Y)(h Z C)) B$ and (hZC) are examined for components more negative than -1 , by reconstituting these vectors from the element values previously detected.

The detected binary element values $\left\{z_{i}^{\prime}\right\}$ for the orthogonal set $C$ are first used to generate the $n$-component vector $D$ with components $\left\{d_{i}\right\}$.

$$
\begin{equation*}
D=h Z^{\prime} C \tag{4.4-15}
\end{equation*}
$$

If the ith component $d_{i}$ is more negative than -1 , then the component $y_{i}^{\prime}$ will have been incorrectly detected and its sign is now changed.

The detected binary element values $\left\{z_{i}^{\prime}\right\}$ and $\left\{y_{i}^{\prime}\right\}$ for the orthogonal sets $C$ and $B$ are now used to generate the n-component vector $D^{\prime}$ with components $\left\{d_{i}^{\prime}\right\}$.

$$
\begin{equation*}
D^{\prime}=f\left(Y^{\prime}+\operatorname{signs}\left(Y^{\prime}\right)\left(h Z^{\prime} C\right)\right) B \tag{4.4-16}
\end{equation*}
$$

If the ith component $d_{i}^{\prime}$ is more negative than -1 , then the component $x_{i}^{\prime}$ will have been incorrectly detected in the first cycle.

The second cycle continues as follows, using the same principle as the first cycle of the iterative detection process. The orthogonal set A element values $\left\{x_{i}^{\prime}\right\}$ are redctected from the signs of the corresponding components of $R$, except when $d_{i}^{\prime}$ is more negative than -1 , when the component $x_{i}^{\prime}$ is detected as $-\operatorname{sign}\left(r_{i}\right)$.

$$
\begin{equation*}
x^{\prime}=\operatorname{signs}(R) \tag{4.4-17}
\end{equation*}
$$

If $d_{i}^{\prime}<-1$ then $x_{i}^{\prime}$ is set to $0^{\circ}-\operatorname{sign}\left(r_{i}\right)$, and for those channels not in operation the corresponding element values $\left\{x_{i}^{\prime}\right\}$ are set to zero.

The sign of each $r_{i}$ that contains a received element in set $A$ is now made positive, except for the $\left\{r_{i}\right\}$ whose corresponding $\left\{d_{i}^{\prime}\right\}$ are more negative than -1. The signs of these $\left\{r_{i}\right\}$ are made negative. The remaining $\left\{r_{i}\right\}$ are left unchanged as before. The value of -l is then subtracted from each
of the resultant components containing an element in set $A$. The $n$-component vector $R^{\prime}$ obtained from this operation is fed to the correlation detectors matched to the set $B$ codewords. The element values in this set $\left\{y_{i}^{\prime}\right\}$ of the vector $Y$ ' are detected from the signs of the corresponding correlation detector output signals, except when $d_{i}$ is more negative than -l, when the component $y_{i}^{\prime}$ is detected of opposite sign to the detector output.

$$
\begin{equation*}
Y^{\prime}=\operatorname{signs}\left(R^{\prime} B^{T}\right) \tag{4.4-18}
\end{equation*}
$$

If $d_{i}<-1 \operatorname{set} y_{i}^{\prime}=-\operatorname{sign}\left(R^{\prime} B^{T}\right)_{i t h}$ where the ith component of $R^{\prime} B^{T}$ is denoted by $\left(R^{\prime} B^{T}\right)_{i t h}$. For those channels not in operation, the corresponding element values $\left\{y_{i}^{\prime}\right\}$ are set to zero.

The correlation detector output signals are multiplied by the scalar $f^{-1}$ thereby offsetting the amplitude scaling in the multiplexer. Let the resultant n-component vector be $R^{\prime \prime}$,

$$
\begin{equation*}
R^{\prime \prime}=f^{-1} R^{\prime} B^{T} \tag{4.4-19}
\end{equation*}
$$

The signs of all $\left\{r_{i}^{\prime \prime}\right\}$ which contain received elements of the orthogonal set $B$ are now made positive, so that each of these becomes the corresponding $\left|r_{i}^{\prime \prime}\right|$. The value of 1 is subtracted from each of these $\left\{\left|r_{i}^{\prime \prime}\right|\right\}$. The remaining $\left\{r_{i}^{\prime \prime}\right\}$ contain no elements of the set $B$ and are left unchanged. The resulting $n$-component vector $R^{\prime \prime \prime}$ is fed to the correlation detectors matched to the codewords $\left\{C_{i}\right\}$, of the received elements of the orthogonal set $C$. The element values in this set $\left\{z_{i}^{\prime}\right\}$ are detected from the signs of the corresponding-correlation detector output signals to give the $n$ components
$\left\{z_{i}^{\prime}\right\}$ of the vector $z^{\prime}$,

$$
\begin{equation*}
Z^{\prime}=\operatorname{signs}\left(R^{\prime \prime \prime} C^{T}\right) \tag{4.4-20}
\end{equation*}
$$

and for those channels not in operation, the corresponding element values $\left\{z_{i}^{\prime}\right\}$ are set to zero.

This second cycle of the iterative detection process may now be repeated as often as required using the most recently detected binary element values to obtain new estimates of these binary element values. In practice, little or no advantage is gained with more than two cycles, especially at high signal/noise ratios (low probability of error).
4.5 Results of computer simulation tests.

The tests simulate the multiplexing and demultiplexing of 16 channels from the orthogonal set A, and between 0 and 16 channels from each of the orthogonal sets $B$ and $C$. Set $C$ channels are not used until all channels from the orthogonal set $B$ are in operation. The codewords used in the sets $B$ and $C$ are chosen at random from the available codewords for every group transmitted, and the detector has prior knowledge of those chosen. After each cycle of the iterative detection process, the number of element values in error are counted separately for the sets $A, B$ and $C$, and at the end of the test, the error probability per channel for each set is calculated. For all tests 500 groups were transmitted.

For every test the value of $f$ and $h$, the levels of the set $B$ and set $C$ signal elements respectively, were adjusted to give the same error probability per channel for each of the three orthogonal sets. The variance of the additive white Gaussian noise samples was simultaneously adjusted to give an error probability per channel of 0.003 for each set at the end of the third cycle of the iterative detection process. Subsequent cycles
were found to give no improvement.
Figure 4.5-1 gives the noise level for an error probability per channel of 0.003 expressed in decibels relative to a binary TDM system with the same average energy per component of the transmitted signal, the same transmission rate, and the same error probability per channel as the system under test, for 0 to 16 active channels in the sets $B$ and C. Also shown are the relative noise levels of the corresponding quaternary and 8-level bipolar TDM systems for the same conditions as a binary TDM system, and as explained in Section 3.4 .

With the orthogonal set $\Lambda$ at maximum capacity, for up to 10 channels in set $B$, the system is more attractive in terms of tolerance to additive white Gaussian noise than conventional quaternary TDM. The system is also more attractive than 8 -level TDM, when the sets $A$ and $B$ are fully occupied and there are up to about 7 channels in the orthogonal set $C$. Figure 4.5-1 shows that a trade-off exists between the number of active channels, and the tolerance to additive white Gaussian noise.

The confidence limits of Eqn. (3.5-3) may be applied to each test where approximately 25 errors were counted for the orthogonal set A. Rather fewer errors were counted for the sets $B$ and $C$, the number depending on the number of active channels in the sets. However, because the additive white Gaussian noise affects the number of errors counted for each set equally, it is reasonable to accept 25 errors as an indication to the confidence limits for an average error probability per channel of 0.003 . The $95 \%$ confidence limits are therefore $0.003 \pm 0.0012$, or expressed in decibels +0.37 and -0.49 on the measured value of relative noise level of Figure 4.5-1.


Figure 4.5-1 System A3. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system, for a varying number of channels in the orthogonal sets $B$ and $C$.

### 4.6 Assessment of System A3

The non-linear arrangement of System A3 described, capable of multiplexing up to three times the maximum number of orthogonal channels, is most suitable when there are up to about $50 \%$ more channels than may be multiplexed by conventional means, whether it be binary or quaternary TDM. A trade-off exists between the number of active channels and the tolerance to additive white Gaussian noise.

### 4.7 System A4

Systems Al and A3 are arrangements involving a non-linear combination of two and three sets of orthogonal signals respectively. The TDM elements are orthogonal as are the TDM elements, but simultaneously transmitted TDM and CDM elements are not orthogonal. As explained previously, a trade-off exists between the number of channels in operation and the tolerance to additive white Gaussian noise. System $A 4$ is an extensjon using the same techniques whereby up to five times as many channels may be multiplexed, for a given transmission path and signal element rate per channel, than is possible with orthogonal multiplexing using TDM or CDM alone.

The transmitted signal elements are arranged in separate groups comprising a single TDM orthogonal set and four CDM orthogonal sets. At any time the total number of channels may take any value from 0 to 5 n , where $n$ is the maximum number of orthogonal TDM or CDM elements.

The TDM codewords which are used as the signal carriers for the $n$ TDM channels are given by the rows $\left\{A_{i}\right\}$ of an $n \times n$ identity matrix as before. The complete set of $n$ TDM codewords will be referred to as the orthogonal set $A$.

The four sets of $C D M$ codewords are given by the rows $\left\{B_{i}\right\},\left\{C_{i}\right\},\left\{D_{i}\right\}$ and $\left\{\mathrm{E}_{\mathrm{i}}\right\}$ of $\mathrm{n} \times \mathrm{n}$ matrices, $\mathrm{B}, \mathrm{C}, \mathrm{D}$ and E , which are shown in Figure 4.7-1 for the particular case where a codeword contains 16 components. These particular sets of codewords are used, so that after multiplexing, the components corresponding to each element value of the various sets present in the resultant transmitted signal, interfere minimally. In the resultant transmitted signal, the orthogonal set $A$ element values correspond to 1 non-zero component, the orthogonal set $B$ element values correspond to 2 non-zero components, the orthogonal set $C$ to 4 non-zero components, the orthogonal set D to 8 non-zero components and the orthogonal set $E$ to 16 non-zero components.

To avoid any unnecessary confusion, it is sufficient to say that the multiplexing and demultiplexing arrangements are identical to System A3, where only three orthogonal sets are combined. The detected element values for each set are detected sequentially for each cycle of the iterative detection process and error correction is performed by reconstituting various signals from the detected element values of the previous cycle.

This system has not been computer simulated due to the immense complexity involved with five orthogonal sets. However, the performance of this arrangement may be extrapolated from the results of system A3 shown in Figure 4.5-1. It is clear that although a trade-off exists between the number of channels in operation and the tolerance to additive white Gaussian noise, the incorporation of additional orthogonal sets only reduces the relative advantage over conventional multilevel TDM systems, having the same average energy per component of the transmitted signal. When there are more than 3 times the maximum number of channels that may be multiplexed orthogonally, there is little or no advantage in using this system. System A4 therefore remains only an interesting extension using



Figure 4.7-1 The orthogonal matrices $B, C, D$ and $E$.
the basic techniques of Systems $A 1$ and $A 3$.

### 4.8 Correlative coding scheme suitable for hardware implementation

The multiplexing arrangement of System A3 previously described is obviously complicated. This technique produces the identical transmitted signal vector but in a different manner, and could be easily implemented. with digital integrated circuits.

The TDM codewords which are used as the signal carriers for the $n$ TDM channels are given by the rows $\left\{A_{i}\right\}$ of an $n \times n$ identity matrix as before. They may be represented by the $n$-component row vector,

$$
\begin{equation*}
A_{i}=0 \cdot 0 \quad a_{i i} 0 \quad .0 \tag{4.8-1}
\end{equation*}
$$

whose $i$ th component is $a_{i i}=1$.
The two sets of CDM codewords which are used as the remaining channel carriers are given by the rows $\left\{B_{i}\right\}$ and $\left\{D_{i}\right\}$ of $n \times n$ matrices $B$ and $D$. The matrix $D$ differs from the matrix $C$ used in System A3; because the individual set codewords are multipljed by the element values of that set only, and then added linearly. In System A3 the codewords of the orthogonal set $B$ are multiplied by a non-linear combination of the element values from the orthogonal set $B$, and the signal elements from the orthogonal set $C$. It should be noted, however, that $D=B C$. The ith codewords from the orthogonal sets $B$ and $D$ sre given by the vectors,

$$
\begin{align*}
& B_{i}=b_{i 1} b_{i 2} \cdot \cdot b_{i n}  \tag{4.8-2}\\
& c_{i}=c_{i 1} c_{i 2} \cdot c_{i n} \tag{4,8-3}
\end{align*}
$$

and are shown in Figure 4.8-1 for the particular case where $n=16$.
The element value of the signal element in the ith of the $n$ channels whose codewords belong to the orthogonal set $A$, is $x_{i}= \pm 1$ when a signal is present, or $x_{i}=0$ when no signal is present. Similarly, the element value of the signal element in the ith of the $n$ channels whose codewords belong to the orthogonal set $B$, is $y_{i}= \pm 1$ when a signal is present, or $y_{i}=0$ when no signal is present. Similarly, for the orthogonal set $D$, $z_{i}= \pm l$ when the ith signal is present, or $z_{i}=0$ when no signal is present. Let $X, Y$ and $Z$ be the $n$-component row vectors with ith components $x_{i}, y_{i}$ and $z_{i}$ respectively.

At the transmitter, the coder and multiplexer combine the codewords from the three orthogonal sets over the period 0 to nT , to give the resultant transmitted signal. Each complete set of codewords forming an $\mathrm{n} \times \mathrm{n}$ matrix is modified, by sign changes of the components, according to the element values of lower order sets, where set A is of lowest order. The signal elements so formed are multiplied by the coincident element values of the corresponding sets, and added linearly to form the transmitted signal.

The orthogonal set $A$ codewords $\left\{A_{i}\right\}$ are multiplied by the corresponding binary element values $\left\{x_{i}\right\}$, so that each codeword given by Eqn. (4.8-1) is binary antipodal. The codewords are added linearly to give the n-component vector,

Figure 4.8-1. The orthogonal matrices $B$ and D
for the correlative coding scheme
of System A3

$$
\left[\begin{array}{llllllllllllllll}
1 & 1 & 1 & 1 & 5 & 5 & 5 & 5 & 9 & 9 & 9 & 9 & 13 & 13 & 13 & 13 \\
2 & 2 & 2 & 2 & 6 & 6 & 6 & 6 & 10 & 10 & 10 & 10 & 14 & 14 & 14 & 14 \\
3 & 3 & 3 & 3 & 7 & 7 & 7 & 7 & 11 & 11 & 11 & 11 & 15 & 15 & 15 & 15 \\
4 & 4 & 4 & 4 & 8 & 8 & 8 & 8 & 12 & 12 & 12 & 12 & 16 & 16 & 16 & 16 \\
1 & 1 & 1 & 1 & 5 & 5 & 5 & 5 & 9 & 9 & 9 & 9 & 13 & 13 & 13 & 13 \\
2 & 2 & 2 & 2 & 6 & 6 & 6 & 6 & 10 & 10 & 10 & 10 & 14 & 14 & 14 & 14 \\
3 & 3 & 3 & 3 & 7 & 7 & 7 & 7 & 11 & 11 & 11 & 11 & 15 & 15 & 15 & 15 \\
4 & 4 & 4 & 4 & 8 & 8 & 8 & 8 & 12 & 12 & 12 & 12 & 16 & 16 & 16 & 16 \\
1 & 1 & 1 & 1 & 5 & 5 & 5 & 5 & 9 & 9 & 9 & 9 & 13 & 13 & 13 & 13 \\
2 & 2 & 2 & 2 & 6 & 6 & 6 & 6 & 10 & 10 & 10 & 10 & 14 & 14 & 14 & 14 \\
3 & 3 & 3 & 3 & 7 & 7 & 7 & 7 & 11 & 11 & 11 & 21 & 15 & 15 & 15 & 15 \\
4 & 4 & 4 & 4 & 8 & 8 & 8 & 8 & 12 & 12 & 12 & 12 & 16 & 16 & 16 & 16 \\
1 & 1 & 1 & 1 & 5 & 5 & 5 & 5 & 9 & 9 & 9 & 9 & 13 & 13 & 13 & 13 \\
2 & 2 & 2 & 2 & 6 & 6 & 6 & 6 & 10 & 10 & 10 & 10 & 14 & 14 & 14 & 14 \\
3 & 3 & 3 & 3 & 7 & 7 & 7 & 7 & 11 & 11 & 11 & 11 & 15 & 15 & 15 & 15 \\
4 & 4 & 4 & 4 & 8 & 8 & 8 & 8 & 12 & 12 & 12 & 12 & 16 & 16 & 16 & 16
\end{array}\right]
$$

Figure 4.8-2 The matrix $M$

The components of the orthogonal set $B$ codewords are modified by the orthogonal set $A$ element values as follows. If the jth element value of the orthogonal set $A, x_{j}$ is negative, then the components of the $j$ th column of matrix $B$ are changed in sign. Let this give the modified $n \times n$ matrix $B^{\prime}$ of the set $B$ elements. These elements $\left\{B_{i}^{\prime}\right\}$ are multiplied by the corresponding binary element values $\left\{y_{i}\right\}$, which are then added linearly to give the $n$-component vector,

$$
\begin{equation*}
Y B^{\prime} \tag{4.8-5}
\end{equation*}
$$

The components of the orthogonal set $D$ codewords are modified by both the orthogonal sets $A$ and $B$ element values as follows. If the jth element value of the orthogonal set $A, x_{j}$ is negative, then the components of the jth column of matrix $D$ are changed in sign. Let this give the modified $n \times n$ matrix $D^{\prime}$. If the $j t h$ component of the orthogonal set $B$, $y_{j}$ is negative, then the components of matrix $D^{\prime}$ are changed in sign, where the components are identified by the number $j$ in the matrix $M$ shown in Figure 4.8-2. For example, if $y_{3}=-1$, then the components $\alpha_{31}^{\prime}, \alpha_{32}^{\prime}, \alpha_{33}^{\prime}, \alpha_{34}^{\prime}, d_{71}^{\prime}, \alpha_{72}^{\prime}$ etc. are changed in sign. Let this give the modified $n \times n$ matrix $D^{\prime \prime}$ of the set $D$ elements. These elements $\left\{D_{i}^{\prime \prime}\right\}$ are multiplied by the corresponding binary element values $\left\{z_{i}\right\}$, and are added linearly to give the n-component vector,

$$
\begin{equation*}
Z D^{\prime \prime} \tag{4.8-6}
\end{equation*}
$$

The vector $Y B^{\prime}(4.8-5)$ is multiplied by a scalar $f$ to determine the level of the signal elements of the orthogonal set B. Similarly, $Z D "$ (4.8-6) is multip!ied by the scalar $E$.

The n components of each of the three signal elements for the three orthogonal sets are added linearly, to give the n-component resultant transmitted signal vector,

$$
\begin{equation*}
\mathrm{s}=\mathrm{XA}+\mathrm{fY} B^{\prime}+\mathrm{gZD}{ }^{\prime \prime} \tag{4.8-7}
\end{equation*}
$$

The multiplexing of System A4 involving five orthogonal sets of signals may be similarly simplified using this technique. Different orthogonal matrices are used, whose rows are codewords used as the channel carriers. The matrix modifications depend on the lower order set element values, and involve changes in sign only.

## NON-LINEAR CODE-DIVISION MULTIPLEXING

### 5.1 Introduction

The technique of multiplexing is usually based on the orthogonality of the channel carriers. The waveforms of the carriers assigned to each of the channels are such that, if $f_{1}(t)$ and $f_{2}(t)$ are the carriers assigned to channels $i$ and $j$ respectively, if $i \neq j$, then over the period 0 to $T$,

$$
\begin{equation*}
\int_{0}^{T} f_{1}(t) \cdot f_{2}(t) d t=0 \tag{5.1-1}
\end{equation*}
$$

This condition is met in FDM and TDM systems by the use of non-overlapping bands in the frequency and time domains respectively. Section 3.1 introduces linear code-division multiplexing systems in which different channels are assigned orthogonal codes which are multiplied by the corresponding analogue signals. The demultiplexer recovers the data for each channel by correlating the received signal with locally generated codewords, the correlation coefficients being proportional to the multiplexed analogue signals.

For binary data signals, such a process is wasteful, which enables the data to be recovered correctly in both sign and magnitude, at least in the absence of noise. Only the sign, for binary data is in reality necessary, and the presence of other channels may be allowed to corrupt the magnitude
of the received data signal. A non-linear code-division multiplex system is one in which the transmitted signal is not a linear function of the individual signal codes.

Titsworth ${ }^{56}$ in 1962 proposed a system in which the codewords, multiplied by the corresponding element values are added linearly as before, only now, the components of the transmitted signal are binary bipolar equal to $\pm 1$, the sign corresponding to that of the components of the vector previously ind obtained by the linear addition of the codewords. Barrett and Karran have developed a similar system which employs pseudo-random noise carriers as the codewords, and correlation detection at the receiver. Such systems are now known as majority multiplex systems, from the prominent work in this field by Gordon and Barrett of the Hatfield Polytechnic.

### 5.2 Gordon and Barrett

A system has been proposed which exhibits a trade-off between the number 58-60 of active channels and the tolerance to additive white Gaussian noise. Two prototypes have been built using different methods of channel simulation, but the multiplexing and demultiplexing techniques are identical. Figure 5.2-1 shows a block diagram of the majority multiplex system. The Walsh functions used as the signal carriers for the different channels are given by the $n-1$ component row vector $\left\{A_{i}\right\}$, forming an $(n-1) \times(n-1)$ matrix $A$, which consists of the first $n$ Walsh functions with the first row and column omitted. For the particular case where a codeword contains 7 components, the matrix $A$ is as below, and is the truncated form of an $8 \times 8$ matrix of the first 8 Walsh functions.


Figure 5.2-1 A non-linear multiplex system using majority
Iogic of Walsh functions.

$$
A=\left[\begin{array}{rrrrrrr}
1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 \\
-1 & -1 & 1 & 1 & -1 & -1 & 1 \\
-1 & -1 & 1 & -1 & 1 & 1 & -1 \\
-1 & 1 & -1 & -1 & 1 & -1 & 1 \\
-1 & 1 & -1 & 1 & -1 & 1 & -1
\end{array}\right]
$$

If the component values of the carriers of an individual signal n-i element in the ith channel are given by $\bigcup_{j=1}^{1}$ aij they can be represented by the $n-1$ component row vector.

$$
\begin{equation*}
A_{i}=a_{i 1} a_{i 2} \cdot a_{i(n-1)} \tag{5.2-1}
\end{equation*}
$$

The element value of the signal element in the ith of the $n-1$ channels $x_{i}$, of the $n-1$ component row vector $X$, is $x_{i}:= \pm 1$, when a signal is present in this channel, or $x_{i}=0$ when no signal is present.

The multiplexer multiplies the codewords $\left\{A_{i}\right\}$ by the binary element values $\left\{x_{i}\right\}$ to give the corresponding signal elements, which are added linearly to give the $n-1$ component vector $X A$. The $i$ th component $s_{i}$ of the resultant transmitted signal vector $S$ is given by $\pm 1$, the selected sign being the same as that of the ith component of XA , so that the transmitted signal vector corresponding to the m coincident signal elements is the n-1 component vector,
where the operator "signs" replaces each term of the vector XA by $\pm 1$ corresponding to the sign of the components of XA. For an even number of active channels, the ith component of XA may equal zero, for which the operator signs cannot be applied. The multiplexing scheme is therefore only valid for an odd number of active channels.

Two prototypes have been constructed and tested with different channel simulators. In the first, ${ }^{58}$ white Gaussian noise is added to the transmitted signal, which is passed through an active 4 th order Butterworth low-pass filter, with a 3 dB point of 2 KHz . The transmission rate is 2.4 kilobits/sec. The input of the demultiplexer slices the received signal, recovering the binary waveform.

59
The second prototype channel simulator uses a digital random-error generator which introduces digital binary errors into the transmitted signal stream with a given probability of error. The generator incorporates a set of random number generators, with bases of 10,5 and 2. Each generator produces a random number for each component of the data signal. If the set of random numbers fits a prescribed set of conditions, an error is introduced into the data stream. By varying the set of conditions it is possible to introduce digital binary errors into the data signal with any probability which may be expressed in terms of the numbers 10, 5 and 2. For instance, error probabilities of 1 in 2 , or 1 in $2 \times 10^{7}$, or 1 in $5 \times 10^{4}$ may be introduced.

The demultiplexer correlates the received binary $n-1$ component signal vector $R$ with the identical truncated Walsh functions used in the multiplexing process. The correlation detector multiplies the jth component of $R$ by the $j$ th component of $A_{i}$ for $j=1,-n-1$ and adds the product to give the output signal (correlation coefficient) for each of the $m$ channels. The detected element values $\left\{x_{i}^{\prime}\right\}$ of the vector $x^{\prime}$ are given
by the signs of these output signals.

$$
\begin{equation*}
X^{\prime}=\text { signs }\left(R^{T}\right) \tag{5.2-3}
\end{equation*}
$$

A block diagram of the experimental arrangement is shown in Figure 5.2-2.
The results for the first prototype using the additive white Gaussian noise channel simulator are shown in Figure 5.2-3. Also shown are the theoretical curves for the error probability per channel against a variation of signal/noise ratio for different numbers of active channels. The signal/noise ratio was measured at the output of the channel simulator, the signal and noise energies being measured separately using a thermocouple arrangement. An attenuator feeding the thermocouple was used to measure the quantities, the attenuator being adjusted until the thermocouple gave a standard reading. In this way the relative energies of the signal and noise may be measured accurately. The error rates were measured by counting a large number of errors, typically between 500 and 20,000 , to obtain statistically significant results. For seven active channels, the arrangement gives a performance approaching that of a conventional binary TDM system, having the same average energy per component of the transmitted signal, and the same transmission rate. At high signal/noise ratios, with one active channel only, the tolerance to noise increases by about $7 \frac{1}{2} d B$ relative to $l$ active channel.

The results using the digital random error-generator channel simulator of the second prototype are show in Figure 5.2-4. Experimental and theoretical curves show the detected element value error probability per channel against the transmission error probability for different numbers of active channels. For less than the maximum number of channels in operation, a significant reduction in the element value error probability per channel


Figure 5.2-2 The experimental arrangement


Figure 5.2-3 Additive white Gaussian noise channel simulator. Variation of the error probability per channel with signal/noise ratio in decibels, for different numbers of active channels.


Figure 5.2-4 Digital random error generator channel simulator. Variations of the detected element value error probability per channel, with the error probability of the digital binary errors introduced into the data signal, for different numbers of active channels.
is obtained compared to the introduced digital binary errors in the data signal. For example, for one active channel, the element value error probability per channel is about $10^{-6}$ for a digital binary error probability in the data signal of $10^{-2}$.

The advantages of this system are twofold. When the system is not operated at maximum capacity, the data is redundantly encoded, and a considerable measure of error correction takes place without additional circuitry, this correction taking place quite automatically as a result of the encoding and correlation detection in the demultiplexing process. Thus a trade-off exists between the number of channels in operation at any time and the tolerance to additive white Gaussian noise of the data signal.

The second advantage is that the transmitted signal is binary, which simplifies the design of any repeater equipment that may exist.

However, there are several disadvantages. The coding scheme is only valid for a codeword length $n-1$ of 7 or 3 components, accommodating a maximum capacity of 7 and 3 channels only. It has been shown ${ }^{62}$ that there are no matrices which provide any improvement over this, and it is merely fortuitous that the Walsh matrix majority multiplexing scheme works at all. As explained, only an odd number of active channels may be multiplexed. For an even number of active channels, a dummy signal representing an additional channel must be introduced.

An extension to Gordon and Barrett's majority multiplexing scheme has been proposed by Hashim ${ }^{63}$ to enable more than 7 channels to be simultaneously multiplexed. The total number of channels must be a multiple of 3 or 7 . Different groups of codewords are interleaved, each group using majority multiplexing independently of the others. For a f'ew channels in operation only, each channel may use several codewords, one from each independent group,
the element values being detected from the sum of the correlation detector outputs for each group.

Gordon and Barrett have more recently proposed a group multiplexing system by concatenation, in which the outputs of several independent multiplexers form the input to another multiplexer. In this way, larcer, more powerful error correcting groups are formed. The results are given in reference (61).

## Chapter 6

## A CODE-DIVISION MULTIPLEX SYSTEM USING AN

ADAPTIVE WALSH FUNCTION CODING SCheme

### 6.1 Introduction

From the previously discussed proposed systems, three factors appear significant in an arrangenent that uses the available power and bandwidth optimally to give the best possible tolerance to noise.
a) A conventional binary TDM system whose individual channels occupy one component of the transmitted signal group only, and whose element values are statistically independent, is considered optimum when all channels are in operation and the system is used at maximum capacity. For this condition no alternative arrangement will give a superior tolerance to additive white Gaussian noise.
b) A CDM system whose individual channels are assigned reference carriers with components spread over the entire element period, is optimum for the particular case when one channel only is in operation. The transmitted signal is binary antipodal, and the selected channel has exclusive use of the entire bandwidth.
c) For a good tolerance to noise performance, equality is necessary between the peak component energy and the average transmitted energy. This is because the transmitted energy per component increases with the square of the component amplitude, whereas the tolerance to noise increases linearly. Thus large peak energies


#### Abstract

are not beneficial. Also, for transmitted signal components of equal amplitude, additional orthogonal sets of signals may be added in a similar fashion to multilevel TDM, where the components of an additional orthogonal set are added to the previous orthogonal. set at half the amplitude.


An optimum multiplexing arrangement would generate a transmitted signal similar to a CDM codeword and TDM, for minimum and maximum capacities respectively, and changing cradually from one arrangement to the other as the number of channels increases. The utilisation of available power could then be optimum (best possible arrangement) at all times.

A necessary requirement is also a demultiplexing arrangement whose operation is uncomplicated, fast and whose performance matches up to the optimum detection process. This detector minimises the probability of error (that is, the probability of one or more element errors) in the detection of the element values of a group.

The following two closely related multiplexing arrangements $C$ and $D$, fulfil the conditions previously outlined. These arrangements use an adaptive coding scheme, such that the transmitted signal automatically adjusts itself to the number of multiplexed channels. In so doing, the tolerance to additive white Gaussian noise of the transmitted signal over the communication link is improved, relative to the corresponding TDM system, for any number of channels. The technique is capable of multiplexing any number of signals, quasi-orthogonally, up to the maximum number of signal elements over an element period of n'T seconds. The number of signals multiplexed may exceed the maximum number of orthogonal multiplexed signals using a multilevel transmitted signal, in which the tolerance to noise deteriorates slowly as the number of channels increases. Thus, a trade-off exists between the number of channels transmitted and the tolerance to
additive noise.
6.2 The multiplexing arrangement $C$

The miltiplexinf procedure is based on a non-linear combination of Walsh functions which are used as the signal carriers for the different channels. The Walsh functions are given by the $n$-component row vectors $\left\{A_{i}\right\}$, forming the rovs of the $\dot{n} \times n$ matrix $A$. For the particular case where a codeword or signal element contains 8 components, the matrix $A$ is as below.

$$
A=\left[\begin{array}{rrrrrrrr}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1
\end{array}\right]
$$

If the component values of the carriers of an individual signal element in the ith channel are given by $\bigcup_{j=1}^{n} a_{i j}$, they can be represented by the n-component vector,

$$
\begin{equation*}
A_{i}=a_{i 1} a_{i 2} \cdot a_{i n} \tag{6.2-1}
\end{equation*}
$$

The element value of the signal element in the ith of the n channels $x_{i}$, of the $n$-component vector $X$, is $x_{i}= \pm 1$ when a signal is present in this channel, or $x_{i}=0$ when no signal is present.

It is assumed that the $m\left\{x_{i}\right\}$ for the $m$ channels in use are statistically independent and equally likely to have either binary value. These $\left\{x_{i}\right\}$ are not necessarily the first $m$ of the $n\left\{x_{i}\right\}$, but may be any of the $n\left\{x_{i}\right\}$.

The coder and multiplexer (Figure 2.1-1) combine the codewords of the different channels as follows. For each integer $j$ in the range $l$ to $n$, if $x_{j}= \pm 1$, set $a_{i j}$ to zero for each $i \neq j$, and leave $a_{j j}$ unchanged. For $x_{j}=0$, leave $a_{i j}$ unchanged for each $i$. The modified matrix of codewords is given by $A^{\prime}$.

The modified codewords $\left\{A_{i}^{\prime}\right\}$ are now multiplied by the binary element values $\left\{x_{i}\right\}$ to give the corresponding signal elements, which are added linearly to give the n-component vector XA'. This is the transmitted signal vector corresponding to the $m$ coincident signal elements, and is given by the n components $\mathrm{s}_{\mathrm{i}}$ of the vector S .

$$
\begin{equation*}
S=X A^{\prime} \tag{6.2-2}
\end{equation*}
$$

The transmitted signal components are multilevel, whose amplitude may take any integer value up to $\pm \mathrm{m}$. The vector S may be considered to contain two types of components, "independent" and "grey" components. An independent component $s_{i}$ is one which depends only on the element value of the signal in the ith channel, so that $s_{i}=x_{i} a_{i i}{ }_{i} \quad s_{i}$ has no component from any other channels. A grey component is dependent on the element values of the signals in all the channels in use. For two channels in operation, when $\mathrm{n}=8$, there are two independent components and six grey components, whereas for 8 channels in use, there are no grey components at all.

In the model of the system, white Gaussian noise with two sided power spectral density $\sigma^{2}$ is added to the transmitted signal at the output of the transmission path, giving the Gaussian waveform w(t) added to the transmitted signal at the output of the receiver filter.

The signal at the output of the receiver filter over the duration of a single group of coincident signal elements, is sampled at regular time intervals of $T$ seconds to give the $n$-component receiver vector,

$$
\begin{equation*}
R=S+W \tag{6.2-3}
\end{equation*}
$$

where $S$ and $W$ are $n$-component vectors, and the $\left\{W_{i}\right\}$ are sample values of statistically independent Gaussian random variables with zero mean and variance $\sigma^{2}$.

From Eqns. (6.2-2) and (6.2-3),

$$
\begin{equation*}
R=X A^{\prime}+W \tag{6.2-4}
\end{equation*}
$$

### 6.3 The multiplexing arrangement D

- This arrangement is similar to the multiplexing arrangement $C$, only now the multiplexing includes a non-linear majority logic multiplexing operation.

The channel carriers are given by the rows of the $n \times n$ Walsh function matrix $A$, and the channel element values by the components $\left\{x_{i}\right\}$ of the n-component vector $X$, as in Section 6.2.

The coder and multiplexcr combine the codewords of the different channels as before. For each integer $j$ in the range $l$ to $n$, if $x_{j}= \pm 1$, set $a_{i j}$ to zero for each $i \neq j$, and leave $a_{j j}$ unchanged. For $x_{j}=0$, leave $a_{i j}$ unchanged for each $i$. The modified matrix of codewords is given by A.

The modified codewords $\left\{A_{i}^{\prime}\right\}$ are now multiplied by the binary element values $\left\{x_{i}\right\}$ to give the corresponding signal elements, which are added linearly to give the n-component vector $X A$ '. The ith component $s_{i}$ of the resultant transmitted signal vector $S$ is given by $\pm 1$, the selected sign being the same as that of the ith component of $X A$ ', so that the transmitted signal vector corresponding to the $m$ coincident signal elements is the n-component vector,

$$
\mathrm{S}=\operatorname{signs}\left(\mathrm{XA}^{\prime}\right)
$$

where the operator "signs" replaces each term of the vector $X A$ ' by $\pm 1$. corresponding to the sign of the components of XA'. However, if the ith component of $X A$ ' is zero, then the ith component of $S$, $s_{i}$ is set to zero. The transmitted signal so formed is ternary. From Eqns. (6.3-1) and (6.2-3),

$$
R=\operatorname{signs}\left(X A^{\prime}\right)+W
$$

6.4 The multiplexing of more channels than may be multiplexed orthogonally

The multiplexing arrangements $C$ and $D$ may be extended to the multiplexing of more than the maximum number of channels that may be multiplexed orthogonally, by dividing the total number of channels into
distinct sets. The following coding scheme applies equally to the arrangements $C$ and $D$, although arrangement $C$ requires a rather more complicated demultiplexing process.

Let the set A contain n channels, where n is the maximum number of orthogonal channels (equal to the number of signal elements), over an element period of $n T$ seconds, and the set $B$ an additional $m$ channels, where $m \leqslant n$. Each set of channel element values $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$ for the sets $A$ and $B$ respectively, are multiplexed completely separately using the same set of Walsh function codewords, to form two $n-c o m p o n e n t$ vectors $S_{A}$ and $S_{B}$, for the sets $A$ and $B$. The multiplexing of a single set has been described in sections 6.2 and 6.3. The vector $S_{B}$ is multiplied by a scalar whose value is positive and equal to $c$, and determines the level of the signal elenents of $S_{B}$.

The n components of the vector $\mathrm{S}_{\mathrm{A}}$ are now combined non-linearly with the n components of the vector $\mathrm{CS}_{\mathrm{B}}$ as follows. For each integer $j, j=1 \ldots-n$, if the $j$ th component of $S_{A}$ is negative, then the sign of the $j$ th component of $\mathrm{CS}_{\mathrm{B}}$ is reversed. The $j$ th components are now added Jinearly to give the $j$ th component of the transmitted signal $S$.

$$
\begin{equation*}
S=S_{A}+\operatorname{signs}\left(S_{A}\right)\left(c S_{B}\right) \tag{6.4-1}
\end{equation*}
$$

The reason for using a non-linear operation, rather than a linear one, lies in the detection process, in which the set $B$ clement values may now be detected without prior knowledge of the detected element values of set $A$. Thus, errors in the detection of the element values of set $A$ do not affect the detection of the set $B$ element values as would occur with a linear coding scheme. The probability of correct detection of the element values is thus increased.

As in Section 6.2 the received $n$-component vector is,

$$
\begin{equation*}
R=S+W \tag{6.4-2}
\end{equation*}
$$

At the receiver the two sets of signal elements are separated, and demultiplexed independently as a set of 1 to $n$ channels only. The demultiplexing processes vary in complexity and performance and are described in Chapters 7 and 8.

Because the individual components of the vectors $S_{A}$ and $S_{B}$ are $\pm 1$ or $O$ for arrangement $D$, and multilevel for arrangement $C$, two different techniques are used for the separation of the set $A$ and set $B$ signals.

The demultiplexing of the received signals for arrangement $C$ is performed using an iterative process of two cycles show in Figure 6.4-1. In the first cycle the set $A$ signals are demultiplexed and detected from the $n$ components $\left\{r_{i}\right\}$ of the vector $R$. The set $B$ signals are demultiplexed and detected from the n-component vector $R^{\prime}$, whose ith component is,

$$
\begin{equation*}
r_{i}^{\prime}=\left|r_{i}\right|-1 \quad i=1-n \tag{6.4-3}
\end{equation*}
$$

Ihis operation effectively nullifies the non-linear "signs" operation in the multiplexing of the two vectors $S_{A}$ and $S_{B}$ (Eqn. 6.4-1), where each component of $S_{A}$ is $\pm 1$. The element values $\left\{x_{i}^{\prime}\right\}$ and $\left\{y_{i}^{\prime}\right\}$ are detected for the sets $A$ and $B$ respectively.

In the second cycle of the iterative detection process, new estimates are made of the detected element values. Under noiseless conditions, element values detected incorrectly in the first cycle are now corrected. The reason for incorrectly detected element values in the first cyele can be seen by referring to Eqn. (6.4-1), that is,


Figure 6.4-1 Arrangement C. Block diogram for the separation of two sets of signals.

$$
S=S_{A}+\operatorname{signs}\left(S_{A}\right)\left(c S_{B}\right)
$$

For $n$ channels in set $A$, the components of $S_{A}$ are independent, and the information corresponding to the ith channel is contained in the ith component of $S_{A}$ alone. If the ith component of the term $c S_{B}$ has a value more negative than -1 , then, irrespective of whether the ith component of $S_{A}$ is $\pm 1$, the sign of the ith component of $S$ will be of opposite sign to the ith component of $S_{A}$.

In the second cycle, the element values are again detected, but the vector $c S_{B}$ is examined for components more negative than -1 , by reconstituting the vector $\operatorname{cS}_{B}$ from the element values $\left\{y_{i}^{\prime}\right\}$ of the vector $Y^{\prime}$ previously obtained for set $B$. Let $D$ be the $n$-component vector equal to $c S_{B}$ with components $\left\{\dot{d}_{i}\right\}$,

$$
\begin{align*}
D & =c S_{B} \\
& =c Y^{\prime} A^{\prime \prime} \tag{6.4-4}
\end{align*}
$$

where the matrix $A^{\prime \prime}$ corresponds to the modified matrix of codewords for the element values $\left\{y_{i}^{\prime}\right\}$.

The set $A$ element values $\left\{x_{i}^{\prime}\right\}$ remain unchanged, except when $d_{i}$ is more negative than -1 , when the component $x_{i}^{\prime}$ is detected as $-x_{i}^{\prime}$.

The sign of each $r_{i}$ is now made positive, except for the $\left\{r_{i}\right\}$
whose corresponding $\left\{d_{i}\right\}$ are more negative than -1 . The signs of these $\left\{r_{i}\right\}$ are made negative. The value of $I$ is subtracted from each of the components to give the new n-component vector $R^{\prime}$, which is used for the detection of the set $B$ element values.

Under noisy conditions some error correction takes place
depending on the noise components of the vector $W$.
The separation of the two sets of signals for the multiplexing arrangement $D$ is performed in a single operation, shown in Figure 6.4-2. The set A element values are demultiplexed and detected from the n components $\left\{r_{i}\right\}$ of the vector $R$. The set $B$ element values are demultiplexed and detected from the $n$-component vector $R^{\prime}$, whose ith component is,

$$
\begin{equation*}
r_{i}^{\prime}=\left|r_{i}\right|-1 \quad i=1-n \tag{6.4-5}
\end{equation*}
$$

The actual demultiplexing processes vary in complexity and performance and are described in Chapter 8. Not only does majority multiplexing at the transmitter (arrangement D) produce a relatively simple transmitted signal, that is ternary, but the separation of the signal sets is comparatively trivial.

For arrangements $C$ and $D$, when two sets both containing $n$ channels are in operation, an additional third set of signals may be incorporated using the same principle as for two sets. The separations of more than two.sets also follows similar lines, where each individual set is demultiplexed completely separately.


Figure 6.4-2 Arrangement D. Block diagram for the separation of two sets of signals.

## CHAPTER 7

DETECTION PROCESSES FOR THE MULTIPLEXING APRANGEMEINT C

### 7.1 Detection process 1

A useful upper performance bound to a system is provided by the optimum detection process. It has been shown that when the transmitted signal elements are statistically independent and equally likely to take either binary value, the detector which minimises the probability of error (that is the probability of one or more element errors) in the detection of $m$ elements of a group, is the detector that determines which of the $2^{m}$ possible transmitted signal vectors is at the minimum distance from the received'vector $R$, in the $n$-dimensional Euclidean vector space containing 11,26,38 R. The detector knows the exact positions of each possible transmitted signal in the vector space. At high signal/noise ratios, this detection process also minimises the probability of error in the detection of any one of the $m$ elements in a group corresponding to the $m$ channels in operation.

The detection process cannot be implemented by a linear network followed by the appropriate decision thresholds, but is best performed by an iterative process as follows. The receiver generates in turn the vectors \{S\} where $S=X A$ from Eqn. (6.2-2), corresponding to the different combinations of the element values $\left\{x_{i}\right\}$ of the $m$ signal elements in a group. The receiver has prior knowledge of which $m$ out of the $n$ channels are in operation. The components of $R$ are stored throughout the detection process for a group of $n$ signal elements. The first vector $S$ from the $2^{m}$ possible vectors is subtracted from the received vector $R$. The components of the
difference vector are squared and aded, to give the square of the distance between the vector $R$ and the generated vector $S$.

$$
\begin{equation*}
d^{2}=\sum_{j=1}^{n}\left(r_{j}-s_{j}\right)^{2} \tag{7.1-1}
\end{equation*}
$$

where $d$ is the distance between the vectors $R$ and $S$. In the first subtraction process, the distance measure $d^{2}$, together with the associated vector $X$ are stored. In subsequent subtraction processes no action is taken, unless the value of $d^{2}$ is smaller than that stored. When this occurs, the new $d^{2}$ together with the associated vector X , replace those stored. Thus, at the end of the detection process, the receiver has the vector $X$ which minimises the distance between $S$ and $R$ and takes this vector $X$ to give the detected element values $\left\{x_{i}^{\prime}\right\}$ of the $m$ multiplexed channels in the received group. Since the separate operations in the detection process are carried out sequentially, they can be performed by a simple piece of equipment. However, because of the very large number of sequential operations required when there are more than a few multiplexed channels in a group, this process is of limited value.

The $n$-dimensional vector space may be divided into $2^{m}$ decision regions separated by decision boundaries. These decision boundaries are hyperplanes which perpendicularly bisect the lines joining the different signal vectors $\{s\}$ in the $n$-dimensional vector space containing the received vector $R$. The distance of any signal point to a decision boundary is half the distance between the two signal points separated by the decision boundary. Figure 7.1-1 shows the particular case where the two dimensional vector space is divided into four decision regions corresponding to four possible transmitted siEnals $S_{1}$ to $S_{4}$.


Figure 7.1-1 Decision regions and decision boundaries for the optimum detection process, for four possible transmitted signals in two dimensional vector space.
where $W$ is the $n$-component noise vector whose projection on to any direction of the $n$-dimensional vector space is a sample value of a Gaussian random variable with zero mean and variance $\sigma^{2}$. The probability of error in the detection of $S_{i}$ from $R$ may be deduced with the aid of the following diagram.


When $S_{i}\left(=S_{1}\right.$ or $\left.S_{2}\right)$ is received in the presence of the noise vector $W$, it is wrongly detected if $R$ is on the opposite side of the decision boundary to $S_{i}$. The probability of this occurring is that the orthogonal projection of $W$ on to a line joining $S_{1}$ and $S_{2}$ has a value greater than $d$ in the direction from $S_{i}$ to the decision boundary. Noise components in directions parallel to the decision boundary cannot produce errors, nor do they affect the error probability. Thus, the probability of an error in the detection of $S_{i}$, whether $i=1$ or 2 is,

$$
\begin{align*}
& \dot{p}=\int_{\alpha}^{\infty} \frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left(\frac{-w^{2}}{2 \sigma^{2}}\right) d w  \tag{7.1-2}\\
&=\int_{\alpha / \sigma}^{\infty} \frac{1}{\sqrt{2 \pi}} \exp \left(\frac{-w^{2}}{2}\right) d w \\
&\left.=\int_{u}^{\infty} \frac{\alpha}{\sigma}\right) \\
& \text { where } \quad Q(u)=\int^{\infty} \frac{1}{\sqrt{2 \pi}} \exp \left(\frac{-x^{2}}{2}\right) d x
\end{align*}
$$

$d$ is the distance from $S_{1}$ and $S_{2}$ to the decision boundary. The $Q$ function, or variaton of the element exror probability with $d / \sigma$ has been widely tabulated and is shown in Appendix Al. The result applies for any value of $n$, so long as the Gaussian noise sample of zero mean and variance $\sigma^{2}$ are statistically independent.

In the general case where $k$ decision boundaries exist, the total
probalility of error is determedoy the sum of the k individual probabilities of error, due to the various distances to the decision boundary.

$$
\begin{equation*}
p \leqslant \sum_{i=1}^{k} Q\left(\frac{d_{i}}{\sigma}\right) \tag{7.1-4}
\end{equation*}
$$

At high signal/noise ratios with additive white Gaussian noise, even a very small increase in the distance to a decision boundary produces a considerable reduction in the corresponding probability of error (Appendix AI). Thus, the probability of error is effectively determined by the nearest decision boundary, the remaining boundaries having in comparison a very small effect on the probability of error.

An approximate urper bound is given by the value of $p_{i}$ for the smallest $d_{i}$. Let the minimum value of $d_{i}$ be $d$, and the corresponding value of $p_{i}$ be $p$. Then at high signal/noise ratios, the average element error probability is equal to the probability of error and is approximately equal to,

$$
\begin{equation*}
p=Q\left(\frac{\alpha}{\sigma}\right) \tag{7.1-5}
\end{equation*}
$$

### 7.2 Computer simulation tests

A general description of the computer tests performed and the confidence limits relating to the results obtained have been given in Sections 3.4 and 3.5. In particular, these tests, for systems $C 1, C 2$ and $D 1$ to $D 4$ simulate the multiplexing and demultiplexing of between 1 and 8 channels. Between

10000 and 1500 signal groups are transmitted for 1 to 8 active channels, such that about 30 errors are obtained for an error probability of 0.003 per channel. For every test the variance of the additive white Gaussian noise samples $\sigma^{2}$, introduced into the transmission path was adjusted to give an error probability per channel of 0.003.

From (3.5-3), the $95 \%$ confidence limits in the value of p are given by,

$$
\begin{equation*}
\pm \frac{2}{\sqrt{e}} \mathrm{p} \tag{7.2-1}
\end{equation*}
$$

where the limits are expressed as deviation from the given value of element value error probability per channel $p$, and $e$ is the total number of errors counted. Table 7.2-1 summarises the test details and shows the $95 \%$ confidence limits, expressed as deviation from the value of $p$, and also expressed in decibels as deviation from the given value of noise level obtained. These results apply to all systems $C 1$ to $D 4$.

For each system, the noise level expressed in decibels for the same given error probability of 0.003 is compared relative to a conventional binary TDM system (with components of amplitude $\pm 1$ ), having the same transmission rate. For systems $C 1$ and $C 2$, the transmitted signal is multilevel. The average energy per component of the transmitted signal has non zero been normalised to unity, so that it has the same average energy as a/component in the TDM system. For systems $D 1$ to $D 4$, the transmitted signal components are given by $\pm 1$ or 0 .

### 7.3 Results of computer simulation tests for System Cl

The results of computer simulation tests (outlined in Section 7.2) for System Cl are shown in Figure 7.3-1. Although as discussed in Section 6.1,

| Number of active channels m | Total no. of groups transmitted | Total no. of errors counted e | ```Error probability per channel p``` | 95\% confidence limits |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | expressed as deviation from the given value of $p$ | of $\sigma$ expressed <br> in $d B$ as deviation <br> from the given <br> value of $\sigma$ |
| 1 | 10000 | 30 | 0.003 | $\pm 0.0011$ |  |
| 2 | 5000 | 30 | 0.003 | $\pm 0.0011$ |  |
| 3 | 3000 | 27 | 0.003 | $\pm 0.0012$ |  |
| 4 | 2500 | 30 | 0.003 | $\pm 0.0011$ | $+0.35$ |
| 5 | 2000 | 30 | 0.003 | $\pm 0.0011$ |  |
| 6 | 1500 | 27 | 0.003 | $\pm 0.0012$ |  |
| 7 | 1500 | 31 | 0.003 | $\pm 0.0011$ |  |
| 8 | 1500 | 36 | 0.003 | $\pm 0.0010$ |  |



Figure 7.3-1 System Cl. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system for a varying number of active channels.
the multiplexing arrangement is optimum for 1 and 8 channels in operation, its performance is inferior to that of a conventional binary TDM system for 6 or 7 active channels.

The theoretical performance has been evaluated using an entirely separate computer program. This program calculates the distance in n-dimensional Euclidean vector space between each possible transmitted signal vector, and all other possible $2^{m}$ transmitted signal vectors for a given number of active channels $m$. The average number of signals at various distances is calculated. Using Eqn. (7.1-4), the variance of the additive white Gaussian noise samples $\sigma^{2}$ is calculated for an error probability per channel of 0.003 , and from this the relative noise level compared to a conventional binary TDM system with the same average energy per component of the transmitted signal.

Table 7.3-1 shows the theoretical and computer simulation results, together with the $95 \%$ confjdence limits expressed in decibels as deviation from the relative noise level corresponding to the given value of $\sigma$. The results lying outside the confidence limits are explained by the degree of dependence between the individual element errors in a group in the detection process. The effect of this dependence is to reduce the number of independent errors obtained in a test, and hence the confidence limits should be rather wider than the simplified theory gives (Section 3.5),

The multiplexing and demultiplexing arrangements for more channels than may be multiplexed orthogonally has been described in Section 6.4. Computer simulation results for such a system uṣing the optimum detection process are..shown in Figure 7.3-2. Also shown is the relative noise level of the corresponding quaternary TDM system. Both binary and quaternary TDM systems have the same average energy per component of the transmitted signal, the

| Number of active channels | Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system. |  | 95\% confidence limits of $\sigma$, expressed in $\alpha B$ as deviation from the given value of $\sigma$ |
| :---: | :---: | :---: | :---: |
|  | Theoretical | Computer simulation |  |
| 1 | 9.05 | 9.05 |  |
| 2 | 6.08 | 6.07 |  |
| 3 | 4.04 | 3.99 | All approximately |
| 4 | 2.53 | 2.58 | $+0.35$ |
| 5 | 0.55 | 0.49 |  |
| 6 | -0.08 | -0.49 |  |
| 7 | -0.46 | -2.37 |  |
| 8 | 0.00 | 0.00 |  |



Figure 7.3-2 System Cl. The multiplexing of two signal sets. Noise level for an error probability per channel of 0.003 expressed in decibels relative to a binary TDM system for a varying number of active channels.


#### Abstract

same transmission rate and the same error probubility per channel as explained in Section 3.4. Channels in the second set are not used until the first set channels are all in operation.


### 7.4 Detection process 2

The process of correlation or matched filter detection is well established in the field of orthogonal signal elements, and like the optimum dctection process, at high signal/noise ratios, minimises the error probability per channel of the individual recieved elements. The detection maximises the ratio of the energy level of the wanted signal, to the average energy level of the noise components. The received signal vector $R$ is fed to a set of correlation detectors matched to the orthogonal codewords, and the correlation coefficients obtained give the sign of the received data in each channel. A modification of this standard technique using an iterative process enables quasi-orthogonal signal elements of the multiplexing arrangement $C$ to be detected.

The receiver has prior knowledge of which $m$ out of the $n$ possible channels are in operation. The $n$-component codewords $\left\{A_{i}\right\}$ corresponding to those $m$ channels are modified appropriately, as was performed in the multiplexing process, as follows. For each codeword $A_{i}$, for each integer $j$ in the range 1 to $n$, if $x_{j}= \pm 1$, set $a_{i j}$ to zero for each $i \neq j$, and leave $a_{j}$ unchanged. For $x_{j}=0$, leave $a_{i j}$ unchanged for each $i$. This results in the modified matrix of codevords given by $A^{\prime}$.

In the first cycle of the iterative process, the $n$-component received sienal vector $R$ is fed to the $m$ correlation detectors matched to the codewords $\left\{A_{i}^{\prime}\right\}$ for those $m$ channels in operation. A singlc element value $x_{i}^{\prime}$ is detected from the sign of the correlation coefficient having the largest modulus. The other $m-1$ clement values $\left\{x_{i}^{\prime}\right\}$ remain undetected. The $n$ components of the coleword $A_{i}^{\prime}$ corresponding to the detected element value $x_{i}^{\prime}$ are multiplied by $x_{i}^{\prime}$, and subtracted from the $n$ components of the received signal vector $R$, to give the modified $n$-component received signal vector $R^{\prime}$.

In the second cycle of the iterative detection process, the modified received signal vector $R$ is fed to the $m-1$ correlation detectors matched to the $m-1$ codewords $\left\{A_{i}^{\prime}\right\}$, for the $m-1$ undetected element values. A second element value $x_{i}^{\prime}$ is detected from the sign of the correlation coefficient having the largest modulus. The other $m-2$ element values $\left\{x_{i}^{\prime}\right\}$ remain undetected. The $n$ components of the codeword $A_{i}^{\prime}$ corresponding to the previously detected element value $x_{i}^{\prime}$ are multiplied by $x_{i}^{\prime}$, and subtracted from the $n$ components of the modified received signal vector $R^{\prime}$, to give a new modified received signal vector $R$ ".

Subsequent cycles follow using one fewer correlation detectors in each cycle until all $m$ element values are detected. In this way, those signal elements of the transmitted signal which receive the least interchannel interference are detected first, and when cancelled from the received signal, enable other element values to be detected with a lower probability of error.

### 7.5 Results of computer simulation tests for System C2

This system, using the previously described demultiplexing arrangement, has been tested by computer simulation under identical conditions to System Cl (outlined in Section 7.2). The results for both Systems Cl and C2 are shown in Figure 7.5-1. There is negligible difference between the performance for the correlation and cancellation technique and the optimum detection process. The confidence limits are given in Table 7.2-1

### 7.6 Assessment of Systems C1 and C2

Detection process 2, using a correlation and cancellation technique, shows that a performance equal to the optimum may be achieved using very simple iterative equipment. Only m sequential operations are required compared to $2^{m}$ for the optimum detector. However, even the optimum performance is below that of the corresponding conventional binary TDM system for the same transmission rate, and with the same average energy per component of the transmitted signal, for 6 or 7 active channels. The number of channels may exceed the maximum number of orthogonal multiplexed channels using a second set of signals. Even with the optimum detection process, the performance with 8 channels in the first set and between 4 and 7 channels in the second set, yields a very inferior performance compared to the corresponding quaternary TDM system, with the same average energy per component of the transmitted signal. The separation of the two signal sets described in Section 6.4 is obviously fairly complicated, and for these reasons the multiplexing arrangement $C$ is not further investigated.


Figure 7.5-1 System C2. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system, for a varying number of active channels.

## CHAPTER 8

### 8.1 Detection process 1

The optimum detection process described in Section 7.1, gives an upper performance bound to a system irrespective of the multiplexing arrangement. This detector minimises the probability of error (that is the probability of one or more element errors) in the detection of the $m$ elements in a group, by deterraining which of the $2^{m}$ possible transmitted signal vectors $\{S\}$ is at the minimum distance from the received vector $R$, in the n-dimensional Euclidean vector space containing R. System Dl uses this optimum detection process for the multiplexing arrangement $D$.

### 8.2 Results of computer simulation tests for System Dl

The results of computer simulation tests (outlined in section 7.2 ) are shown in Figure 8.2-1. The transmitted signal amplitude is given by $\pm 1$ or 0 , so that it has the same maximum energy per component of the transmittcd signal as a conventional binary TDM system with components equal to $\pm 1$. For. 2,4 or 6 channels in operation, zero components in the transmitted signal cause a degradation of the system performance as shown in Figure 8.2-1, due to the reduced average energy per component of the transmitted signal.


Figure 8.2-1 System D1. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system, for a varying number of active channels.

The theoreticel optimum performance has been calculated by considering the distances in n-dimensional Euclidean vector space, between the $2^{m}$ signal vectors for $m$ active channels, as described in Section 7.2.

Assuming independent errors, the $95 \%$ confidence limits in the value of $p$ are given by,

$$
\begin{equation*}
\pm \frac{2}{\sqrt{e}} p \tag{8.2-1}
\end{equation*}
$$

where the limits are expressed as deviation from the given value of element value error probability per channel $p$, and $e$ is the total number of errors counted. In a test with orthogonal or quasi-orthogonal groups of signals there may be a degree of dependence between the individual element errors of a group in the detection process. The result of this dependence is to reduce the number of independent errors obtained in a test and so to widen the confidence limits. Thus e of (8.2-1) does not represent the effective number of errors, and therefore gives only an indication as to the confidence limits. To assess the degree of dependence between errors of the same received signal group, additional tests have been performed. Each individuăl test with $m$ active channels was repeated several times using different random noise sequences. If the total number of errors counted for each test is $e_{1}, e_{2},-e_{r}$, for $r$ successive tests, then the mean $\mu$ and standard deviation $n$ of the total number of errors counted are 80 given by,

$$
\begin{align*}
& \mu=\frac{1}{r} \sum_{i=1}^{r} e_{i}  \tag{8.2-2}\\
& n=\left(\frac{1}{r-1} \sum_{i=1}^{r}\left(e_{i}-\mu\right)^{2}\right)^{\frac{1}{2}} \tag{8.2-3}
\end{align*}
$$

From (3.5-2) the $95 \%$ confidence limits in the value of $p$ are given by,

$$
\begin{equation*}
\pm \frac{2 n}{\mu} p \tag{8.2-4}
\end{equation*}
$$

where the limits are expressed as deviation from the given value of element value error probability per channel p. For one and eight active channels the signals are independent and the confidence limits given by (8.2-1) and (8.2-4) should agree. For several active channels some divergence is expected.

Table 8.2-1 summarises the theoretical and computer simulation results together with the confidence limits assuming independent and dependent errors. The confidence limits are expressed in decibels, as deviation from the value of $\sigma$, expressed in decibels relative to a conventional binary TDM system, with components $\pm 1$, and having the same transmission rate and error probability per channel.

Figure 8.2-2 shows theoretical curves of error probability per channel against signal/noise ratio expressed in decibels, for different numbers of multiplexed signals. For eight channels in operation the individual signal components are independent and equally likely to take either binary value, giving the familiar $Q$ function curve (Appendix Al). Fewer channels in operation correspond to an appropriate sideways shift of this curve. Additional computer simulation tests, besides those for an error probability per channel of 0.003 give good agreement with the corresponding theoretical curves.

The number of signals multiplexed may exceed the maximum number of orthogonal multiplexed signals as described in Section 6.4. Computer simulation results for the multiplexing of two signal sets and using the optimum detection process, are shown in Figure 8.2-3. Also shown are the

| Number of active channels | Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system |  | $95 \%$ confidence limits of $\sigma$ expressed in $d B$ as deviation from the given value of $\sigma$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Theoretical | Computer simulation | $\begin{aligned} & \text { Independent } \\ & \text { errors } \end{aligned} \frac{2}{\sqrt{\mathrm{e}}} \mathrm{p}$ | Dependent errors $\quad \frac{2 \eta}{\mu} p$ |
| 1 | 9.03 | 9.05 |  | $\begin{array}{r} +\quad 0.39 \\ -\quad 0.51 \end{array}$ |
| 2 | 3.97 | 4.05 |  | $+\quad 0.52$ $-\quad 0.78$ |
| 3 | 5.03 | 4.40 |  | $+\quad 0.62$ $-\quad 1.08$ |
| 4 | 2.29 | 2.38 | All approximately | $\begin{array}{ll} + & 0.37 \\ -\quad & 0.50 \end{array}$ |
| 5 | 1.34 | 1.10 | +0.35 -0.45 | $\begin{array}{r} +\quad 0.47 \\ -\quad 0.68 \end{array}$ |
| 6 | 0.92 | 1.12 |  | $\begin{aligned} & +0.42 \\ & -\quad 0.55 \end{aligned}$ |
| 7 | 0.27 | 0.37 |  | $+\quad 0.50$ $-\quad 0.81$ |
| 8 | 0.00 | 0.00 |  | $\begin{array}{ll} + & 0.32 \\ - & 0.41 \end{array}$ |

Table 8.2-1 System D1. Theoretical and computer simulation results


Figure 8.2-2 System D1. Theoretical error probability per channel against signal/noise ratio in decibels, for different numbers of multiplexed channels.


Total number of active channels

Figure 8.2-3 System Dl. The multiplexing of two signal sets. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system, for a varying number of channels. The average energy per comporient of the transmitted signal is here normalised to unity.
corresponding TDM systems. Both binary and quaternary TDM systems here have the same average energy per component (equal to unity) of the transmitted signal, the same transmission rate and the same error probability per channel of 0.003 as explained in Section 3.4. The average energy per component of the transmitted signal of the system under test has been normalised to unity (Figure 8.2-3 only), so that it has the same average energy as a component in the TDM systems. Channels in the second set are not used until the first set channels are all in operation.

### 8.3 Detection process 2

The optimum detection process (Section•7.1) uses all possible transmitted signal vectors $\{s\}$ in the detection of the $m$ multiplexed element values in a group. The iterative detection process involves a vast number of sequential operations ( $2^{m}$ ) which becomes impractical for values of $m$ greater than about 8 to 10.

This null-zone detection process, system D2, requires substantially fewer sequential operations by applying the optimum detection process to a carefully selected subset of the total number of possible transmitted signal vectors.

The $n$-component transmitted signal vector $S$ is composed of $m$ binary independent components, and $n-m$ ternary grey components, for $m$ active chamels. An independent component $s_{i}$ is one which depends only on the element value of the signal in the ith channel so that $s_{i}=x_{i} a_{i j}$, $s_{i}$ has no.component from any other channels. However, in the detection of $x_{i}$, all the grey components are a contributing factor. The ith detected element value $x_{i}^{\prime}$ may be detected from the ith component of the received signal vector $R$ alone, and is given by,

$$
x_{i}^{\prime}=a_{i i} \operatorname{sign}\left(r_{i}\right)
$$

and provided the received component $r_{i}$ is not corrupted in sign, correct detection results.

Consider a single received component $r_{i}$ of the vector $R$ where $r_{i}=s_{i}+w_{i}$, and $w_{i}$ is a Gaussian noise sample of zero mean and variance $\sigma^{2}$. Figure 8.3-1 (a) shows the signal plus noise probability density functions, for a single component $s_{i}$ which may take either binary value $\pm 1$ and are equiprobable. The probability of receiving $r_{i}$ given $s_{i}^{+}$is derivathe from the curve $p\left(r_{\dot{j}} / s_{\dot{i}}^{+}\right)$. With a single decision boundary equidistant from $s_{i}^{+}$and $s_{i}^{-}, s_{i}$ is detected from the sign of $r_{i}$ with a probability of error given by,

$$
\begin{align*}
a=b & =\int_{1}^{\infty} \frac{1}{{\sqrt{2 \pi \sigma^{2}}}^{2}} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) d r \\
& =\quad \tag{8.3-2}
\end{align*}
$$

and will yield the best estimate of $s_{i}$ provided no additional information from other components is available.

Figure 8.3-1 (b) shows the same probability density functions, but with two symmetrical decision boundaries or threshold levels separated by a null-zone of width $2 d$. If the ith received signal component of the vector $R$, $r_{i}$, is greater than $+d$, then $s_{i}$ is detected as $s_{i}^{+}$, with as small an error probability.as is required, depending on the value of threshold level a.

$$
\alpha=\beta=\int_{1+\alpha}^{\infty} \frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left(\frac{-r^{2}}{2 \sigma^{2}}\right) d r
$$

$$
=\quad Q\left(\frac{1+d}{\sigma}\right)
$$



Figure 8.3-1 Signal plus noise probability density function for a single bipolar binary component. (a) A single decision boundary (b) Null zone detection involving two symmetrical decision boundaries.

In this detection process, if $\left|r_{i}\right| \geqslant d$ then $x_{i}^{\prime}$ is detected from the ith component of $R$,

$$
\begin{equation*}
x_{i}^{\prime}=a_{i i} \operatorname{sign}\left(r_{i}\right) \tag{8.3-4}
\end{equation*}
$$

For those components $\left|r_{i}\right|<d$, an uncertainty exists as to whether $\bar{s}_{i}$ or $s_{i}^{+}$was transmitted and the optimum detection process is applied to both combinations.

The receiver generates in turn each of the vectors \{S\} where $S=$ signs (XÁ) from Eqn. (6.3-1), corresponding to the different combinations of element values, of the undetected signal elements $\quad\left(\left|r_{i}\right|<d\right)$ in a group of received signals, the detected element values $\quad\left(\left|r_{i}\right| \geqslant d\right)$ romaining unchanged. The distances between the vectors $\{S\}$ and the received signal vector $R$ are calculated iteratively as for the optimum detection process, and that having the minimum distance gives the detected element values $\left\{x_{i}^{\prime}\right\}$ of the $m$ signal elements in the received group.

The value of threshold level $\alpha$ is selected such that the probability of incorrectly detecting $x_{i}^{\prime}$, when $\left|r_{i}\right| \geqslant d$, is very small. This probability is $\alpha=\beta$ (Eqn. 8.3-3). As d increases so this probability decreases but the number of sequential operations required in the optimum detection process increases.

Thus the null-zone detector judiciously selects a small volume of the n-dimensional Euclidean vector space, having a very high probability of containing the vector $R$. The optimum detection process is then applied to these vectors \{S\} contained in this volume only.

Referring to Figure 8.3-1(b), the probability of detecting $s_{i}$ as $s_{i}^{-}$ when $s_{i}^{+}$was transmitted is $\alpha$, where,

$$
\begin{equation*}
\alpha=Q\left(\frac{1+d}{\sigma}\right) \tag{8.3-5}
\end{equation*}
$$

The probability of $r_{i}$ falling in the null-zone given $s_{i}^{+}$or $s_{i}^{-}$is

$$
\begin{align*}
|\alpha| \leqslant 1 & p^{\prime} & =Q\left(\frac{1-\alpha}{\sigma}\right)-\alpha & |\alpha| \geqslant 1
\end{align*} \begin{array}{ll}
p^{\prime} & =1-Q\left(\frac{\alpha-1}{\sigma}\right)-\alpha \\
& \simeq Q\left(\frac{1-\alpha}{\sigma}\right) \tag{8.3-6}
\end{array}
$$

The number of sequential operations required in the optimum detection process is,

$$
\begin{equation*}
2 m\left(p^{\prime}\right)\left(1-p^{\prime}\right)^{m-1}+4 \frac{m(m-1)}{1.2}\left(p^{\prime}\right)^{2}\left(1-p^{\prime}\right)^{m-2}+8 \frac{m(m-1)(m-2)}{1.2 .3}\left(p^{\prime}\right)^{3}\left(1-p^{\prime}\right)^{m-3}+\ldots \tag{8.3-7}
\end{equation*}
$$

where each term of the binomial expansion corresponds to the probability of one, two .... components of the received signal falling in the null-zone.

For example, suppose the probability of $s_{i}$ being detected incorrectly $\alpha$ by the null-zone is to be $1 \times 10^{-6}$. From Eqn. (8.3-5)

$$
\begin{aligned}
1 \times 10^{-6} & =Q\left(\frac{1+d}{\sigma}\right) \\
\frac{1+d}{\sigma} & =4.72
\end{aligned}
$$

Suppose now that the additive white Gaussian noise samples have variance 0.09 ( $\alpha=0.3$ ), then, the threshold level is,

$$
d=4.72 \sigma-1=0.41
$$

From Eqn. (8.3-6), the probability of a received component $r_{i}$ falling in the null-zone, $\left|r_{i}\right|<0.41$ is,

$$
\begin{aligned}
p^{\prime} & =Q\left(\frac{1-\alpha}{\sigma}\right) \\
& =Q\left(\frac{0.59}{0.3}\right) \simeq 0.025
\end{aligned}
$$

If there are six channels in operation say, instead of performing $2^{6}=64$ sequential operations using the optimum detection process, this null-zone detector would require on average, from Eqn. (8.3-7), 0.28 sequential operations. A phenomenal saving in time for no significant degradation in the detector performance.

At maximum capacity with all $n$ channels in operation, there are no grey components in the transmitted signal vector, and no advantage is gained by using the optimum detector. The element values are given by the signs of the received components of R from Eqn. (8.3-4).

### 8.4 Results of computer simulation tests for System D2

The results of computer simulation tests (outlined in Section 7.2) are shown in Figure 8.4-1, for different values of $\alpha$, which determines the threshold level $d$, and the subsequent number of sequential operations required in the detection of the $m$ element values of a signal group. For $\alpha=10^{-6}$, the majority of the received components $\left\{r_{i}\right\}$ of the received signal vector $R$ fall within the null-zone. Those independent components of $R$ falling outside the null-zone are detected with a very low probability of error, whilst those within cause the detector to consider both the tve and the -ve possibilities of element values in the ensuing optimum detection process. Consequently, a comparatively large number of sequential operations are required. For $\alpha=10^{-14}$, more components $\left\{r_{i}\right\}$ lie outside the null-zone, producing areduction in the number of sequential operations required. Figure 8.4-2 shows the average number of sequential operations required for the various values of $\alpha$, for different numbers of active channels, the results being obtained from computer simulation tests. Figure 8.4-3 shows theoretical curves for the number of sequential operations required for


Figure 8.4-1 System D2. Noise level for an error probability per channel of 0.003 , expressed in decibels relative to a binary TDM, for various values of a.


Figure 8.4-2 System D2. Average number of sequential operations required per signal group for various values of $\alpha$, for an error probability per channel of 0.003 .
Average number of sequential operations required/received signal group


Figure 8.4-3 System D2. Average number of sequential operations required per received signal group, for various noise levels for $\alpha=10^{-6}$.
various noise levels using Eqn. (8.3-7) and for $\alpha=10^{-5}$. The corresponding computer simulation tests show good agreement. For 8 active channels the element values are given by the signs of the received components of $R$. For $\quad \sigma=\infty$, all received components $\left\{r_{i}\right\}$ of the received signal vector $R$ lie within an infinitely wide null-zone, and the optimurn detection process is applied to all independent components. The number of sequential operations is therefore $2^{m}$.
8.5 Detection process 3

Ihis detection process examines the $n$-component received vector $R$ from the aspect of minimisation of the channel noise vector $W$, where

$$
R=S+W
$$

Assuming that the $n-c o m p o n e n t$ transmitted vector $S$ has components $\left\{s_{i}\right\}$ given by $\pm 1$, an estimate $S^{\prime}$ of $S$ which minimises the length (Euclidean norm) of the noise vector $W$ is given by,

$$
\begin{equation*}
S^{\prime}=\operatorname{signs}(R) \tag{8.5-1}
\end{equation*}
$$

where the operator "signs" replaces each term of the vector $R$ by $\pm 1$, the selected sign being the same as that of the components of $R$.
Provided $S^{\prime}$ contains a valid combination of components $\left\{s_{i}\right\}$ corresponding to the $m$ channels in operation, the $m$ element values $\left\{x_{i}\right\}$ associated with this estimate are accepted as the detected element values. A valid combination check is made as follows. The $m$ element values $\left\{x_{i}^{\prime}\right\}$ of the vector $X^{\prime}$ are given by the independent component of $R$,

$$
\begin{align*}
x_{i}^{\prime} & =a_{i j} \operatorname{sign}\left(r_{i}\right) \\
& =a_{i i} s_{i}^{\prime} \tag{8.5-2}
\end{align*}
$$

and from these $m$ element values, the detector generates an estimate of the transmittcd signal vector. Let this be the $n$-component vector $S$ ". From Eqn. (6.3-1),

$$
\begin{equation*}
S^{\prime \prime}=\operatorname{signs}\left(X^{\prime} A^{\prime}\right) \tag{8.5-3}
\end{equation*}
$$

where $A^{\prime}$ are the modified codewords corresponding to the $m$ active channels. If the signs of the $n$ components of $S$ agree with the corresponding $n$ components of $S^{\prime}$, then $S^{\prime}$ is a valid combination and the $m\left\{x_{i}\right\}$ are accepted. If however, any component signs disagree, the components of the estimated vector $S$ do not form a valid combination. A new estimate is made from $R$ by changing the sign of the component $s_{i}$ of $S^{\prime}$. corresponding to the smallest value (modulus) $r_{i}$ of $R$. The length of the noise vector $W$ is thus increased by a minimum amount. From this new estimate $S^{\prime}$ a new set of $m$ element values are given by Eqn. (8.5-2) and the detector proceeds as previously. If a valid combination of the components $\left\{s_{i}^{\prime}\right\}$ is not found, the estimate $S^{\prime}$ is changed again, such that the noise vector length is' increased by a minimum amount, by changing the sign of the component $s_{i}^{\prime}$ corresponding to the second smallest component value $r_{i}$ of $R$. This process continues until a valid combination of the $\left\{s_{i}^{\prime}\right\}$ is found.

Provided the noise vector length increases incrementally by a minimum amount, the detector minimises the probability of error in the detection of the $m$ element values of a group. However, modifying $S$ ' such that the noise vector increases by a minimum amount involves time and equipment complexity approaching that of the optimum dection process. As a compromise, the components of the received signal vector $\left\{r_{i}\right\}$ are assigned an order according. to their absolute value. The components of $\mathrm{S}^{\prime}$ are changed in sign, in a binary sequence, the smallest weight corresponding to the smallest absolute value of $r_{i}$. For example, if the assigned absolute value order of the
components of $R$ is, $a, b, c, d \ldots n$, then the component $s_{i}^{\prime}$ corresponding to $a$ is first changed, then $b$, followed by $a$ and $b$, followed by $d$, etc. This does not increase the noise vector by a minimum amount always, but is a fairly close approximation.

Because components of the transmitted signal vector $R$ may equal zero for an even number of active channels, Eqn. (8.5-1) is clearly only valid for an odd number of active channels. For an even number, a component $s_{i} "$ may equal zero, in which case a comparison between $S^{\prime \prime}$ and $S^{\prime}$ is only made for those components $\left\{s_{i}^{\prime \prime}\right\}$ for which $s_{i}= \pm 1$.

### 8.6 Results of computer simulation tests for System D3

The results of computer simulation tests (outlined in Section 7.2) are shown in Figure 8.6-1. For $m=3,5,7$ or 8 , the detector gives optimum performance with very few sequential operations, on average between 1 and 2 . For $m=2,4$ or 6 , zero components of the internally generated transmitted signal $S$ " are omitted in the comparison process and well below the optimum performance results.

For $m=1$, an error probability of 0.003 requires a large value of additive white noise. An average of 5 sequential operations are necessary, giving below optimum performance; because of the approximate incrementation process of the minimum noise vector. For lower noise levels (lower error probability per channel) $m=1$ gives optimum performance.

### 8.7 Detection process 4

Like the null-zone detection process, this detector applies the optimum detection process to a carefully selected subset of the total number of possible transmitted signal vectors, thereby reducing the number of sequential operations required. The subset selection uses different criteria,


Figure 8.6-1 System D3. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system, for a varying number of active channels.
and relies on no more than two independent components of the $n$-component received vector $R$ being corrupted in sign.

The equipnent complexity is simplified by replacing the optimum 'distance' detection process by the optimum 'correlation' detection process. Again, this minimises the probability of error (that is the probability of one or more channel errors) in the detection of the $m$ elements in a group. The detector generates sequentially the most likely transmitted signal vectors \{ $\{$ S , correlating each one with the received vector $R$, and determining that vector $S$ corresponds with the largest correlation coefficient. The vector $X^{\prime}$ of element values associated with this $S$ gives the $m$ detected element values $\left\{x_{i}^{\prime}\right\}$.

The detection process starts by making an initial estimate of the $m$ element values. Let this estimate be the n-component vector $X^{\prime}$, whose ith component is $x_{i}^{\prime}$, as is determined as follows. For each $i$, corresponding to a channel in operation,

$$
\begin{equation*}
x_{i}^{\prime}=a_{i i} \operatorname{sign}\left(r_{i}\right) \tag{8.7-1}
\end{equation*}
$$

so that $x_{i}^{\prime}$ is determined from the sign of $r_{i}$ to give the initial detected values of $\left\{x_{i}^{\prime}\right\}$.

The detected element values $\left\{x_{i}^{\prime}\right\}$ are fed to a multiplexer, identical to the one used at the transmitter, to generate an $n$-component vector $S^{\prime}$, which is an estimate of the original transmitted signal.

The inner product of the vectors $R$ and $S^{\prime}$ is now formed by means of a correlator which multiplies the $j$ th component of $R$ by the $j$ th component of $S$ for $j=1-n$, and adds the product to give the output signal $c_{0}$,

$$
c_{o}=\sum_{j=1}^{n} \quad r_{j}{ }^{\prime} j
$$

which is stored.
The first non-zero component of $X^{\prime}$ is now changed in sign, and the vector used as above to generate a new n-component vector $S^{\prime}$. The inner product of this vector with $R$ has the value $c_{1}$. Its value is compared with $c_{0}$ and if larger, the value $c_{1}$ is stored with the corresponding modified vector $X^{\prime}$.

The first non-zero component of $X^{\prime}$ is now changed back in sign, and the second non-zero component of $X^{\prime}$ is now changed in sign, and the inner product of $S^{\prime}$ and $R$ is formed as before to give $c_{2}$. This is compared with the previously stored value of $c_{i}$, and if it is larger, it replaces $c_{i}$ and the new vector $X^{\prime}$ replaces that stored.

This continues until all $m$ non-zero components of the n-component vector $X^{\prime}$ have been changed successively. The resultant stored vector $X^{\prime}$ gives the estimate of the element values obtained in the first part of the detection process.

The stored vector $X^{\prime}$ is now processed as was the first estimate $X^{\prime}$, each component being changed in turn. At the end of this process, the resultant stored vector $X^{\prime}$ gives the final detected values of the $m\left\{x_{i}^{\prime}\right\}$

No improvement in tolcrance to noise, at high signal/noise ratios has been found by repeating this process.

The correlation process given by Eqn. (8.7-2) has been simplified for clarity, and is only valid when the components $\left\{s_{j}^{\prime}\right\}$ are $\pm 1$. However, for an even number of channels in operation, the grey components of $S$ may contain zeros causing a decrease in the value of $c_{i}$.

From Eqn. (7.1-1), the optimum detection process yields the square of the distance between the $n$-component signal vector $R$, and the $n$-component generated vector $s^{\prime}$.

For a given $R$

$$
\begin{align*}
d^{2} & =\sum_{j=1}^{n}\left(r_{j}-s_{j}^{\prime}\right)^{2}  \tag{8.7-3}\\
& =\sum_{j=1}^{n} r_{j}^{2}+s_{j}^{\prime 2}-2 r_{j} s_{j}^{\prime} \tag{8.7-4}
\end{align*}
$$

where $k=\sum_{j=1}^{n} r_{j}{ }^{2}$
From Eqn. (8.7-2) the optimum correlation detection process yields the correlation coefficient,

$$
\begin{equation*}
c_{i}=\sum_{j=1}^{n} r_{j} s_{j}^{\prime} \tag{8.7-5}
\end{equation*}
$$

Because both detection processes give optimum performance in terms of tolerance to additive white Gaussian noise, the vector s'corresponding to the minimum distance, is the same vector that corresponds to the maximum correlation coefficient. However, if now the jth component of the n-component vector $s^{\prime}$ is zero, $c_{i}$ will decrease by $r_{j}{ }^{\prime} j$. The distance measure increases by $r_{j} s_{j}^{\prime}$, but also derreases by $\frac{3}{2}$ has there are now only n-l components of $S^{\prime}$ equal to $\pm 1$. Therefore, for $d^{2}$ and $c_{i}$ to remain in proportion, the value of $\frac{1}{2}$ must be added to the value of $c_{i}$ obtained, for every zero component in the generated vector $S^{\prime}$. For the components of the vector $S^{\prime}$ equal to $\pm 1$ or 0 , Eqn. (8.7-2) becomes,

$$
\begin{equation*}
c_{i}=\sum_{j=1}^{n} r_{j} s_{j}^{\prime}+\frac{1}{2} \text { (Ho. of zero components in } s^{\prime} \text { ) } \tag{8.7-6}
\end{equation*}
$$

and the correlation process gives optimun performance despite the presence of zero components of the transmitted signal vector $S$.

### 8.8 Results of computer simulation tests for System D4

The results of computer simulation tests (outlined in Section 7.2) are shown in Figure 8.8-1. For an error probability per channel of 0.003 , optimum performance is obtained, except when $m=3$. Occasionally all three independent components of the $n$-component received signal vector $R$ are corrupted in sign, but a maximum of two components may be corrected only. For $m=1$ or 2 , then even if both independent components are corrupted in sign, both may be corrected and optimum performance results.

For $m=4,5 \ldots-8$, the reduced variance of the additive white Gaussian noise samples does not cause more than two independent components of $R$ to be changed in sign, and again optimum performance results. At higher signal/ noise ratios $m=3$ also gives optimum performance, $2 m+1$ sequential operations are required irrespective of the additive white Gaussian noise level, which corresponds to the two sign changing processes of $m$ independent components, plus another operation at the outset, when no components of the received vector $R$ are changed in sign. Figure 8.8-2 shows the performance of an identical system for a group lengin $n=16$. The optimum detection process requires $2^{16}$ sequential operations which is prohibitive both in practice and computer simulation tests. The results are shown relative to a conventional binary TDM system, with the same transmission rate and crror probability per channel, and has the same maximum enerey per component of the transmitted signal.


Figure 8.8-1 System D4. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system, for a varying number of active channels.


Figure 8.8-2 System D4, $n=16$. Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to binary TDM system, for a varying number of active channels.

### 8.9 Assessment of the Systems Dl to D4

System DI using the optimun detection process, indicates clearly the advantage of the multiplexing arrangement $D$ in terms of additive white Gaussian noise performance, in so much that irrespective of the number of channels in operation, the performance is always equal or superior to that of the corresponding conventional IDM system, having the same maximum energy pel component of the transmitted signal. Regarding demultiplexing, the optjmum detection process of System Dl requires $2^{m}$ sequential operations which is prohibjtive for $m$ greater than about 8 to Jo. System $D 3$ is unsuitable due to non-optimum performance for 2,4 and 6 active channels. The demultiplexing arrangements of System D2 and D4 require far fewer sequential operations, but slightly greater equipment complexity for the subset selection of the possible transmitted signal vectors. System D2 requires a measure of the average noise vector length to determine the null-zone detector threshold levels, whereas System D4 functions optimally at high signal/noise ratios, irrespective of the additive noise level. System D4 is therefore the best overall arrangement.

## CHAPTER 9

## HARDWARE MODEL FOR SYGTEM D4

## 9.1 ïntroduction

A hardware model of System D4 has been designed and constructed in order to focus attention on the practical realisation and economic aspects of a multiplex system that has hitherto been tested by computer simulation only. Also, from a personal viewpoint it was considered a valuable experience.

Unlike computer simulation tests where computer time is severely limited, the hardware model enables a large number of errors to be counted, and measurements to be taken at high signal/noise ratios (low probability of error).

Figure 9.1-l shows a simplified block diagram of the hardware model. The data signals consisting of binary element values corresponding to the $m$ active channels, arrive in element synchronism at the multiplexer where the first n Walsh functions are generated. These are combined using the non-linear multiplexing arrangement $D$ to form the resultant data signal which is transmitted over the duration of the following element period. Bandimited white Gaussian noise is introduced into the transmitted path, and at the receiver input, the signal/noise ratio is measured, the signal and noise energies being measured separately with the other removed. The received signal is sampled $n$ times per element period, and whilst one store holds the n samples for a detection process, another store is receiving the next $n$ samples. The transmitted element values are


Figure 9.1-1 Simplified block diagram of the hardware model
therefore delayed by two element periods before a comparison with the detected element values. Discrepancies in sign are counted for a given number of transmitted signal groups.

### 9.2 Description of equipment

A transmission rate of 2400 bauds was chosen for compatability with existing equipment using the local subsciber network, ${ }^{16}$ which gives an element rate of 300 bauds for each of the eight individual data sources. Readily available 74 TTI series integrated circuits were chosen, there being no special circuit requirements in terms of speed or power consumption. Before the detailed design, several arrangements varying in complexity and cost were investigated, the total estimated cost of the final arrangement being about $£ 150$.

The hardware block diagram is show in Figure 9.2-1, and detailed circuits are given in Appendix A3. Due to the lack of time, the hardware model transmission system (Figure 2.1-1) has by necessity, been simplified. The transmitter and receiver filters are omitted and the transmitted signal consists of square pulses to which bandimited Gaussian noise is added. This is sampled at regular intervals of $T$ seconds. In a practical system the received signal would be integrated over the interval of $T$ seconds before sampling. The hardware model performance is therefore compared relative to the corresponding TDM system using square pulses.

The element values corresponding to the eight multiplexed channels are generated in a pseudo random fashion, using a nine-stage shift register with modulo-2 addition feedback. The element values are thus changed each element period. Alternatively, the element values may be selected manually, a particularly useful facility during the initial testing phase. The channels in operation are also selected manually.


The first eight Walsh functions, generated in the multiplexer by a diode matrix, are modulated by the channel elenent values using exclusive $O R$ gates. The majority logic function is conveniently implemented with tri-state logic devices, whose sumned outputs form an analogue signal. A pair of voltage comparators determine whether the transmitted signal is $\pm 1$ or 0 .

White Gaussian wideband noise from a commercial instrument is bandimited to 15 KHz , and added via a precision potentiometer to the resultant transmitted signal. Because the analogue to digital converter used does for simplicity not contain a sample and hold circuit, any wider bandwidth causes malfunctioning of the converter. With the potentiometer set at maximum, the noise level is adjusted, such that the same reading is obtained as the transmitted signal, when connected to a thermocouple type electronic voltmeter. The ratio of the signal and noise energies is thus 0 dB , which may be accurately increased to any desired value with the precision potentiometer.

The received signal passes to a ramp type analogue to digital converter giving a 4 bit output (3 bits + sign), a total of 15 distinct levels. Computer simulation model tests using 2,3,4 and 5-bit converters on the received signal, show that at high signal/noise ratios, no significant advantage results with more than 4 bits. The received analogue signal is quantised at the mid point of cach received digit. Whilst one store holds eight 4-bit words for a detection process, another store is receiving the next eight words.

Referring to Figure 9.2-1, the inverting unit estimates the $m$ multiplexed clement values from the signs of the eight word samples. This first estimate is fed to a multiplexer, identical to the one used at the transmitter, to generate an eight component ternary signal which is an
estimate of the original transmitted signal.
The correlator forms the inner product of the estimated transmitted signal and that actually received, multiplying the corresponding components of each signal and adding the products to give the output signal $c_{0}$. As explained in Section 8.7, a zero component of the estimated transmitted signal requires that the value $\frac{1}{2}$ be added in place of the product term.

The inverting unit now changes the sign of the first estimated element value, and the multiplexing and correlation procedure described generates another output signal $c_{1}$. This is compared with the previous value $c_{0}$, and if it is larger, replaces it, and the corresponding estimated element values are recorded in the inverting unit.

The process is repeated until all estimated element values have been changed in sign. The largest value of $c_{i}$ stored, corresponds to the $m$ element values obtained in the first part of the detection process.

These estimated element values are now processed as were the first estimates, each component being changed in turn. At the end of this process, the resultant stored element values give the final detected element values.

The transmitted element values, delayed by two element periods, are compared in sign with the detected element values, and the number of discrepancies counted using a commercial instrument. This proceeds for a given number of transmitted signal groups.

### 9.3 Tests performed

Prior to each test the Gaussian noise level was adjusted as described previously, to compare its energy with that of the transmitted signal using a thermocouple type instrument. With adaitive white Gaussian noise even a very small increase in the noise level produces a considerable increase in
the corresponding probability of error (Appendix Al), and because of this, the level was checked regularly for possible drift. A second source of error, the analogue to digital converter at the receiver input was also checked at intervals. For a given number of active channels, the noise level was adjusted in one $d B$ steps to obtain an error probability/channel of between 0.0001 and 0.01 . The corresponding total number of errors counted was between 30 and 10000 for 100000 groups transmitted. The tests were repeated several times using different channel selections, and the total number of errors counted averaged. Figure 9.3-1 shows the results obtained, of error probability/channel against signal/noise ratio in $d B$, for a varying number of multiplexed channels. Also shown is the performance of the corresponding binary TDM system whose maximum component energy is the same as that of the system under test.

The overall system complexity has made an exhaustive testing of the equipment almost impossible. The digital circuitry was tested with given data selections and channels in operation, but without noise. The analogue transmission path and analogue to digital converter were checked regularly to prevent drifting. The confidence limits of the results are therefore uncertain, but ignoring inaccuracies due to the equipment, the $95 \%$ confidence limits are given by,

$$
\begin{equation*}
\pm p \frac{2}{\sqrt{e}} \tag{9.4-1}
\end{equation*}
$$

where the limits are expressed as deviation from the given value of error probability.p. The total number of errors counted in a test is e.
Error probability/channel


Figure 9.3-1 Error probability per channel against signal/ noise ratio in decibels, for different numbers of multiplexed channels.

The confidence limits may be sunmarised as follows,

| No. of active channels | $95 \%$ confidence limits expressed as deviation from the value of error probability. |  |  |
| :---: | :---: | :---: | :---: |
|  | Probability of error/channel |  |  |
|  | $1 \times 10^{-2}$ | $1 \times 10^{-3}$ | $1 \times 10^{-4}$ |
| 1 | $\pm .00063$ | $\pm .00020$ | $\pm .000063$ |
| 2 | $\pm .00045$ | $\pm .00014$ | $\pm .000045$ |
| 3 | $\pm .00037$ | $\pm .00012$ | $\pm .000037$ |
| 4 | $\pm .00032$ | $\pm .00010$ | $\pm .000032$ |
| 5 | $\pm .00028$ | $\pm .000090$ | $\pm .000028$ |
| 6 | $\pm .00026$ | $\pm .000082$ | $\pm .000026$ |
| 7 | $\pm .00024$ | $\pm .000076$ | $\pm .00002{ }^{4}$ |
| 8 | $\pm .00022$ | $\pm .000071$ | $\pm .000022$ |

### 9.4 Hardware model assessment

Table 9.4-1 compares the system performance of :- the theoretical optimum detection process, the computer simulation optimum detection process, detection process D4 and the detection process $D 4$ with a 4 -bit a/d converter, the hardware model using detection process D4 with a 4-bit a/d converter. Good agreement is found between the performance of the hardware model and the corresponding computer simulation tests.

| Number of active channels | Noise level for an error probability per channel of 0.003 , expressed in $d B$ relative to a binary TDM system |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Theoretical | Computer simulation |  |  | Hardware model |
|  | Optimum <br> detection <br> process <br> D1 | Opt imum detection process D1 | Detection process D4 | Detection process $\begin{gathered} \text { D4. } \\ 4 \text {-bit A/D } \end{gathered}$ | Detection <br> process $\begin{gathered} \text { D4 } \\ 4 \text {-bit A/D } \end{gathered}$ |
| 1 | 9.03 | 9.05 | 9.05 | 8.93 | 8.70 |
| 2 | 3.97 | 4.05 | 4.05 | 3.94 | 3.96 |
| 3 | 5.03 | 4.40 | 3.82 | 3.72 | 3.71 |
| 4 | 2.29 | 2.38 | 2.35 | 2.25 | 1.88 |
| 5 | 1.34 | 1.10 | 1.10 | 1.10 | 1.32 |
| 6 | 0.92 | 1.12 | 1.12 | 1.04 | 0.80 |
| 7 | 0.27 | 0.37 | 0.37 | 0.39 | 0.12 |
| 8 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |

Table 9.4-1 Comparison of results, theoretical, computer simulation and hardware model.


The Hardware Model

In the previous chapters, various multiplexing arrangements have been proposed. Besides their simplicity as an attractive feature, demultiplexing processes have been developed which give a relatively good performance compared to the optimum detection process, which requires a vast number of sequential operations.

It is therefore pertinent to ask whether an optimum multiplexing arrangement exists, which working in conjunction with the optimum detection process would yield the overall optimum multiplexing system giving the lowest possible probability of error in the detected element values. Operational complexity would, by necessity, be unimportant at this stage. A simplified economically feasible practical system derived from the optimum system would naturally entail a compromise between the reduced complexity and an inevitable, slightly inferior performance.

The optimum detection process, applicable to any multiplexing arrangement, minimises the probability of error in the detection of the $m$ element values $\left\{x_{i}^{\prime}\right\}$ of the received signal elements in a group, selecting the vector $X^{\prime}$, such that the corresponding transmitted vector $S^{\prime}$ is at the minimum distance from the received vector $R$, in the $n$-dimensional Euclidean vector space containing these vectors. The detection process requires. $2^{m}$ sequential operations.

As stated in Section 7.1, the n-dimensional vector space may be divided into $2^{m}$ decision regions separated by decision boundaries, where
these decision boundaries are hyperplanes which perpendicuarly bisect the lines joining the different signal vectors \{S\}. In the general case where k decision boundaries exist, the total probability of error p , is given by the sum of the $k$ individual probabilities of error, due to the various distances $\left\{\mathrm{d}_{i}\right\}$ to the decision boundaries.

$$
\begin{equation*}
p=\sum_{i=1}^{k} Q\left(\frac{\alpha_{i}}{\sigma}\right) \tag{10.1-1}
\end{equation*}
$$

At high signal/noise ratios with additive white Gaussian noise, even a very small increase in the distance to a decision boundary produces a considerable reduction in the corresponding probability of error. (Appendix AI). Thus the probability of error is effectively determined by the nearest decision boundary, the remaining boundaries having in comparison a very small effect on the probability of error.

The multiplexing problem is therefore concerned with positioning the $2^{m}$ possible transmitted vectors $\{S\}$ in $n$-dimensional Euclidean vector space such that their proximity is maximised, and in particular, of utmost importance is the maximising of the minimum distance between the $2^{m}$ vectors in the vector space, as this effectively determines the probability of error.

It is assumed that the
vector length, does not exceed $\sqrt{n}$, that is, the signals lie on or within a hypersphere of radius $\sqrt{n}$. The problem may be visualised as the packing of $2^{m}$ hyperspheres into a hypersphere of radius $\sqrt{n}$, such that the packing density is maximised. The $2^{m}$ hypersphere centres may lie on the circumference of the hypersphere of radius $\sqrt{n}$ and indeed probably will, for $n$ large (high dimensionality) when a large proportion of the volume of a hypersphere lies near the circumference. The radius of the $2^{m}$ hyperspheres gives the smallest distance $d$, which effectively determines the probability of error.

No directly relevant references have been found to this particular problem although related topics concerned with the packing density of spheres in $n$-dimensional space are of interest.

An appreciation of the problem complexity in $n$-dimensional vector space is conveniently illustrated by considering several simple examples where visual inspection offers an alternative approach to a mathematical analysis.

Two data sources, producing four possible transmitted signal vectors may be positioned in three dimensional vector space as follows. The vectors are,

$$
\left.\begin{array}{l}
\left(\sqrt{\frac{3}{2}}-\sqrt{\frac{3}{2}}\right. \\
0
\end{array}\right) .
$$



The distance to the nearest decision boundary separating the nearest vectors is $\sqrt{\frac{3}{2}}$. Solving Eqn. (10.1-1) for a total probability of error $p=1 \times 10^{-4}$, gives $\sigma=0.329$, or expressed as signal/noise ratio in decibels, 9.66 dB .

An alternative vector arrangement is,

```
( 1 1 1 )
( l -1 -1 )
( -1 1 1 -1 )
( -1 -1 1 )
```


where the minimum distance to a decision boundary is $\sqrt{2}$. The four equidistant vectors now form the vertices of a tetrahedron, which, offering the closest possible packing density, represents the optimum arrangement of four signal vectors in 3 dimensional vector space. The signal/noise ratio is 8.78 dB , for $\mathrm{p}=1 \times 10^{-4}$, an advantage of almost 1 dB over the previous example.

The tetrahedron structure provides the basis for an additional four vectors placed symmetrically, perpendicular to the face centres of the tetrahedron, forming a cube.


Each vector is surrounded by three other vectors having distances to the decision boundaries of 1 . The signal/noise ratio is 11.41 dB , for $\mathrm{p}=1 \times 10^{-4}$. This arrangement represents a three channel TDM system with all three channels active. Although symmetrical and an obvious extension of the optimum tetrahedron arrangement, a higher packing density is obtained by rotating the last four vectors through $45^{\circ}$ about the $x$ axis as follows,



Each vector row has two adjacent nearest vectors at distances to the decision boundaries of 1 . The signal/noise ratio for $p=1 \times 10^{-4}$ now decreases to 11.28 dB .

A further subtle refinement fractionally adjusts the vector positions such that the minimum distance between the vectors is increased slightly. More remote vectors, however, approach each other slightly, but with no significant effect on the probability of error. The adjusted vectors given below, have been calculated by considering the highest packing density of eight spheres where four are rotated by $45^{\circ}$ about one axis from the cubic structure. The vector positions are virtually identical to the model of the previous example.
$\left(\begin{array}{cccc}a & b & b & ) \\ ( & a & b & -b\end{array}\right)$
$\left(\begin{array}{cccc}a & -b & b & ) \\ \left(\begin{array}{ccc}a & -b & -b\end{array}\right) \\ (-a & 0 & c & ) \\ (-a & 0 & -c & ) \\ (-a & c & 0 & ) \\ (-a & -c & 0 & )\end{array}\right)$

$$
\text { where } \begin{aligned}
b & =\sqrt{\frac{6}{4+\sqrt{2}}} \\
a & =\sqrt[4]{2} \mathrm{~b} \\
c & =\sqrt{2} \mathrm{~b}
\end{aligned}
$$

Each vector now has four adjacent nearest vectors at distances to the decision boundaries of 1.05 , giving a signal/noise ratio of 11.27 dB , for $p=1 \times 10^{-4}$. Although not conclusive, it appears that no alternative arrangement will give a better signal/noise ratio. A most important result is therefore, that a conventional TDM system, with all channels in operation, is not necessarily the optimum arrangement as intuition would have us believe. In particular, for three active channels in a three channel system, a multilevel arrangement gives an improved performance over a binary bipolar TDM system with the same average energy per component of the transmitted signal.

To illustrate the dilemma further, 8 vectors, corresponding to three active channels are distributed in 8 dimensional vector space. A possible arrangement is the orthogonal rows that form a Hadamard matrix,


Each of the eight equidistant vectors is separated from the nearest decision boundary by a distance of 2 . However, the first dimension components are all positive, indicating an uneven vector distribution in the 8 dimensional hypersphere.

The following vectors form an alternative orrangement,

| 1 | 1 | 1 | $1:$ | 1 | 1 | 1 | 1 | ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ( 1 | -1 | 1 | -1 | 1 | $-1$ | 1 | -1 | ) |
| ( 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | ) |
| ( 1 | -1 | $-1$ | 1 | 1 | -1 | -1 | 1 | ) |
| ( -1 | 1 | 1 | -1. | -1 | 1 | 1 | -1 | ) |
| ( -1 | -1 | 1 | 1 | -1 | -1 | 1 | 1 | ) |
| ( -1 | 1 | $-1$ | 1 | -1 | 1 | -1 | 1 | ) |
| ( -1 | -1 | -1 | -I | -1 | -1 | -1 | -1. | ) |

Each vector has six adjacent vectors at a distance of 2 , and another vector at a distance of $2 \sqrt{2}$ to the decision boundary. Despite the marginal advantage of the arrangement, it clearly suggests that a re-arrangement exists, whereby the minimum distance of 2 is increased slightly, at the expense of the seventh vector at a distance of $2 \sqrt{2}$.

The following vectors illustrate this.

$$
\begin{aligned}
& \left(\begin{array}{ccccccccc}
a & a & a & 0 & 0 & 0 & \frac{1}{2} a & \frac{1}{2} a
\end{array}\right) \\
& \left(\begin{array}{ccccccccc}
a & -a & -a & 0 & 0 & 0 & \frac{1}{2} a & \frac{1}{2} a
\end{array}\right) \\
& (-a \\
& -a
\end{aligned}-a
$$

All eight vectors are equidistant with a distance to the decision boundaries of 2.14 , which is a significant improvement. The first three dimensions have a tetrahedral structure, as do the fourth to sixth dimensions. The seventh and eighth dimensions increase the distance between the first and second groups of four vectors. Equidistant vectors are surely a guideline to the optimum arrangement, but misleading, as the uneven distribution problem has revealed in the first example of 8 dimensions.

From the foregoing it is evident that a non-mathematical intuitive approach may well be the only method for determining the optimum arrangement of vectors in $n$-dimensional Euclidean vector space. It remains to be seen whether mathematical analysis will yield conclusive results. An important result obtained from the positioning of 3 signals ( 8 vectors) in 3-dimensional vector space, is that a multilevel transmitted signal arrangement can give an improved performance over a binary bipolar IDM system with the same average energy per component of the transmitted signal when used with all channels in operation. This may apply to higher dimensional arrangements. To conclude, it appears that the optimum multiplexing arrangement is undefined and may be approached only through specific examples.

As a final note, the optimum theoretical method, in the sense of minimising the error probability, for transmitting data through a Gaussian channel, consists of waiting until all data has been accumulated at the transmitted, and then sending a single waveform to represent the entire 25
message. The optimum receiver in the presence of white noise consists of filters matched to each message waveform. The disadvantage of this form of communication lies in the fact that transmitter and receiver complexity grows exponentially with message length. Thus, system designers usually
restrict systcm complexity by not waiting for the entire message before transmission. Short portions of the message are encoded systematically, and transmitted sequentially as they arrive, using relatively simple terminal equipment.

## Chapter 11

## COMMENTS ON THE RESEARCH PROJECT

### 11.1 Originality

To the best of the Author's knowledge, the following chapters of this thesis are believed to be original. Developments of a multiplex system using a combination of time- and code-division multiplexing (Chapter 4). A code-division multiplex system using adaptive coding of Walsh functions (Chapter 6), and all detection processes other than the optimum detection process relating to the multiplexing arrangements $C$ and D (Chapters 7 and 8). The hardware model circuitry and tests performed (Chapter 9). Discussion on the design of an optimum multiplexing arrangement (Chapter 10). All computer simulation tests and computer programs.

### 11.2 Suggestions for further investigations

The research project has been concerned with various multiplexing and demultiplexine processes suitable for use in a synchronous serial baseband data-transmission system, where the signals are transmitted in orthogonal. groups over a channel which introduces additive white Gaussian noise only.

From the foregoing theoretical work, further investigations appear promising in the following areas:-
a) The multiplexing arrangement $D$ (Section 6.3) achieves a useful performance over the corresponding TDM system when used with the optimurn detector. Various demuitiplexing arrangements have been proposed with performances approaching that of the optimum detector, but an even further reduced operational complexity would be desirable.
b) Considerable scope exists for developing multiplexing arrangements which need not necessarily be confined to a binary or ternary transmitted signal. Indeed, the optimum multiplexing arrangement for a varying number of active channels would probably employ a multilevel signal.
c) In Chapter 10, the optimum multiplexing arrangement was briefly considered from the aspect of maximising the minimum distance in n-dimensional Euclidean vector space, between the possible transmitted signals represented as vectors in the vector space. This introduction indicates the problem complexity, and clearly forms the basis for a detailed theoretical investigation.
d) The data-transmission system considered has for simplicity, introduced additive white Gaussian noise only into the transmission path. Over practical systems, distortion or intersymbol interference may be a significant factor, and although this has received wide attention for serial data-transmission, its effect on multiplexing arrangements, together with additive Gaussian noise, has yet to be investigated.

From the foregoing it is evident that considerable scope exists to investigate multiplex systems other than those based on conventional FDM and TDM techniques.

The systems discussed provide advantages in keeping with the improvements suggested in Section 1.3. That is, they are inherently flexibie, they have no well defined overload characteristics, and are inherently less sensitive to interference than existing conventional techniques.

System Al is particularly well suited to applications where the number of multiplexed channels is typically a little greater than the maximum number orthogonally multiplexed using TDM. For up to $50 \%$ more channels, the system gains an advantage in tolerance to additive white Gaussian noise over the corresponding quaternary TDM system, where this has the same average energy per component of the transmitted signal, the same transmission rate, and the same error probability per channcl as System Al. This advantage decreases slowly as the number of channels increases. System A2 is identical to System Al except for a simple modification at the transmitter. This not only ensures unique detectability of the received element values, but has an advantage of up to $1 d B$ over System $A l$. System A3 extends the non-linear multiplexing techaique of System A1, for multiplexing three orthogonal signal sets. The results are a natural
extension of those obtained for System Al.

The majority multiplex arxangement of Gordon and Barrett, although ingenious, has several disadvantages. The coding scheme is only valid for a codeword length of 7 or 3 components, accommodating a maximum capacity of 7 and 3 channels only. It has been shown that there are no matrices which provide any improvement over this, and it is merely fortuitous that the Walsh matrix majority multiplexing scheme works at all. Also, and odd number of active channels only, may be multiplexed.

An interesting scheme is the multiplexing arrangement $C$, which generates a transmitted signal similar to a CDM codeword and TDM, for minimum and maximum capacities respectively, and gradually changes from one arrangement to the other as the number of channels increases. However, no more than the maximum number of orthogonal signals may be multiplexed satisfactorily. The detection process of System C2 achieves a performance equal to that of the optimum detector, System Cl, but with far fewer sequential operations.

The multiplexing arrangement $D$, a majority multiplexed form of arrangement $C$, again generates a transmitted signal similar to CDM and TDM, for minimum and maximum capacities respectively, only now, the transmitted signal is binary, or ternary for an even number of active channels. The number of channcls multiplexed may exceed the maximum number of orthogonal channels, with a slowly deteriorating tolerance to noise. System D3 only functions for an odd number of active channels. System D? achieves a performance approaching System D1, using the optimum detection process, but requires far fewer sequential operations. The detector, however, must determine the threshold detector levels from the average magnitude of the noise vector. At high signal/noise ratios,

System D4 also achieves the optimun performance with a further reduced complexity, and is the best overall CDM arrangenent considered.

It is evident that the optimum multiplexing arrangement does not lend itself to mathenatical analysis. Its performance appears undefined and may only be approached through specific examples. An important result obtained from the positioning of 3 signals ( 8 vectors) in 3-dimensional vector space, is that a multilevel transmitted signal arrangement can give an improved performance over a binary bipolar TDM system with the same average energy per component of the transmitted signal when used with all channels in operation.

## APPENDIX AI

## ERROR PROBABILITY AND SIGNAL/NOISE RATIO

When the signal element values in a group are statistically independent and are equally likely to have the two possible values $\pm 1$, the probability of error in the detection of the ith element value of a group from Section 7.1 is,

$$
\begin{equation*}
p_{i}=Q\left(\frac{\alpha_{i}}{\sigma}\right) \tag{Al-I}
\end{equation*}
$$

where $\sigma^{2}$ is the power spectral density of the additive white Gaussian noise at the input to the receiver filter, and $d_{i}$ is the distance to the single decision boundary in the detection of the ith element of the group of $m$. Let $p_{i}$ be equal to $p$, and $d_{i}$ equal to $d$, so that,

$$
\begin{equation*}
p=Q\left(\frac{\alpha}{\sigma}\right) \tag{A1-2}
\end{equation*}
$$

The variation of the element error probability $p$ with $d / \sigma$ is obtained from probability distribution tables and is show in Figure Al-1.

At high signal/noise ratios, that is when $p$ has a value around $1 \times 10^{-5}$ it can be seen from Figure Al-1 that for a given change in the error probability, the corresponding change in the signal/noise ratio is relatively small. For $p=3 \times 10^{-5}$, the corresponding value of $d / \sigma$ is 4.05 For $p=6 \times 10^{-5}$, a doubling of the error probability, the corresponding value of $\alpha / \sigma$ is 3.85 , a change in tolerance to noise of 0.34 dB .


At high signal/noise ratios even the doubling of the error probability produces a negligible change in the signal/noise ratio. On the other hand, a small change in signal/noise ratio produces a relatively large change in the element error probability. At high signal/noise ratio a change of $1 . d B$ approximately alters the element exror probability by 10 times.

Consider that there are two binary element values in a group having possible values $\pm 1$. From Eqn. (Al-1),

$$
p_{1}=Q\left(\frac{d_{1}}{\sigma}\right) \quad \text { and } \quad p_{2}=Q\left(\frac{d_{2}}{\sigma}\right)
$$

Assume now that, the signal/noise ratio is high and furthermore, $\alpha_{1} / \sigma=3.0$ and $\alpha_{2} / \sigma=4.0$ (say). From Figure A1-1, $p_{1}$ corresponding to $d_{1} / \sigma=3.0$ is $1.4 \times 10^{-3}$, and $p_{2}$ corresponding to $d_{2} / \sigma=4.0$ is $3.5 \times 10^{-5}$. Clearly, $p_{1} \gg p_{2}$. It therefore follows, that the average element value error probability in the detection of the two element values of the group is effectively given by $p_{1}$ which corresponds to the smaller of the two distances $d_{2}$ and $d_{2}$, providing that the signal/noise ratio is high. If there are $m$ element values in a group, the average element value error probability, is approximately given by the $p_{i}$ of Eqn. (Al-l), which corresponds to the smallest value of $d_{i}$.

## COMPURER SIMULATION PROGRASS

The following computer programs are shown as typical examples of multiplexing and demultiplexing arrangements. For completeness, they are shown in their entirety, including control cards, document data and results.

```
System Al
System Dl (two orthogonal sets multiplexed)
System D2 ( " " " " )
```

```
JOB THAT,E,&BH{5?Z
EOSFILES 1
LUFORTOAH,N
JOBCORE 3ZK
DOWN 2?
RUN .,2000
*****
DOCIGEMT SOURCE
    LIORARY (FD,SUBSROUNNAGF)
    WOHK(ED,POSTFIL\becauseUSER)
    pKO(GRAM(THAT)
    AGNORTAL FUNGTI:JNS
    COMPACY
    INPITT ? = CRO
    OUTPUT 2 = LPO
    COMPRESS INTEGE:R ANO LOGICAL
    TKACE (0
    FND
    MASTER SYSTEM AI
C COMPUTER PROGRAM TO SIHULATE SYSTEM A{. TWO URTHOGUNAL SETE,
C A TDII AND A CDH UF TO EHANHELS GACH, ARE COFBINFD NON-
C LINEARLY AND DETEC:EO ISING CORRSLATIOH DETEGTION.
C SAA,SBD = HATRIX O: GHANHEL CODEMORDS - SET A. SET B
C NA,NG = NO OF CHANI,ELS - SET A. SET R
C AB = LZVVEL OF THE BEY { CODEVOROS
C SD = STANDARD DEVIATLOM OF THE CHANHFL NOISE SAMPLE VAGUES
C L = TOTAL NO, GF GOOUFS TRANSMITTEO
C ZA,ZG = CHANHEL FLEMENE VALUES TO SE MULTIPLEXED - SET A,SET B
G SA,SB = IINEAR SUH UF SET CODEWORO; - SET A,SEY B
C F = TRANSHITTFD SIGNAK. VECTOR
C A,G : DETECTED ELEMENT VALUES m SET A, SET B
C. KSB = RECONSTRUCTE: I.INEAR SUM OF SET B CODEWORDS
C RINL = RELATIVE NOT,E L.EVEL, IN DE
C RSE = RELATIVE SIGOALENERGV IN DB
C EAT = TOTAL NO, OF ERRURS - SET A,FIRST CYCLE
C PAY # AVEKAG&ERROZ HROBARILITY/ CHANNEL. - SET A,FIRST CYCLE
C GOSBAF(X) INITIALIStS KANDOM NUMBEQ GENERATOR
C GOSALF(A,B) R.H,G, WITG GAUSSIAN DIST, MEAN A ST,DEV, B
C GOSAAF(Y) R,N.G, WGTH MNIFORH DIST, BFTWEEN O ANO 1
C GOSABP(A,K) R.H,G. WITH UNIFORH OIST. BHTWEEN A ANO B
    INTEGER SAA(16,10),SBB(16,10),7A(16), 2B(16),SA(16),SB(16)
    INTEGER A(16), B(TG), EA1,EB1,EA?, EB?
    OHHENSION Y(96),KR(16),OP(16),RSB(16)
C READ MATRIX OF RODEWUROS - SET A,SET G
    READ (9,10) ((S:A(1,J),N=1,10),1=1,10)
    READ (1',10) ((S|B(I,J), N=1,16),1=1,16)
    10 FORMAT (96:0)
```

```
C WRITE IUTPUT TITLE;
    WKITE (2,14)
```



```
    1,' NHP GAUSS:NO OF RELATIVF NOOF ERKS ERQUK',
    2.'PRORABILITY: GHANNEG RELATHVF'/' GHALNELS SET B NUI'
    3,'SE GRUUPS |UISEL. T CYC 2CYC IST CYCLE
    G'2NO CYCLE SG,ENERGY'/' (NA)(NB) (AB) (SD) (L) '
        S,' (FAM)OFS A B A B SET A SET B SET A SKT B '
```



```
C KEAD SET OF OATA
        00 200 NN=1,17
        REND (7,12) NA,GB,AB,SD,L
    12 FORIAAT (2:O,2FO.U,IO)
        FAT,&B1,EM2,EB2OU
        TSE:=0.0
C, THE WROGKAH NOU RUBS FUR L TQANSNTGTED SIGNAL.GROUPS
    DO 100 LLこ^,L
    CA!, FANDOM (NA,ZA)
    CAI.L RANDOM (NB,7.B)
C FORHNTION OF THE TSANSMITTED SIGNAL E(J)
    10 17 J=1,16
    SE(J)=0
    DO 15 1=9.16
    IF (7, (1); 15,1:,14.
    135B(J)=5B(J)-SBA.1.J)
    GU 70 15
    i4 SG(J):5B(J)4SB0:1,J)
    4.5 conTINOE
        IF (ZA(J)) 16,17.1%
    16 SB(J)=mSB(J)
    17R(J)=2A(J)+SB(J:*U, 25*AB
C CAL. TOTAL SIGHAL ENERGY
        D) 13 J=1,16
    18 TSK:TSE+R(J)*R(,1)
C ADD GNJSSIAN NOISE UF.STD. DEV, SD
        DO 19 J=1.16
    19R(J)=R(d)*GOSAE:O(U,0,SD)
```

```
C DETECTJON OF THE RI,EIVED SIGNAL R(J)WNOISF
C FILSST CYCIE
C DETECT STT A
            00 24 J=1,10
            1F (R(J)-0.0001,60,23.25
    20 If (R(J)+(1.0001: <2, 22, R.1
    21 IF (GOSAAF(L) -0., 2.2.23,23
    2? A(, ) =--7
        GO T0 24
    23 人(J) =% %
    \therefore4RR(J):=ABS(汉(J))\cdots1
C DETECT SET B
    00 30 J=1.10
    OP(J)=0.0
    IF (2, (J)) 25.?.0.25
    2500 20 I=1.10
    20 Of(d)=OP(J)+{R(I)+SHB(1,N)
    IF (OP(J)) 27,2;,6.
    27 B(N)=-1
    G0 T0 30
    28 B(J)=0
    GU T0 50
    20 B(J)=+1
    BO COHTIMUE
C COUNT TOTAL NO OF ERKURS EAT, EBT
    00 34 J=1.10
    If (A(J)~2A(J)) 51,32,31
    39 EA9=EA\+1
    32 1F (B(J) - 7i (J)) 53.34,5,5
    33 EB\=ER{+1
    34 CONTINUE
G SECONO CYCLE
C RLCONSTRUCT RSG(J) FROH SET B ANU REDETECT SET A
    IS=0
    DO 30 j=1,16
    RSH(J)=0.0
    DO 37 1=1.10
    IF (B(I)) 35,37,50
    35 RS[(J)=RSG(J)-S!&(I!J)
    GO TO 37
    36 RSB(J)=RSB(J)+5BB(I,J)
    37 CONTINUE
    IF (RSF(J)*0.25*AB+1) 38,39,59
    3{ A(J)=-A(J)
        RR(J)=(-ALS(R(J)))=1
        IS:1
    39 CONTINUE
    IF (IS) 47.47.4!
```

```
C DETFCT SET B
    &0 DO i.0 I}=1,1
        OP(J)=0,0
        IF (7!(J)) 49.6:N.41
    4100 1.? I = 1, 10
    4? Of(d)=0f(d)*RK(!)*SHB(I,J)
        If (OP(J)) 4S,4%,45
    43 B(N):=-1
        @O %0 46
    4% R(0):0
        G0 TO 46
    45 B (J) = + = 
    46 COHTIIUE
```

C COUNT TOTAL NO OF FGRORS EAZ.EBZ
$470051 J=1.16$
IF (A(J) F (A(J)) 48,49,48
43 EACMEAD+1
49 1F ( $3(J)-70(1)) ~ 30.51,50$

51 CONTINUE
100 CONTINUE
C CAL, AVERAGE ERROR PRORAOILITIES PA1,PB1,PAZ.PG?
PA1=EAイ/FEOAT(L,NA)
PAREEAL/FIDAT (I, N NA)
If (NB.FQ.0) (G) 「U b2
PEq=EB9/FI.OAT(LGNB)
PBC=ERC/FLOAT(L+NB)
C CAL. RFI.ATIVF NOIS: LEVEL IN DB
52 RNt, 2? *) ALOG10 (S0/U..366)
C CAL. AVERAGE SIGNAG ELEMENT FNERGY/ TRANSMITTED COMPONENT
$A S E=T S E /(L+16)$
C CAL. RELATIVE SIGNGLEAERGY PER COMPONENT IN DG
RSE: = 10*ALOG1O (A: E/ 1.0)
WRITR (2,53) NA.NB,AB,SD, I, RNL, $\because A 1, F B 1, E A Z, E B 2, P A 1, P B T, P A Z$,
1PBR,RSE


200 COHTINUE
WRITE $(2.54)$
5/* FORIMAT ('***RBA***')
STOP
EMD

## SUBBOUTINE RANO:M (NA, ZA)

C SUGROUTINE RANDOH GWERATES A TG COMPONENT VECTOH RA WHICH
 C RANDOMIY THROUGHOUG YilE VEGTOR.

INTEGEK LA(16)

If ( $N A-8$ ) 10,10,7 \&
10 DO $11 \mathrm{di=1.16}$
$112 A(J)=1$
1F (HA) 12.25.1.2
12.00 17 $1=$ ? , NA
$13 \mathrm{M}=60 \mathrm{SABF}(1,0,16$ 449)
If (zA(11)) 13,1, 13
14 If (GOSAAF (Y)-10. 3 ) $16,15,15$
15 $7 A(1)=+1$
G, $0 \quad 10 \quad 17$
16 $2 A(H)=-1$
17 COHTINME
GOTO25
$180029 \quad\{=1.16$
1F (GOSAAF (Y)-0. 3 ) 20,19,19
$19 \operatorname{ZA}(J)=+1$
GO TO 29
$20 \mathrm{ZA}(J)=\cdots$
21 covtlNuE
IF (NA-16) 22,23,
2? DO 24 $1=1,46 \mathrm{NA}$
2.3 M= $=05 A B F(1,0,16.999)$

If ( $2 A(11) ; 24,23,64$
$242 A(11)=0$
25 RETURN
END

FIUISH
DuCUMEAT OATA


| $n 0$ | 05 | ANP | $\therefore$ AbSe， | $110 \quad F$ | RELATIVE | （i）DF ERRS |  |  |  | E0¢0\％ | probakil | TY ！C | CHAMA． | ASLATIUS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CTAN | VELS | SET B | 4015：． | Grous | NOISE L | 1 | GYC |  | CYC | IST CY | CLE | 2N | C． $\mathrm{L}=\mathrm{F}$ | St，E¢EAG |
| （ $\triangle$ A） | （NB） | （AB） | （SD） | （b） | （9\％1．20E | A | B | A | 8 | SETA | SET ${ }^{\text {a }}$ | $S E T A$ | $\mathrm{S} \therefore 3$ | （xSE）0日 |
| 10 | 4 | 0.000 | （．36\％ | 107 | 4.00 | 40 | 0 | $\therefore 6$ | \％ | 1．0064 | 0.0605 | 0.0620 | $\because .1000$ | $+30$ |
| 16 | 1 | 0.780 | 0．32： | 100： | －1．12 | 47 | 3 | 41 | 3 | 5．00＜4 | 0.0030 | 0.0029 | （i． 0.30 | －0．15 |
| 16 | $\leqslant$ | 0.770 | 今，27． | $96 \%$ | －6． 29 | 44 | 0 | 4.7 | 6 | 0.0069 | 0.0030 | 0.0529 | $\therefore \therefore 050$ | ＋6．32 |
| 16 | 3 | 0.678 | 6． $2^{4 \%}$ | $1 い こ$ | $-3.47$ | 40 | 9 | $\therefore 6$ | 9 | $3,00 \leq 4$ | 0.0035 | $0.052^{8}$ | 0． 450 | $+13,37$ |
| 16 | 4 | 0.604 | $0.21 \%$ | 1100 | －4．44 | 47 | 72 | 47 | 16 | 3．0049 | 0.0030 | 0.0829 | $\because 45$ | ＋9．32 |
| 76 | $\rangle$ | 0.564 | －，20\％ | 100 | $-5.03$ | 44 | 15 | ． 9 | 15 | 2．1931 | 9.0030 | a． 0.151 | \％．30\％ | $+6.33$ |
| 16 | 6 | 0.525 | $\therefore .19 \%$ | 100： | －3．36 | 4.4 | 18 | 49 | 18 | 2,0031 | 0.0650 | 0.0031 | \％． 030 | ＋1．4 4 |
| 16 | 1 | 0.500 | 0.182 | 1006 | $=0.02$ | 4.4 | 60 | 49 | 20 | 9．003i | 0.06 sid | $0.0 .5 i$ | is． 0 cis | 40．64 |
| 10 | $\bigcirc$ | 0.479 | $\therefore 17 \%$ | 14i） | －0．51 | 40 | 24 | 40 | 54 | $\therefore 10049$ | ง．0130 | 0.0024 | 4.0030 | ＋ 3 ． 5 ？ |
| 76 | y | 0.458 | 0.163 | 160 ： | －0．72 | 36 | 27 | 4 | 21 | 3.0033 | 0．003\％ | 0.0631 | 6001 | $+3.5 n$ |
| 16 | 10 | 0.428 | $\therefore$ ， 5 | 109 | $-7.70$ | 34 | 31 | 47 | 31 | 1．00．35 | 0.0631 | 0.052 |  | － 0.43 |
| 16 | 17 | 0.426 | $\cdots 9$ | 960 | $-7.59$ | 32 | $3 \%$ | 88 | $3: 4$ | 0,0035 | 0.0431 | O．ETSO | $\because \because$ | $+4.47$ |
| 16 | 16 | 0.404 | $\cdots .148$ | $10 \%$ | $-7.93$ | 1.0 | 36 | 48 | 33 | 3.0069 | 0.0030 | 1）．0030 | ） $.60<9$ | $+1.60$ |
| 16 | 13 | 0.390 | 6．i4： | 1un | $-8.64$ | $3)$ | 38 | 20 | 37 | 0.0034 | 0.0065 | 0.0531 |  | ＋13．34 |
| 16 | 14 | 0.376 | ： 14 | 100 | $-3.30$ | $2 \%$ | 40 | 48 | 4） | 13．0036 | 0.0069 | 0.0 .0 .30 | 0.900 | ＋0．50 |
| 16 | 17 | 0，564 | 6．93： | 100 | －8．94 | 49 | 50 | ． 6 | 47 | ．）．0931 | 0.0935 |  | a．0s？ | －$\because 5.5$ |
| 16 | 10 | 0.369 | 8.15 | 109 | $-8.94$ | 62 | 49 | 47 | 出女 | 0.0030 | 0,0431 | 0.0529 | 0.1980 | ＋0．54 |

## Computer simulation program for System D1

```
JOB THOI,E,DGH1S?2
EDSFILES q
IUFORTMAN,N
JOACORF 52K
DOWN 2%
2014 +.2500
****
OOCUMEMT SOURCE
    LIEHAHY (FD,SURGRUUPNAGF)
    W(JEK(ED,USEREOS:ILET)
    pRO(iPAM(T:|O1)
    ABNORMAL FINCTIUNS
    COIPAC,
    INPUT 1 = CRO
    OUTpUT Z = LPO
    COHPRESS INTEGE: AND LOGICAL.
    TRACE O
    END
    MASTER SYSTLM DI
C COHPUTER PROGRAN TO SIHUIATE SYSTEM DY. TWO ODTHOGONAL CDM
C SETS , OF B CHANNE:S EACH ARE MULTIPLEXED , AND DEIECTED
C USING THE OPTIMUM IETECTION PRリCES''.
C SAA,SBE= MATRIX OF CHANNEL CODEWORDS * SET A, SFT B
C WA,NH = NO OF CHANITLS - SET A, SET B
C AB = LEVEL OF THE, LT G CODEWONDS
C SD = STAHDARD DEVIATIOS OF THE CHASNFI NOTSE SAMPLE VALUES
C L = TOTAL NO. OF G:UUPS TRANSMITTEO
C ZA,7B = CHANNEL ELSMENT VALUES TO HE HULTTBLEXED - SET A,SEI B
C SA,SB # LINEAR SUM UF SET COOEWOROS m SET A,SET B
C R = TFANSMITTED SIGNAL VECTOR
C A,B = DETECTHO ELEHENT VALUES - SET A. SET B
C RNL = RELATIVE NOINT IEVEL IN OB
(RSE = NELATIVE SIGIAL ENERGY IN DG
C FA = TOTAL, NO, OF FRKUKS - SFT A
C PA = AVERAGE FKROP PKOGABIGITY/ CHANNEL - SET A
C GOSBAF(X) INITIALINES HANDOM NUMBER GENERATOK
C GOSAEF(A,B) R,N.G. WITH GAUSSIAN DIST, MEAN A ST,DEV. B
C GOSAAF(Y) R,N,G,W:TH WNIFQRM DIST, GETWEFN O AND I
    INTEGER SAA(8,8:,ZA(8),ZB(8),GA(8),SB(8),A(B),B(8),X(3)
    |!EGLR XA(250,G),XK(250,8),EA,EB
    DLHENSION R(8),KK(8),XRA(256,8),XRB(256,8)
    CALL GOSBAF(1.0)
    READ (1,10) ((SiAA(1, J), \=1, %), I=1,8)
    FORMAT (815)
```

WhITt(2, 11)
 1, AlP GAUSS, WO OF RELATIVE NO OF FRGS EQROX '
 З, 'SE GROUPS HUISFL. SETA SETB SEYA



00300 NNW 01.96
READ (9, 1 $\bar{C}) \mathrm{NA},: B, A G, S D, L$
12 FOBHAT (2IOMFO 0, IO)
FA, ER=0
TSE=0.0
C FORMATIOH OF AL.L PHSSIBLE TRANS, VECTORS XRA(NNA, K); XRA (NNB, K)
NNATZ**NA
$N \mathrm{NB}=\mathrm{Z} \boldsymbol{2} * * N B$
DO $31 \quad \mathrm{H}=1,2$
If (H, $\mathrm{EQ}, \underset{2}{2}, \mathrm{AND}, \mathrm{AB}, \mathrm{FQ}, 0) \quad 40$ TO 31
IF (M.EQ. A. ANO, Y.EQ. 1 ) GO TO 31
IF (H.EQ, 1) MNOENNA
IF (H, $E Q, Z) \quad N+O=N A B$
IF (M, EQ, 1) NO= (A
IF (H.EQ. ? ) $N(1:+1: H$
DO i.s $\mathrm{J}=1.8$
$13 \times(1)=0$
DO $30 \mathrm{~K}=1$ NVO
DO $15 \mathrm{~J}=\mathrm{I}, \mathrm{NO}$.
$x(J)=x(J)+$ ?
IF $(X(\sqrt{\prime})-1) 90,10,14$
$14 \times(J)=-1$
15 CONTINUE
$160030 \quad \mathrm{~J}=1 . \mathrm{B}$
$R(J)=0.0$

$17 R(J)=-S A A(J, J)$
GO TO 23
$18 R(J)=+S A A(J, J)$
GO TO 23
$190^{0} \quad 2 \quad 1=1.8$
If (X(I)) 20,22.61
$20 R(J)=R(J)=S A A(1, J)$
G, 0 TO 2 2
$21 R(J)=R(J)+S A \wedge(I, J)$
22. CONTINUE

23 IF $(R(J)) 24,25.60$
$24 R(J)=-1$
G0 TO 27
$25 R(J)=0$
G() TO 27
2. 6 R (J) $=+1$

```
    27 1F (11-1) 28, 28, 20
    & Xa(R,J)=x(, ()
    XFA(K,J)=K(J)
    G0 T() 30
    20 x(3(K,J)=x(a)
    XRB(K,d)=R(d)
    30 codTlNUE
    31 COMTIHOE
    If (NA,E(Q,B) IY::1
C THE PROGRATI fOW RUSS FOR I, TRAHSMITTED SIGNAL GROUHS
    DO 200 NN:=1,1,
    CAL, RANDON (NA,HB, /A, ZC)
C FORHATION OF THF TKANSHITTED SIGNAL R(J)
    1)0 50 J=1.8
    SA(J),SB(, \)=0
    IF (A.A(J)) S2,3-153
    32 SA(N):= SAA(J,N)
    G0 %0 3%
    3SSA(J)=+SAA(J,J)
    G0 T'0 S3
    34 00 37 1=1,8
    IF (7A(I)) 35,3%,50
    35SA(J)=SA(J)-SAA(1,J)
    GO T0 37
    36 SA(J)=SA(J)+SAA:1,J)
    37 COHTJHUE
    38 1F (SA(J)) 39,4i,4,4
    3? SA(d)==1
    G(1) T0 42
    40 SA(J)=0
    G(1) بO 42
    41SA(J)=+1
    4? IF (NB) 56,56,4,3
    4,3 IF (7R(J):44,40,45
    44 Si3(J)=-$AA(J,J)
    G(1)}5
    45 SB(J)=+SAA(J,J)
    GO TO 50
    46 00 40 1=1.8
    1F(2B(I)) 47,40,48
    47 SB(J)=SH(,)-SAA!, 1,J)
    GO 70 4%
    4& SB(d)=SB(j)+SAA(1,J)
    4% COMTIHUE
    50 It (S#(J)) 21,52,5S
    51 S&(d)=-1
    601170 5%4
    52 SB(d)=0
    GO TO 5l*
    53 56(d)=+1
    34 IF (SA(J)) 55,50,50
    55 SB(J)=-S$(J)
    56R(J)=SA(J)+SR(J:*AR
```

```
C CAL, TOTML SIGNAL UNERGY
        0% 5T J=1:0
    57 TSF=TSE+R(J)+R(,)
C ADO GAUSSIAN NOISE UF STD, DEV. SO
        00 5% J=个,名
    38 R(J)=R(3)+G05AE,(U.0.S0)
C DETECTIDH OF THF RUCKIVEO SIGNAL R(J) +NOISE
    If (NA-K) 63,5%,多
    99 00 62 , =1, ?
    IF (R(J))60,67,01
    60 A(J)=-SAA(J,J)
        G1) 10 62
    61 A(,j)=+SAA(J,J)
    6? CONTINUE
        GO T0 63
    63 OPA=10000
        00 66 K=1,NINA
        OP=0.0
        0) 6/4 J=1.8
        XX=XRA(k,J)=R(J)
    Ó% OP=OP*XX*XX
    IF (OP-OPA) 65,60,06
    65 OPA=0P
        MA=k
    66 CONTIHUE
    D0 o7 J=1.NA
    67 A(J)=XA(MA,J)
    68 it (NB) 80.80%6%
    69 AAB-1/AB
    DO 70 J=1,B
    70 RK(d)=(ABS(K(J):-1)*AAB
    If (NB-8) 75,71,17
    79 00 74 J=1.8
    IF (RR(J)) 72,73.7.3
    72. B(J)=-SAA(J, J)
    GO TO (/4
    73 B(J)=+SAA(J,J)
    74 COMTINUE
    GO TO &O
    750FA=70000
    0) 78 K=1,NNB
    OP:0,0
    DO 76 J=9,3
    KX=xR暗(K,J)-RR(J)
    76 0P=0%+XX*XX
    IF (OPmOPA) 77,78,7a
    77 OFA=0P
    MB=k
    73 CONTINUE
```

    D) \(79 \mathrm{~J}=9, \mathrm{NB}\)
    

```
C COUNT TOTAL NO OF GKROISS EA,EB
    30 DO BL J:=1.3
        lf (A(J)m%A(J)) &1.d2,8i
    ST EA=FA+1
    3? 1F (B(J)-7B(1)) 6. 5,84,83
    0.3 EB=EG+1
    3/4 COHTIMUE
    200 COR%INUE
C CAL, AVFRAGE ERKOR DKOHABILITY PA,PB
            PR=EA/FLOAT(L*NS)
            If (NG.EQ.O) GO 10 BS
            PR=FB/FLOAT(I.*NF)
C CAL. RELATIVE NOISR LEVEL IN DB
    S5 R*L,#20*ALOG10(S0/0.S64)
C CALqAVERAGE SIGHAG. ELFMENT ENERGY/ TRAHSHITTED CUMPONENT
C CAL, REIGTIVE STGNAL EMERGY PEA COHPONENY IN DB
            RSE=10*ALOG10(A`E/1,0)
            IF (NB) 80,06, 8%
    B6 WRITE (2,87) NA,NB,AB,SD,I,KNL,FA,PA,RSE
    37 FORHMT (14,14,FG.5.17,5,18,F9, 2,I8,F40,4,21X,F5,21)
    g0 TO S00
    38 IF (NE.EQ.1) WR:TE (2,8Y)
    30 FORMAT (/)
    NRITE (2,OO) NA,ND,AB,SD,L,NNL.EA,EB,PA,PG,YSE
```



```
        1'*1,F4.2/)
    3)0 CONTINUE
        WRITE (2.91)
    91 FOR|AAT (1 ***RB:i***')
    ST0p
    END
```

```
    SUBROUTDNE RANGMM (HA,NB, LA,ZG)
```



```
C aHD ZG WITH MA AND NH GOMPONENTS SET RANDOHLYY TO + OR -1
    INTEGEP. ZA(%),ZG(%)
    0) 90 , 1=9,8
    10 2A(J), 20(j)=0
        no 7S 1=1,NA
        If (GOSAAF(Y)-0.S) 11,11,12
    19 ZA(I):=-1
    go ro 15
    12 ZA(1)=$1
    13 rontinlle
```

    IF (NB) \(14,18,1\).
    14 DO 1 1 \(1=1 . \mathrm{NB}_{3}\)
    If (Ggsanf(y)-0.b) 15,15:16
    \(15 \quad 7 B(1)=-1\)
    go TO 17
    \(1675(1)=+1\)
    17 continue
    13 RETURA
        END
        FINISH
    |  | Docum | AENT | ATA |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 11 | 1 | 1 | 1 | 1 | 1 |
|  | 1 | 1 -1 | 1 | -1 | 1 | -1 | 1 |
|  | 1 | 17 | -1 | $\cdots 1$ | 1 | 1 | -1 |
|  | 1 | 1 -1 | -1 | 1 | , | -1 | -1 |
|  | 1 | 19 | 1 | 1 | -1 | -1 | -1 |
|  | 1 | 1 -1 | 1 | -1 | -1 | 1 | $-1$ |
|  | 1 | 19 | -1 | -1 | -1 | -1 | 1 |
|  | 1 | 1 -1 | -1 | 1 | $-1$ | 1 | 1 |
|  | 00 | 0.000 | 1.036 | 10000 |  |  |  |
|  | 00 | 0.000 | 0.580 | 5000 |  |  |  |
| 3 | 00 | 0.000 | 0.004 | 3000 |  |  |  |
| 4 | 00 | 0.000 | 0.479 | 2500 |  |  |  |
| 5 | 00 | 0.000 | 0.413 | 2000 |  |  |  |
| 6 | 00 | 0.000 | 0.4 .14 | 1500 |  |  |  |
| 7 | 00 | 0.000 | 0.330 | 1500 |  |  |  |
| 8 | 00 | 0.000 | 0.364 | 1500 |  |  |  |
| 8 | 10 | 0.279 | 0.287 | 10000 |  |  |  |
| 3 | 3.0 | 0.45\% | 0.233 | 5000 |  |  |  |
| 8 | 30 | 0.400 | 0.142 | 3000 |  |  |  |
| 8 | 40 | 0.1623 | 0.221 | 2300 |  |  |  |
| 8 | 50 | 0.470 | 0.610 | 2000 |  |  |  |
|  | 60 | 0.500 | $0 .<01$ | 1500 |  |  |  |
|  | 70 | 0.514 | 0.193 | 1501 |  |  |  |
|  | 30 | 0.540 | 0.188 | 1500 |  |  |  |



```
JUB THO&, E,RHH15:2.
FDSFIIFS 1
UHFORTRAH,NU
JOBCORE 32K
DOMN 22
MUN , 1700
DOCMHENT SOURCE
    I, ARAGY (ISD,SUFGROUPNAGF)
    WORE(ED,USEREDSFIGET)
    pFOGRAM(THDK)
    ALNORHAL FUNCTIONS
    COHPACT
    INPUT T = CRO
    OUTPUT 2 = 1PO
    COHPRESS INTEGER ANO IOGICAL
    TRACE O
    END
    HASTER SYSTEM DA
C COHPUTER PROGRAM TO SIHULATE SYSTEH OL. TWO ORTHUGUKAL COM
C SETS, DF. B CHANHELS FACH ARE HUITIDLEXED, AND DEIECTFD
C USING A SUD-IDTIMUIG DETECTIUN PROCI:SS.
C SAA,SBB = HATRIX OF CHANNEL, CODEWOLDS - SET A, SET B
C NA,NB = NO OF CHANIELS - SET A, SETEB
C AES = LEVEL. OF THE SEI & CODEWORDS
C SD = STANDARD DEVIATLOS OF THE CHANNEI. NOISE SAMPLG VALUES
C L = TOTAL NO. OF G,SOUPS THANSHITTED
C ZA,ZB = CHANMEL ELEMFNT VALUES TO EE MUETIPIFXED - SET A,SEI B
C. SA,SB = ITHERR SUM OF SKT CODEWOPDS - SET A,SFT D
C R = TRANSHITTEO SIGNAL VECTOR
C A,H = UETECTEO ELEHENT VAIUES - SFT A, SFT B
C RNL = REIATIVE NOI ;E LGVEL IN DG
C RSE = RELATIVF SIGMAL GNERGY IN OB
C EA = TOTAL NO. OF HKORS = SET A
C PA = AVERAGE FRROR PKOBABTLITY / CHANNEL - SET,A
C GOgNAF(X) INITIALISHS BANGOM NUMEER GENERATOK
C GOSAEF(A,B) R,N.G, WITH GAUSSIAN DIST. MEAN A ST,DEV. G
C. GOSAAF(Y) R,N.G. WITH UNIFORH DIST. HETWEEN O ANI, }
```

```
    INTEGER SAA(8, %;,LA(8),ZB(8),SA(8),SB(8),A(8),B(8),X(6)
```

    INTEGER SAA(8, %;,LA(8),ZB(8),SA(8),SB(8),A(8),B(8),X(6)
    INTEGER XA(256,G), XH(256.8),EA,EB,JN(8)
    INTEGER XA(256,G), XH(256.8),EA,EB,JN(8)
    DIHENSION R(8), 人K(%),XRA(256,8),XRG(256,8)
    DIHENSION R(8), 人K(%),XRA(256,8),XRG(256,8)
    CAL!, G05BAF (1,0)
    CAL!, G05BAF (1,0)
    READ (1, 10) ((SAA(1,J),J=1,8), I=1,8)
    READ (1, 10) ((SAA(1,J),J=1,8), I=1,8)
    10 FORMAT (gIS)

```
10 FORMAT (gIS)
```


## WRITE(2,11)

 A, AHP GAUSS, NO OF RFEATJVF MO OF ERSS ERRUK '




的' (RSE) DB'/ / )
(D) $300 \mathrm{HNH}=1,16$

HEAO (1,12) NA, W, AS, 5D, L
12 FORMAT (210, $2 \% 0.0,10$ )
EA, EB=0
$T S E=0.0$

C FORHATIUN OF ALG PUSSIELE TRANS, VFCTORS XRA(NNA,K), XRB(NNB, M)
NHA=?**NA
NNH=2**NA
D0 $31 \mathrm{~K}=1$, ?
IF (M.EQ.?.AND, 1日, ER, O) (iO TO 31

It (! $1, F(Q, 1)$ NNO: NNA
IF (M,FQ, Z) NNO:=NNB
IF (H.EQ, 1) NO=:A
If ( $4, \mathrm{FO}, 2$ ) $\mathrm{NO}=\mathrm{HB}$
DO $15 \quad J=7.8$
$13 \times(1)=0$
D0 $30 \quad K=1$, wido
$00 \quad 95 \mathrm{~J}=1.10$
$X(J)=X(J)+$ ?
IF (X(1) $=1$ ) $16,16,14$
$14 x(J)=m 1$
is continue
$i 60^{0} \quad 30 \quad \mathrm{~J}=9.8$
$R(J)=0,0$
IF ( $\mathrm{X}(\mathrm{J})$ ) 17,19,1\%
$17 \mathrm{R}(\mathrm{J})=-$ SAA(J, J)
$\mathrm{G}^{0} \mathrm{~T}^{0} 023$
$18 R(d)=+5 A A(J, d)$
$\mathrm{G}_{\mathrm{B}} 0 \mathrm{~T} 023$
19 ก0 $22 \mathrm{~J}=9,8$
If (x(1)) 20,22, 21
$20 R(J)=R(J) \min A(I, J)$
GO TO 2.2
$21 R(J)=R(J)-S A A(1, J)$
22 comTINUE
23 1F (R(J)) 24,25.20
$24 R(J)=-1$
GO TO 27
$2.5 R(d j=0$
GO TO 27
$26 R(J)=+1$

```
    27 If (01-1) 2.3.2.3,14
    2. 人N(K,J):=x(J)
        XKA(k,J)=\mp@code{R(J)}
        G0 00 30
    29 X!(k,J)=x(N)
        XNR(K,J)=R(J)
    30 CoN"Fl:NuE
    39 COHTINHE
        1F(HA,FQ.&) IY=1
C. THE PROGRAIT NOH RHIS FOR L TRANSMITTGD SIGNAL GROUIS
    0O 200 NM=1,t
    CAL,L RANOOM (NA,NB,LA,2B)
C FORMATION OF THE TSANSHITTED SIGNALR(J)
    D() 56 \=1,8
    SA(d),SB(J)=0
    IF (7,A(J)) 52,3*.53
    32. SA(J)=mSAA(J,J)
    G0 TO 3%
    33 SA(J)=+SAA(J,J)
    (i) T0 .30
    3400 %7 t=1,8
    1F(2A(1)) 35.36.36
    35 SA(J)=SA(J)\cdotsSAA,I,J)
    GO T0 37
    36 SA(J)=SA(J)+SAA(I,J)
    37 COHTINUE
    3B IF (SA(J)) 39,40.4i
    37 SA(J)=-1
    GO TO 4?
    40 SA(J)=0
    GO TO 4?
41SA(J)=+1
42. If (|NB) 56,56,4,3
43 IF (2F(J)) 44,40,45
44 SB(J)=-SAA(J,J)
    g0 ro>0
45 St(J)=*SAA(J,J)
    GO TO 50
46 00 49 1=1.6
    If (Z.f3(1)) 4,7,4!;4,4
47SB(J)=SB(I) -SAA(I,J)
    GO TO 4.9
4R SG(J)=SG(J)+SAA, 1,J)
4 9 ~ C O N T I N U E
50 1F (SB(J)) 59,5Q,53
S1 sti(d)=-1
    60 10 54
52. SB(N)=0
    GO TO 54
53 S:(1) =+1
54 IF (5N(J)) 55,50,26
55SB(d)=-SH(.j)
56 R(J)=SA(J)*SB(J)*AB
```

```
C CAl, TOTAI Sighal integgy
        Do se \(\mathrm{d}=\mathrm{=}\), 8
```



```
\(C\) ADD GAUSSIAN NOISE OF STO, DFV. SO
        D) \(53 \mathrm{~J}=1.8\)
    SB \(R(J)=R(J)+G 05 A E(U .0 . S D)\)
C betection of the raceiven signat R(d)+NOTSE
        DO \(61 \mathrm{~J}=1\) : NA
        IF (R(J)) 59.60:00
    \(59 \mathrm{~A}(\mathrm{~J})=-5 \mathrm{~S} A(\mathrm{~J}, \mathrm{~J})\)
    go TO O
    \(60 A(J)=+S A A(J, J)\)
    61 CONTIMES
    If (NA-B) 62.74.14
    \(62 \operatorname{JN}(1)=1\)
    Jiv(2) \(=\) ?
    \(\mathrm{JN}(3)=6\)
    \(\mathrm{jN}(16)=\mathrm{B}\)
    \(\mathrm{JN}(5)=16\)
    \(f N(6)=32\)
    \(\mathrm{JN}(7)=64\)
    JN (3) \(=128\)
    DU \(73 N X=1,5\)
    OPA=10000
    DC) 71 1: \(1, \mathrm{NA}+1\)
    k:
    D0 \(64 \mathrm{~J}=1, \mathrm{NA}\)
    IF (A(J)) 6/4,63,05
    \(63 \mathrm{~K}=\mathrm{K}+\mathrm{JN}(\mathrm{J})\)
    64 continue
    \(0 \mathrm{O}=0.0\)
    DO \(65 \mathrm{~J}=1,3\)
    \(x^{2}=X R A(K, J)-R(J)\)
    65 OP=Up+XX**X
    IF (OP-OPA) 66, ril.67
    66 OPA \(=0 \mathrm{D}\)
    11=1-1
    67 1F (I-1) 69.69, © 8
    \(68 \mathrm{~A}(1-1)=-\mathrm{A}(\mathrm{I}-1)\)
    69 1F (1-4) 70,71,7
    70 A. (I) \(=-A(1)\)
    79 continue
    lf (H) 74,74.72
    \(72 A(11)=m A(14)\)
    33 CONTIMME
```

74 15 (118) 07.97.9.
$75 A \operatorname{A!}=1 / A B$
10) $76 \quad \mathrm{~J}=1.8$
$76 \operatorname{RR}(1)=(\operatorname{ABS}(R(1):-1) * A A B$
DO $79 \mathrm{~J}=1$, 43

T7B(1)=-SAM(J, J)
G) 7079

79 continue
If (NB-8) 80.92.96
30 no $91 \begin{aligned} & 14=1,5\end{aligned}$
$O P A=10000$
D) $89 \quad \mathrm{I}=1, \mathrm{NB}+\mathrm{C}$
$k=1$
DO $82 \mathrm{~J}=1$, NB
if ( $B(J)$ ) 82.81.87
81 KニK+JN(J)
3? contlole
$O P=0,0$
$00 \quad 3.5 \quad \mathrm{f}=1,8$
$X X=X R B(K, J)=R R(J)$
$330 \mathrm{O}=1 \mathrm{P}+\dot{X} X+X X$
IF (OP-()PA) 84, BS. 35
840 PA=OD
$M=1-1$
35 If (1-1) 87,87,06
$36 \mathrm{~B}(1-1)=-\mathrm{B}(1-9)$
37 1F (1-9) 88.89 .64
38 B(1) $=-\mathrm{R}(1)$
89 CONTINUE
IF (11) 92.92.90
$90 \mathrm{~B}(1 \mathrm{H})=\mathrm{H}(\mathrm{H}(\mathrm{H})$
91 cOntinue

```
C COUNT TOTAL HO DF FRRONS EA,EH
    ?? DO OK , ==1,3
        14 (A(J)-7A(J)) 43,04,93
    C3 f:A=&:A+1
    74 If (B(J)-7B(J)) Y5,96,95
    95 E:8={:12+1
    96 CUNTINUE
    200 CONTINUE
C CAL, AVEFAGE ERGGR PRUGABILITY PA,PB
        PA:=EA/FLOAT(I.*NA)
        IF (HB.EQ,O) GO TO OT
        PBFER/FLOAT(L*NG)
C CAL, RELATIVE NOIS: LETEL IN DG
    97 RNL=20*ALO(g10(S:/0..964)
C CAI. AVERAGE SIGNAL. ELFMENT ENERGY/ TRANSMITTED COMPONENT
        ASE=TSE/(I*&)
C CAL, PELATIVE SIGNAL, FHFRGY PER COHPONENY IN DB
        RSE=10*ALOG10(ASF/1,0)
        IF (NR) 100,98.100
    98 WRTTE (2,99) NA,NE,AB,SD,L,RNL,EA,DA,RSE
    90 FORMAT (14,14,FB,5,F7,3,18,FY,2,18,F<0.4,21X,F5,2/)
        GO TO SOO
        100 1F (NG.EQ,1) WRETE (2,101)
        101 FORHAT (/)
        NRITE (2,1\cap2) NG,NB,AB,SD,L,NNI,FA,EH,PA,PR,RSE
        102 FORHAT (14,14,FS,3,F7,3,18,F9,?,I8,10,F14,4,F14,4,1X,
        1'+',F4,2/)
        300 CONTINUE
        WKITE (2,103)
    103 FORIAAT (1 ***RB&***1)
        stop
        ENO
```

```
    SUBROMTINE, RANDIM (HA,NB,ZA,ZB)
C SUBROUYINE RANDOM OENERATES T,O & GOMPONENT VECTORS ZA
C AND LB WITH NA AND MB COMPONENTS SET GANOOMLY TO + OF - {
    INTEGER 2N(3),2S(8)
        00 10 J=9,8
    10 Z.A(J), 2B(j)=0
        D| 1.3 i=1,NA
        IF(G0SAAF(Y)m0,D) 11,11,12
    11 ZA(1)="1
    <0 %0 13
    12 ZA(1)=+1
    {3 CONTINUE
        IF (NK) 14,18,1:*
    14 D0 17 1=1.NB
    IF (GOSAAF(Y)-0,D) 15,15,1G
    15 2B(I)=-1
    GO Y0 17
    16 7:3(1)=+9
    1% cuntinuE
    18 RETURN
        END
        FINISH
```

document data

| 1 | 0 | 0.000 | 1.036 | 10000 |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 0 | 0.000 | 0.230 | 5000 |
| 3 | 0 | 0.000 | 0.565 | 3000 |
| 4 | 0 | 0.000 | 0.471 | 2500 |
| 5 | 0 | 0.000 | 0.413 | 2000 |
| 6 | 0 | 0.000 | 0.414 | 1500 |
| 7 | 0 | 0.000 | 0.330 | 1500 |
| 8 | 0 | 0.000 | 0.364 | 1500 |
| 8 | 1 | 0.274 | 0.237 | 10000 |
| 8 | 2 | 0.432 | 0.238 | 5000 |
| 5 | 3 | 0.424 | 0.232 | 3000 |
| 8 | 4 | 0.404 | 9.226 | 2500 |
| 8 | 5 | 0.473 | 0.207 | 2000 |
| 8 | 6 | 0.500 | 0.401 | 1500 |
| 8 | 7 | 0.519 | 0.193 | 1500 |
| 8 | 8 | 0.520 | 0.138 | 1500 |


| 10 | 0 F | AMP | Gauss. | $40^{\circ} \mathrm{FF}$ | RFIATIVE | Hu 0 F | EERS | -REOR PROBRRILITY | 1 CHR Mi , | AEIATIVE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C,A | ELS | SET 3 | NOIS: | GRUU:S | NOTSEL. | SETA | Stra | SETA | SET B | SG.ENES 6 |
| (NA) | N3) | (AS) | 150. | ( L ) | (RHL) DB | (EA) | (FB) | ( $P A$ ) | ( $\mathrm{PB}_{5}$ ) | $(: S E) D B$ |
| 1 | v | 0.000 | \% $3 \%$ | 1000. | 9.05 | 30 |  | 0.0030 |  | 9.00 |
| $\checkmark$ | v | 9.0150 | 0.53 | 5001 | 4.05 | 30 |  | 0.0050 |  | $-2,04$ |
| 3 | 4 | 0.000 | 0.563 | 300 | 3.82 | 47 |  | 0.0030 |  | 0, 00 |
| 4 | 0 | 0.900 | i). 1.77 | 250 | $\because, 55$ | 31 |  | 0.0531 |  | $-4.95$ |
| 5 | 0 | 0.800 | 0.41.3 | 200 | 4.10 | 30 |  | 0.0030 |  | 17.30 |
| 6 | 0 | 0.000 | 8.41\% | 130 | $\cdots 1 \%$ | 27 |  | 0.0030 |  | -6.35 |
| 7 | 0 | 0.000 | 3.38: | 130 | 1. 37 | 39 |  | 0.0050 |  |  |
| 8 | $v$ | 0.000 | 6,36i | $150:$ | 4. 00 | 36 |  | 0.0030 |  | 3.60 |
| 8 | 1 | 0.279 | 7. $28 \%$ | 1010 | -6.06 | 246 | 30 | d. 0031 | 9.0030 | +1. ${ }^{3}$ |
| 8 | $\leqslant$ | 0.432 | 1.23: | 500 | $-3,60$ | 117 | 30 | 0.0029 | 0.4059 | $+0.47$ |
| 8 | $s$ | 0.424 | 1.23\% | 3096 | -3,91 | 12 | 28 | 0.00 .30 | 2.0031 | 40.75 |
| 8 | 4 | 0.464 | $\therefore 206$ | 250 | - -1.14 | 39 | 30 | 1).00c4 | 0.0030 | -i. 71 |
| 8 | 3 | 0.473 | $0.20 \%$ | 200: | $-4.90$ | 4.6 | 30 | 0.0024 | 1. 1.0030 | *6.90 |
| 8 | 0 | 0.500 | $\because 20:$ | 150 | -5. 96 | 36 | 27 | 0.0050 | 0.0050 | +4.39 |
| ¢ | $!$ | 0.519 | 0.19\% | 120.1 | -5:51 | 37 | 32 | 0.0039 | 0.0030 | +1.0i |
| $y$ | $x$ | 0.520 | U, 18\% | 150 | $-5.14$ | 36 | 36 | 0.0030 | $\because .0030$ | + 0.94 |

APPENDIX A3

## CIRCUIT DIAGRAM FOR THE HARDWARE MODEL OF SYSTIM D 4

The following detailed circuit diagrams are shown for the hardware model described in Chapter 9.

| FIGURE | A3-1 | Flow diagram for the complete system |
| :--- | :--- | :--- |
| FIGURE | A3-2 | Control logic waveforms |
| FIGURE | A3-3 | System control and random data generator |
| FIGURE | A3-4 | Multiplexer |
| FIGURE | A3-5 | Transmission channel |
| FIGURE | A3-6 | Demultiplexer control |
| FIGURE | A3-7 | Analogue to digital converter |
| FIGURE | A3-8 | Input store |
| FIGURE | A3-9 | Inverting unit |
| FIGURE | A3-10 | Correlator and comparator |
| FIGURE | A3-11 | Display logic |

## Description of integrated circuits

7400 Quad 2 input NAND
7402 Quad 2 input NOR
7404 Hex inverter
7408 Quad 2 input AND
7413 Dual. 4 input NAND schmitt
7430 Eight input NAND
7432 Quad 2 input OR
7472 Gated MS flip flop
7473 Dual JK MS flip flop
7474 Dual D flip flop
$7483 \quad 4$ bit binary full adder
$7485 \quad 4$ bit comparator
7486 Quad 2 input EX OR
7490 Decade counter
$7493 \quad 4$ bit binary counter
$7495 \quad 4$ bit shif't register $\mathrm{Pl} / \mathrm{PO}$
74126 Tristate bus driver
710 Differential comparator
741 Operational amplifier




Figure A3-3 System control and random data generator







Figure A3-8 Input store

Figure AB-9 Inverting unit


Figure A3.10 Correlator and comparator
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