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SYNOPSIS'

Predictive coding, which is often associated with
differential pulse code modulation (DPCM), can offer an
attractive means of data compression of television sig-
nals.

This thesis describes investigations of various
adaptive and non-adaptive DPCM schemes in order tq reduce
the high bit-rate required for the transmission of broad=-
cast quality colour television signals.

Initially, a prédictor based on three previous sam-
ples along a scan line is examined for DPCM encoding of
composite PAL signals. The predictor coefficients are
described in terms of the ratio of sampling frequency fs
to colour sub-carrier fsc. The prediction can be improved
by using a simple adaptive algorithm which uses previous
sample prediction for three consecutive samples when there
is a rapid change in the luminance level. For.a colour
bar signal it is shown that the SNR of the DPCM system
using f;/fs = 2.5 is a close approximation to that for

c

fs/fsc = 3.0. In order to obtain a significant improvement

~in SNR, prediction based on samples on the second previous
and previous line are derived for the case of fs/fsc = 2.5.
Simple two dimensional predictors are then formed and

used in the DPCM encoding of a PAL colour bar signal. The

bit-rate of 5 and 6 bit DPCM for_fs/fsc = 2.5 is 55 and'66

Mb/s which is still relatively high compared with 5.5MHz
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bandwidth of the analogue signal. Thus, for further
reduction of bit-rate, block adaptive DPCM is then
investigated., The technique involwves block adaptive
predictors and block adaptive variable length and fixedl
1ength qﬁantizers. The adaptation algorithm had been
extended to work at any desired sampling frequency.
As a result, a lower bit-rate is obtained by exploiting
‘the redundancy of the picture with respect to the stat-
istical variation of each block of incoming samples..
A bit-rate of only 28.34 Mb/s is obtained for a PAL
colour bar signal yielding a 50dB SNR at a sampling fre-
quency of twice the sub-carrier frequency (sub-Nyquist). .
In a further development-fhe composite coding of
SECAM signals is cdnsidered. To deal with frequency
variationé of the SECAM sub-carrief, a new block adaptive
algorithm is developed which results in a significant
improvement in system performance compared with other

relevant techniques.



CHAPTER 1

ORGANIZATION OF THE THESIS

1.1. INTRODUCTION.

.

The problems of digital television transmission were
first outlined long before colour television systgms became
commonplace, The use of digital commuﬁiqation systems now
receives serious attention in a growing variety of applications
‘= telephony, television, facsimile, cﬁmmunication between
digitai computer installations, radar warning networks and
transmission of numerical data of vari;us sorts for induste
rial use. For continuous sources, digital transmission is
not required but is reéognised as having suitable properties
for long-distance transmission such as great reliability and
freedom froﬁ accumulating distortion and noise. On the other

L

. hand, conventional means for encoding continuous signals into

binary PCM (pulse code modulation))for example, result in a
need for greatly increased channel width., The digital trans-
mission of television would be greatly_facilitafed, therefore,
o if improved coding methods could be found to obtain more eco-x =
nomical numerical descriptions of picture signals.
In this thesis attention is focussed on one particular
kind of communication system for transmitting colour wvideo

signals over a digital channel. More specifically, the source

encoding aspect of this transmission system is considered.




Since the repertoire of the digital channel is limited
to 1's and 0's, the source encoding problem can be stated
as requiring the conversion of the given picture into a
stream of 1's and O's so that

a) the distortion in the recomnstructed picture is
aé small as possible

b) the bandwidth occupied by this stream is minimized.

1.2. ARRANGEMENT OF THE THESIS.

Here each of the following chapters in the thesis is
briefly outlined.

Chapter II is a further introductory chapter which pro-
vides the necessary background knowledge for non-specialized
readers., It begins with a brief review of several coding
techniques as applied‘to video signals. Following that, the
principle of dlfferentlal pulse code modulation (DPCM) linear
estimation theory and its appllcatlon in determlnlng the
optimum prediction coefficients is described. The essential
element of all digitization algorithms.-- namely the quantizer-
is also discussed in detail. The remainder of this chapter
is concerned with the video signal and some important char-
acteristics of NTSC, PAL.and SECAM colour television signals.

Chapter IIX deécribes various sampling frequency (fg):
sub-carrier frequency (fsc) relations. For one-dimensional
prediction of PAL colour signals a three-coefficient predictor
is presented, where the predictor coefficient can be deter-
mined at non-integral ratios of sampling to sub-carrier fre-

gquency. In this chapter computer simulation is used to examine




the performance of this one-~dimensional ﬁredictor at

£, = 2.5f_ compared with the standard form at £, = 3f_.-
Simulation results obtained for these systems when PAL
colour baf signals are used as the input signals are pre-
sented.

Chapter IV is the extension of one-dimensional.pre-
diction into two dimensions. The chapter begins with a
brief review of some of the important previous work in two-
diménsionai prediction of colour television signals. Then,
for intra-line prediction a general formula is derived in
‘relation to the selection of sampling frequency; The per-
formance of both inter-line and intra-lihe methods is illus-"
trated by means of computer simulation and signal to noise
ratio (SNR) calculations. SNR resﬁlts are compared for the
relation fs = 2;5fsc.

Whilst the prediction schemes in_Chapters ITIT and IV
concentrate on less C6mplex techniques, Chapter V. deals with
more. complex methods. ﬁovel block adaptive predictors and
quantiiers are proposed. A detailed mathematical analysié
of the adaptation algorithm for wvarious sampling frequencies
is presented. Then a wide range of SNR results for various
sampling frequencies , block lengths and block adapfive
quantization strategies are considered. It is concluded
that with this adaptive étrategy at sub-Nyquist sampling
rates it is possible to transmit a broadcast quality colour

television signal below the internationally agreed hier-

archical level of 34,368 Mb/s.



In Chapter V an adaptive algoriéhm for PAL colour
televigion signals is developed which can also be appligd
to the NTSC system., In Chapter VI a similar ;trategy ' rs
for SECAM signals'(whefe the nature of the chrominance
modulation is entirely different from that df PAL and
NTSC).is considered. For the frequency modulated chrom-'
inance éignal of SECAM, a ﬁovel algorithm is preéented in
which the prédiction can adapt itself to the frequency
variation of the sﬁb-carrier. For a saturated SECAM colour
bar sighal various édaptive and non-adaptive prediction
algorithms.are examined with the help of computer simul-
ation.

Finally, in Chapter VII, therﬁain results reported
in the thesis are anélysed and crificized. The overall

arrangement of the thesis is shown schematically in Fig.(1.1)

1.3. SUMMARY OF MAIN RESULTS.

The main results presented in this thesis are outlined
as follows:

In Chapter III, for one-dimensional DPCM, it is shown
that reducing the sampling frequency from 3 to 2.5 times
thé sub-carrier freguency causes a reduction in.the SNR
performanﬁe. However, the prediction_cah be improvéd by
using a simple algdrithh which uses previous sample pre-
diction for three copseqative pels when there is a fapid
change in the luminance level. The results for both
sampling to sub-carrier frequency ratios using this adapt-

ive strategy show a similar SNR,



In Chapter IV a two-dimensional DPCM system at

fs = 2;5fsc is introduced with satisfactory results. The
prediction is bésed on samples along the same_aﬁd eifher
previous or second previous line. The best result can be
obtained when the two-dimensional predictor combines with
the one-dimensional adaptive pfedictor.

In Chapters V and VI the use of block adaptive pre-
dictors for NTSC, PAL and SECAM signals is proposed and,
since quantizer operation.is a vital element in the per{
formance of a DPCM systém,.a block adaptive quantizer with.
fixed and variable lengths is geveloped. Very good results
are obtained in terms of SNR and resulting bit-rate. A
bit-rate of only 28.3% Mb/s is'obt;ined for a saturated
colour bar signal yielding a SOdB'SNR at a samp;ing fre-
gquency of_twice'the.sub—carrier frequency.

DPCM coding.of composite.SECAM colour ba¥ éignals is
described in Chapter VI, The’éystem comprises a block ada-
ptive pfedictor and fixed quantizer, and computer simul-

ation results show an SNR advantage of 4.5dB over non-ada:“

ptive DPCM.
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CHAPTER II
DIGITAL TELEVISION

2.1. INTRODUCTION.

With the increasing emphasis on the use of digital
communications, the area of digital television systems is
one in which there is considerable interest in the possibility

.

of reducing channel capacity requirements., Digital methods

- into two categories: orthogonal transform coding systems
and waveform coding techniques. In orthogonal transform
coding the video signal is transfo#med intb a new domain
where the correlation between coefficients is much smaller
- than that be£ween the samples in the original time domain
sequence, and it has been.extensively studied since 1966.
One of the éarliest articles was published in 1967 by C.A.
Andrews, J.M., Davis and G.R. Swartz(i) considering the usé‘
of the Kahunen-Loeve transform and in 1968 Andrews and
Pratt (2) reported the application of the Fourier transform
"to television picture coding. In addition, a number of
other transformations have been considered, such as the
Hadamard, Cosine and Slant transforhs(B’Q’SJ. The main
difficulty regardihg ofthogonal transformation resides in
the fact that it generally requires very complex equipment.

In the video waveform éncoding system the objective is

to reconstruct the television picture from its time samples,

In such a system the video waveform is sampled, encoded

|
|
for coding television signals can be broadly classified
: {




and transmitted., Examples of video waveform coding are
pulse code modulation (PCM), delta modulation (DM) and
differential pulse code modulation (DPCM). Attention is

focussed on the latter system in this thesis.

Pulse code modulation is an encoding scheme which has
become widely used over the last tﬁenty years for the trans-

(7)

mission of digital signals . >Such encoding generally
.involves the sampling of the anélogue waveform at a uniform
rate and encodiﬁg of the samples into a bihary code. Convent-
ional PCM techniéues require a high data rafe for the trans-~

(8,9,10)

mission of images because of the large bandwidth of
the base-band signal. Therefore, many new digital techniques
have been developed in order to reduce the capacity require-
ments of the digitai image communication system, by méking
use of the statistical and psychovisual pféperties of images(il).
The principles of PCM have been described in great de-

{12)

tail by Cattermole and others and can be summar-

2.2, PULSE CODE MODULATION.
(13, 14)
ized in the following steps;

1. The band limited input signal is sampled at a rate |
of at least 2fm Hz, where fm is the highest frequency con-
tained in the waveform. Such a sampling rate ensures that |
perfect recbnstruction'of the analogue signal is possible.

2. Thé amplitude of each signal sample is quantized

into one of L levels. This implies an information of

I = log2 L bits per sample and an overall bit-rate of_

2fm I bits per second.




3. For decoding, the binary words are mapped back
into amplitude levels and the amplitude-time pulse seq-
uence is low-pass filtered with a filter whose cut off
frequenc& is fm.

One of the most important applications of pulse code
modulation to digital television is analogue to digital

(15,16,17)

conversion ih which the analogue video signal is

converted into a series of 8 bit words prior to encoding.

2.3. DIFFERENTIAL PULSE CODE MODULATION (DPCM).
| (18)

\
DPCM systems are primarily based on Cutlers work

Later efforts in predictiﬁe quantization are due to

(19) (20) (21) ~(22)

Oliver , Harrison , Elias s Graham

(24) (25)

Connor, Pease and Scholes y Kummerow

0'Nea1(23)
and Thoma(26),
who proposed and investigated a number of one-dimensional
and two diménsional predictors described in more detail sub-
sequently.

The PCM system is inefficient in coding correlated
data such as picture samples, since the encoder in the PCM
assigns the samé number of bits to everj sample. The prin-
ciple of DPCM is to generéte a set of uncorrelated values,

(27)

following classical ﬁrediction theory « The block dia-

gram of the DPCM codec (coder/decoder) is illusfrated in
Fig.(z;i). The'transmitter is composed.of a predictor and
a quantizer. The predictor uses n previous decoded samples
to predict the present value of the input signal., The diff-
erence between this and the actual value of the signal ié

‘quantized and is transmitted over an error-free digital
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channél. At the receiver a similar predictor uses n prev-
ious transmitted'values of the guantized differential
signal to reconstruct the facsimile of the signal at the
transmitter. Such a system can reduce the variance of the
~tfah5nﬂ£ted‘signa1 and proVide.a well-behaved probability
density funcfion which would allow for the design of an

optimum gquantizer.

2.3.1.- THE OPTIMUM LINEAR PREDICTOR.

Referring fo Fig.(2.1), the input signal s(t) is sam-
pled at a rate fs te produce a sequence of sample values
[Si].i = 1,240« + At the same time, the predictor makes.
an estimate of each sample value based on n previous recon-

.structed samples. These estimates are thé sequence {gi}wh-'

where

. d=m |

where 'aj' is the weighting coefficient applied to the app-
ropriate past reconstructed sample S; 3t 9_je
When the number of quantizing levels 'L' is large;

equation (2.1) can be written approximately as,

J Ti-j ' (2.2)

Each estimate is subtracted from the actual sample value

producing a difference error sequence {ei] where
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e. =S, - 8. _ (2.3)
or
n .
e; = 5y - é 25 5505 - . (2.4)

If the mean-square values of the sequences {Si] and [ei}

are denoted by dg and 62 respectively,

2 n N
6, = E [(-si - %:1 a; S;_3) . (2.5)

For the interval of N samples this can be shown as,

N, n ’ '
| 1\ 5 2 .
& T, iZ:=1 [si ,JZ-:_-:l a, si_j] | (2.6)

expanding equation (2.6) yields

2 1 X 2 N1

e = N4 4 5 "1\?.21 — 1 3 51 Si.g *t
= D, ‘a, S, (2.7)
Nt J.=1 j:'l 1 J][ 1=1 1 i-1

defining ¢, and rji as

o2 =1 § 52 ' (2.8)

Ny & i .
T=1

and

4 X '
r.. o= = S. . 8. . (2.9)
Jl oy dg- 221 -i-1-74-3 ' _



Using the above equations, equation (2,7) can be shown

as

2.2 [12 s
¢° =4 [1—2 B a. r.. +
e S | j=1 9 0,.] o1

H g
nhﬂ
[y
o
o
»
I...l
N
-
——
(]
[ ]
[y
Q
S

The above equation can be expressed in matrix notation

as
o 20> T - T . )
3, .= dsu{l—ZA.Gl + A RlA] (2.11)
where
- - - - o LY
- r r
0!1 ] * . - t Ly
42 Yo,2 Fa,1 2,2 . . Ta
A= - G.1= - Rl = e - rs - -
a r r r . e T
n Oyn n,1 n, 2 n,n
~ - ~ e \ -

The elements of G1 and R1 are values of a nbrmalized auto-
correlation function ri1 of the input szequence {Si} .
The optimum coefficients of A that.minimize dz are

obtained by equating the derivative of equation (2.11) to

zZero (28'29).
bdz . _ _
e =-2G +2AR =0 _ Gl .

OA
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and in this case the minimum value of dz is

2, . 2 T -1 '
de(mln) = ds [; - 61 R1 Gi] . | (2.13)
or
d2(min) = d2 1 = EE a, r | {(2.14)
e = 9 £, %3 g o

As n— =2 the sequence of error samples can be made
uncorrelated. However, if the sequence of samples {Si}

th . o .
order auto-gressive process, then, using

forms on thé n
only n samples in forming the estimate of go‘ . will make
fhe resulting sequence of error terms uncorrelated. In
this case a further increase.in the number of samples
employed in forming.the optimum will not improve the qual=
ity of the estimate. As an example, the first order Markov
model is considered hére to design an optimum linear pre-
dictor. lThe one-dimensional Markov model is shown in Fig.
(2.2} where the input to the model is white Gaussian noise
with variance d%. The output of the modél, which repres-
ents the input to the’predictor, is given by the following

equation (see Fig.2.2);
(2.153)
If the input sample sequence is first-order Markov, then

only the first-order predictor shown in Fig.(2.3) need be

considered. The dutput of the predictor is given by



FIGURE 2.3 -~ First order predictor




FIGURE 2.2 -~ One dimensional Markov model




17

the following difference equation

The optimum weighting coefficient of the predictor 'a’
can be obtained from equation:(2.9) and (2.12) for the

first order case (n=1) thus,

0,1 ‘ ' '
a = ‘ : (2.17)
¥1,1 '
where rOgO = 1"1"1 = 1 and
E {s. S, }
i i-1 .
To, 1= T (2.18)
S .

Thus, from equations (2.15), (2.17) and (2.18)

g 2
a ds = E {%i S;_4f =E {?L_si_l} +QE {s7_ b (2.19)

As can be deduced from Fig.(2.2), $;_4 is a function of
past uncorrelated noise Samplés thus, E{nl Si-i} is zero.

|
|
|
|
|
|
|
|

e. = S, - aS, ' {2.,16) B

| | |
|
|

Thus, from equation (2.19)

a =Y ' _ (2.20)

From equations (2.15) and (2.20), equation (2.16) can be

shrewn as

e, = 1. ) ' - (2.21)
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Therefore, the optimum predictor is an exact inverse
to thé Markov modei when the error signal for the first-
order predictor is white noise with variance d%r From

equation (2.11} the mean-square prediction error can be

represented as

P = 42 = dg (1 -a?) | (2.22}

e 1

One possible application of the first order system is in

{ 106)

the transmission of television signals .. Suppose the

power spectrum of the Gaussian signal is the bandlimited

function
1 | ‘
Fl) = AR woga)swc (2.23)
c
=0 otherwise

where CUC and O)O are the corner and cutoff frequencies
of the power spectrum. O'Neal(ios‘States that +this is a

good approximation of the envélope of the power spectrum -

of 'a television signal where its one line autocorrelation

function is similar to e_CI%Tél_Tsis the sampling period
and is equal to 7[/0)0,thus,
r., = e_wcn/wo - (2.24)

01

For monochrome television signals the value of
0)0/27IGUL changes from 10 to 30, depending on the picte-

‘ure material. O'Neal states that the results for the
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25(106)

predictor were (1)0/27[ . = ,this yields

é.z sy = 0.98 )

Equations (2.12) and (2.13) are obtained ignoring
quantization noise. If there is an insufficient numbef'
of quantizing ievels, the noisé interacts with the pre-
dictor and makes it suboptimum., As a result, the differ-
ential'éignal becomes more correlated and its distrib-
ution changes, thus degrading the performance of the

quantizer.

2.3.2, OPTIMUM QUANTIZERS.

Quantization is the other important operation
which determines encoding performance. TIn most cases
quantizer opfimization has been based on a minimum
mean-square error criterion. Such gquantizers were

(30)

and an algor-

(31);

originally studied by Panter and Dite
ithm for their design was presented by Max

(23) found that for speech and

Nitadori(jg) and O'Neal
television, weil‘designed DPCM systems had quantizér
input signals whose prdbability‘density functions were
approximately Laplacian. Quantizers designed using Max?s

technique minimize the quantizing noise for any given

number of quantizing levels and will be discussed briefly.
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2.3.2.1. QUANTIZATION BASED ON A MINIMUM MEAN-SQUARE
CRITERION.

Let P(e) be the probability density function of

the aifference signal (e) and L denote the number of
quantization levels. Output.decision levels are rep-
resented by Yi' Y2,..;.YL. It is temporarily assumed
that the inﬁut to the quantizer (e) is a continuous

variable., Let Z Z ""'ZL+1 be the quantizer input

1* 72

decision levels such that ,(see Fig.2.4)
IS oK Ly, | (2.25)

where

and

The error power of the quantizer E(qz) can be shown -

Z

5. - L k+1 o
E(qg®) = 2 (e - Y, )°P(e) de (2.26)
k=1 )z,

The necessary Qonditiohs for minimum mean-~square
quantization noise can be obtained by differentiating.
E(q®) with respect to the Z, 's and Y, 's and setting the

derivatives equal to zero.
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K k+1 L

FIGURE 2.4 - Non-uniform quantization
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Therefore,

3E(a®) = (Z, -V, _ )2 P(Z, ) -_(zk-Yk)2 P(z, )=0 (2.27)
e

k k-1
k
]:C = 2....L
thus,
Y + Y '
k-1 k
z, = 5 _ (2.28)
also
2 Z
JE(q”) _ 5 S k+l (o Y, ) P(e) de =0 _ (2.29)
Y Zk

k

therefore,

(2.30)

1]
o

Z ,
S K1 (e- v, ) Ple) ae
Zk :

Equation (2.28) imposes the first condition for min-

imum mean-~square error; that Zk should lie half way between

Y, and Y,__,, Equation (2.30) shows Yk to be the centroid

of the area of P(g) between Zk and Zk+1' it is
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assumed thét'the probability function P(e) is un-
changed by the use of a quantizer. Equations (2.28)
and (2.30) describe the overall relationships of the
optimum quanfizer.

. One method of solving these eduations is to apply
a search procedure. For example; for a given number
of levels (L) with respect to Z =-o“and arbitrary

selection of Z the most negative quantizer output

o1
(Yi) can be obtained. If Y, is the centroid of the
area of P(e) between g, andeo, Y, was chosen correctly.
If the Y, does not satisfy the equétion (2.17) then

L, must be reselected.

1

2.3.2.2. QUANTIZER DESIGN BASED ON THE VISIBILITY OF
' QUANTIZING NOISE.

Consideration of the human visual system in the
encoding of picture signals is another criterion for the

(33) and

design of quantizers, Candy and Bosworth

(34)

Thoma have studied the visibility of the quantization

(35)

error and Netravali uses a similar éxperimental
technique (Fig.2.5) to determine the visibility fuﬁction,
ﬁy switching-betweén A and B the subject can compare

the processed pictures, which are generated by adding
different amounts of random noise (simulating quant-
izing noise) to Pels having slépes with a certain range

(say T -[ﬁT/z, T +[3T/2), with an unimpaired picture

to which can be added an appropriate amount of white

noise to obtain a similar picture quality. Given three
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dlfferent‘random noise powers (Vﬁi, V. o and an) the

equivalent white noise powers are VW \'s and VW res-

1' w2 3
pectively.

In this test, by assuming that the visibility of
noise is relatively éonstant in the range[?-—QXT/2),
T + (AT/z)] the subjects visibility function £(T) can be

defined as

v + V + V
1 w1l w2 w3
£(T) = (2.31)
AT an + Vn2 + Vn3 A .

£(T) is the subjective visibility (in terms of equivalent
white noise) of unit random noise added to all picture
elements having slope values in a small neighbourhood
of T. ' |

Using the visibility function, the mean-square sub-

jective distortion (MSSD) is given by

) zk+1 5 o
MSSD = g (e - Y, )7 f£(e) de (2.32)
=1 Z )
K
' (35)

Netravali has shown that, for the same number

of levels, the MSSD quantizer has a better performance
than quantizeré designed on the basis ‘of minimum mean-

square quantizing error,

(36)

Sharma and Netravali have studied a number of
different quantiiers and taken account of visual thres-
hold criteria in their design. They measured the visual

thresholds by dividing the picture into two halves with

luminance LO and LO+Q « Then, by controlling the
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FIGURE 2.6 -~ Determinations of wvisual threshold
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perturbation [XL of the sample at the edge, the vis-
ual threshold T(&) can be determined Fig.(2.6).
Results of several such tests have shown that
.the threshold increases monotonically with respect to
e(36); In order. to keep the quantization error below
the visual thréshold, a sufficient number of quantizing
lévels is required, For insufficient quantizing levels

it becomes impossible to keep the quantization error

below the wvisual threshold.
(36)

Sharma and Netravali have given a geometric
design procedure for a minimum number of levels accord-
ing to

Qle) - el K (1+€) T(e)

where Q(e) is the quaﬁtizer output function and € is the
constraint faétor; for example, for€ =0, the quantization
noise is constrained to Ee at or below the visual thres-
hold. As G_is inqreased, the n;mber of levels required
decreases at the expense of some visual distortion. The
gedmetric‘design of a Quantizer.apcording to the visib-
ility function T(e) for.a minimum number of quantizing

levels in the range - -A to A is shown in Fig.(2.7).

2.4, STATISTICAL CONSIDERATION OF VIDEO CODING.

Source encoding techniques for video signals are

able to provide utilization of a given communication
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FIGURE 2,7 ~ Geometric quantizer design procedure for
minimum numbexr of levels

a: symmetric quantizer for even L

b: sgn\metric quantlizer for odd L
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system. For all these schemes the transmission rate
can be determined considering characteristics of the
human observer and the properties of tﬁe source
which can be analysed by sfatistical methods.

.In a digital coding system the continuous band
limited video signal is sampled; After sampling the
video signal can be described as a random process of
discrete statistically dependent samples, whose amp=
litudes are in a continuous, or, after quantization,.
in a discrete form. Edch sample corresponds to one pic- o
ture element, The statistical dependencies of these
samples extends both over a line and from line to line.
Because of these statistical dependencies, it is necess-
ary to use the general model of a source with memory
for mathematical analysis. Assuming that each sample
is statistically dependent only on a limited number of
preceding samplés, the‘Markov source model can be app-
lied to this special phfsical source. Then the video
signal is represented by a discrete Markov process-(see
Section 2.3.1.). |

| In the case of pictures, this means that the pre-~

sent picture element S  is assumed to be statistically

0

dependent on n previously transmitted samples from the

(37)

same or previous scan lines. According to this

dependency 'is expressed by conditional probabilities

P(SO/SI' 5 ....Sﬁ) and the entropy is approximated by

2

the conditional entropy of the Markov source.




H(Sy/S, 05 ) = -SZ SZ P(50,5 -5,
O n

Log P (50/51....Sﬁ) | | . (2.33)

The average information content per word emitted
from a source is often referred to as the entropy of

the signal and can be defined as

H, = _§Pi Log P, | (2.34)
From equations_(2-33) and (2.3%4) the redundancy

of a source with memory is

(2.35)

R = HO - H(SO/S1"f'SN)

In order to take advantage of the redundancy of the
signal to reduce the transmitted bit-rate, it is nec-
esgary to construct a variable length code to match

the statistics of the signal. Entropy coding with min-
imum redundancy was devéloped independently.by Shénnon

(38) (39)

and Fano and by Huffman o These methods gener-

ate a variabie length code which produces bits at a
non-uniform rate(qo-és).

The combination of DPCM and entropy coding has been
studied by 0'Nea1(46). He has shown in theory that

DPCM with a uniform quantizer using entropy coding may

yield an increase of 5.6dB in the SNR compared with
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FIGURE 2.8 - Two dimensional DPCM to be compafed
a: DPCM system without entropy coding

b: DPCM system with entropy coding




that of an equivalent DPCM system with an optimum
non-linear quantizer (Fig.2.8). However, the 5.6dB
improvement .may be difficult to achieve with pract-

“ical hardware.

5.5. DIGITAL COLOUR TELEVISION.

There ére two types of colour television coding
methods. Omne is known as cbmponent coding, in which a’
composite colour television signal is first separated
into a :luminénce.component and fwo chrominance com-
ponents. The components arelthen encoded individually
(47f51). The second method is known as 'composite coding'
in which a composite colour signal is encoded directly
without_componen£,separation(52-58).

Compoﬁént coding is an obvious choice because it
is independent of the choiﬁe of colour standards and the
problems of transcoding between, for example, the PAL
and SECAM syistems. However, component coding equipment ‘
tends to be complicated because it needs an input signal.
separation proceés, an output composite signal synth-
esising process and digital time divisioh«hmdkiplexing
and multiplexing processes.

Of the two_metﬁods- composite coding and component
coding- attention is‘noﬁ concentrated on the latter.

A brief review of relevant composite coding work is
gifen as an introduction at the beginning of each chap-
(59)

ter. The paper by Limb, Rubinstein and Thompson

presents a comprehensive review of coding of colour
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television signals, also giving the background of

coloﬁr signal representation and colour perception.
Finally, in this chapter, for the benefit of the

non-specialized reader, we give a brief description of

analogue colour television systems.

2.6, COLOUR TELEVISION SYSTEMS.

The various colour television systems; NTSC, PAL
and SECAM are now summarized. For more comprehensive
concepts of colour television the interested reader can

(60) (61)

refer to the books by Carnt and Townsend and Sims

which cover all major colour television systems.

Pearson(62) introduces the principles of monochrome
and colour t;levision signal properties and the psycho-
visual properties of human vision., He also presents the
process of video signal formation as a three-dimensional
sampling operation with the help'of Fourier expansion.

The fundamental concept of colour television is
based on the chroﬁitacity principle where most colours
can be produced as a ;inear combination of.three primary
colours. In colour television, the commonly used.prim-
~aries are red(R), blué(B) and green(G).

The primary colour signalsrare ohtained by a three
pick—up tube camera. In this camera the televised scene
is separated into three primary pictures by.dichpoic
mirrors Fig.(2.9). A dichroic mirror has the property
of reflecting a selected colour and passing-all‘other

colours. Additional filters are placed in front of each

tube to give the camera the desired spectral response
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because the response of the human eye is not uniform
witﬁin the visible spectrum. A typical curve of the
response of the eye in terms of brightneés is shown
in Fig.(2.10)

Considerations of compatibility require that a
black and white (monochrome) signal be obtainable from
the colour signal. Compatibility necessitates, in the
first place, the followiﬁg two conditiong:

a) The colour transmission must remain within the
frequency channel provided for black and white trans-
mission.

b)  The transmission of the luminance signal Y
should allow.éatisfactory monochrome operation.

‘As is shown in Fig.(2.10),the visual sensation of
brightness, witha peak near the yellow-green is not
uniform- throughout the visible spectrum. Thus, the
signal having a response similar to the human brightness

sensation is
Y = 0.30R + 0.594G + 0.11B . (2.36)

The condition of compatibility, therefore, requires
that the three primary signals are delivered in these
proportions. It is consequeﬁthrsufficient to add to the
transmission two other independent linear éombinations
of the primary signals. These additional signals, which

are known as chrominance or colour difference signals are;
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R-Y = O0.,7R - 0.59G - 0.11B
B-Y = -0.3R -~ 0.59G + 0.,89B
G-Y = -0.3R + 0.41G - 0.11B (2.37)

R-Y and B-Y are chosen because their maximum values
are greater than G-Y,

Thus a compatible colour television system may be
set up by transmitting a monochrome signal (Y) plus
two chrominance signals. The Y signal is transmitted
so that exisfing monochrome receivers can reproduce the
black and white picture. The chrominance signals mod-
ulate a sub~carrier near the high frequency end 6f the
video channel. Methods of modulating the sub-carrier
with chrominance information differ and they will there-
fore be described separately for the NTSC, PAL and

SECAM systems.

2.6.1. THE NTSC SYSTEM.

To ‘combine the two chrominance signals into a siﬁgle
signal, use is madé of a technique known as two phase
or guadrature modulation. Here the chrominance signals
are applied to two balanced mcdulators, the carrier is
suppressed and -a simple modulated chrominance signal

formed in this system can be defined as
S =V Cos .t + U Sin CUEct (2.38)

where V = 0.877 (R-Y) and U = 0.493 (B-Y) are the



weighted values of the colour difference signals.,
In most forms of the NTSC signal, the two chrom-
inance sub=-carriers are advanced by 33° from their U

and V axes Fig.(2.11)to give

n
1l

I Cos (W .t + 33°) + Q Sin (gt +33°)  (2.39)

where

V Cos 33°- U Sin 33°

-
H]

Hi

0.74 (R-Y) -0.27 (B-Y)
and

Q = V Sin 33°+ U Cos 33°

= 0,48 (R-Y) + 0.%41 (B-Y) (2.40)

The sub-carrier frequency is chosen to be an odd
multiple of half line frequency to allow the chrominance
and luminance components to interleave with minimal

interaction.

2.6.2. THE PAL (Phase Alternation Line) SYSTEM.

With the PAL system the weighting factors are sim-

ilar to those used for R-Y and B-Y in the NTSC system.,

\'4 ='o.877 (R-Y)

- 0.493 (B-Y)




The main difference between the PAL system and
the NTSC system is that in quadrature modulation the
phase of the sub-carrier for the V component is rev-
ersed at line frequency, Thus, the modulated chrom-

inance signal is defined by the equations

u = U sin( @, t),

v =iV cés(wsct)_ (2.42)

The positive sign of V refers to the odd lines
of the first and second fields and the evén lines of
the third and fourth fields.

The phase revefsal of the V component protects the
system against differential phase distortion in the
transmission sYstem ét the expense of a élight reduction
in saturation;iﬂln the decoder, the output from each demod-
u};tor is delayed by one line (64us) and direct and
delayed signals are added as shown in Fig. (2.12).

There is, however, the inherent drawback in this pro- |
cess of a reduction in ﬁertical chrominance resolution.

The frequency of the sub-carrier in the PAL system is

8

£ = (284 - 1) £ + 25 Hz : (2.43)

where fL is the line frequency and is equal to

fL = 1.5.625 KHz
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FIGURE 2.12 - Block diagram of PAL decoder using
the delay line method
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~In the NTSC syétem the sub-carrier frequency is

equal to an odd multiple of half the line frequency,
In the PAL system, the sub-carrier frequency is almost
equal to an odd multiple of quarter the line frequency
and the v component is switched by 180° on each conseq-
utive line. -This produces a 6ne-quafter line off set
for the V components and a three quarter line off set
for the U component Fig.(2.13). If the half line off
set of the NTSC sfstem had béen uséd, the phase alter-
nation of the v component would have produced compon-
ents at harmonics of the line frequency which would
increase the visibility of the sub-carrier signal in
mﬁnochrome réception. For the =ame reason the 25Hz

3 cycle per field) is added to the quarter line off-
set frequency.

In ofder to establish‘the reference sub-carrier
phase and to synchronize fhe éwi#ching of the V axis,
the demodulator is supplied with a burst of ten.cycles
of sub-carrier following the line synchronizing pulsé.
The phase of the colour burst is 225° with respect to
'U' on even lines of the first and second and odd lineé
of the third and fourth fields and 135° on odd lines of
the first and second, and even lines of the third and

fﬁm%hgfields respectively.
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2.6.3. THE SECAM (Sequential Colour and Memory) SYSTEM.

' The SECAM system has paséed through several stages
of development, one of the latest of which will be desc-
ribed in this sub-section.

In contrast to the situation in the NTSC and PAL
systéms, in the SECAM sysfem the two chrominance signals
are sent in line sequence; each one modulatés the sub-
carrier in turn for_the.duration of one scanning line
Fig.(2.14). A reduction in the vertical chrominance
resolution thus results.

The weighted colour difference signals are

w}
it

-1.9(R-Y)
cand

=)
It

1.5(B-Y) (2.4
Because only\one chrominance signal is transmitted at

a fime, éross-talk between the colour difference signals
is avoided and it is not necessary to use the quadrature
modulation technique of NTSC and PAL., Instead, frequency
modulation is used. The weighted colour difference
signals before modulation are pre-emphasised h;ving a

transfer function G{(f) where

- ate) =‘1+j(f/f1) : (2.45)
1+J(f/g-f1)
g‘= 3.0 and £, = 85 KHz

1
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The output signal is now applied to the frequency
modulator. The frequency of the chrominance sub-
carrier has the following nominal value on lines

modulated by signal D'R :

£ _ £ _
SR = 282 L= 4,406 25 MHZ

' and on lines modulated by signal D'B

£ - £ _ :
gp = 272 Y = 4,250 00 MHz

where ft is the line frequency.

The nominal frequency deviation obtained for unit
amplitude modulation signal is

%

280 KHz for D'R lines ' (2.46)

.AfR . .

and

Afy = 230 KHz  for D'[ lines - (2.47)

The maximum value of deviation is limited to the foll-

owing values;

for D'p: +350 I 35 KHz and -500 % 50 KHz
' + ‘ +
for D',: +500 ~ 50 KHz and =350 =

B

35 KHgz
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The ﬁodulated chrominance signal, before being added
to the luminance signal, is passed through é filter
which reduces the relative amplitude of the centre
frequencies. This improves the.chrominance signal to
_noiseAratio and the compatibility of the system. At
the receiver a filter with the inverse characteristic
(bell-shaped)'is used before the demodulator.

-The colour sub-carrier is suppressed during the
liﬁe and field blanking intervals. The sub-carrier is
regenerated at its nominal undeviated frequency during
the back porch of the line synchronizing pulses. To
_ ensure that each colour signal sequence is fed to the
correct démddulator, line identification signals)con—
sisting of nine lines of freﬁuency modulated sub-carrier,
are transmitted during the field blanking period.
_Thesé signals‘consisf of bursts of sub-carrier frequency
modulated by the following signals transmitted in 1iné
seﬁuencea

a) D'R, varying linearly from 0 to +125 from
the beginning of the line for 15 Fs followed.by a per-
iod at level +125.

b) b varying linearly from O to -1.5 from

L
B?
the beginning of the line for 20‘Ps, followed by a

period at level -1.5.
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CHAPTER IIIX

ONE DIMENSIONAL DPCM

3.1.  INTRODUCTION.

The television picture is composed of lines and_
fields, and the cdrrelation between pels along a line
and in both suécessive lines and fields has led to the de-
_Veiobment of predictors that are said to operate in
one, two and three dimensions respectively.

In one dimensional picture coding the estimated
value of Si’ gi,'is predicted from previous pels along
~the line and should be a close replica of S . All
predictors exploit the correlation in a signal'(an un-
correlated signal is unpredictable) and the higher the
correlation the more accurate will be the predictor.
.Further, areas of the picture in one or more fields
often héve correlation coefficients exceeding 0.98,
enabling the predictor desigﬁ to proceed on the basis
that the area in'which the sample to be predicted resides
may be considered as a constant luminange,hue zone,

Of course, this is not always true; and the predictor
may perform less well unless‘some form of motion
detector is used.

In the case of monochrome pictures, one, two
or three dimensional prediction can be achieved with~
out complication. For colour pictures, however,due
to the preéence of the sub-carrier, the pfedicfion

must be arranged according to sample phases that.
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are related to the sampling frequency, which affects
not only the transmitted bit-rate but ease of hard-

ware implementation.

3.2, THE SAMPLING FREQUENCY.
¢(52,54,63,64)

In most previous work the sampling
frequency of composite colour signals is simply rel-
ated to the sub-carrier frequency. This minimizes

intermodulation products between harmonics of the:

(65}

sampling and ‘sub«~carrier frequencies and is also

'important in differential coding. For example, by
selecting the sampling frequency (fs) to be three times
the Sub—carrier‘frequency_(fsc), the third previous
picture elememnt tpel) along the line is a good pre-~ .
diction of the pel under consideration, providing that
hue (H), saturation (S) and luminance (Lu)only change
sléwly. |
This-value of fs ié coﬁéiderably greater than the
Nyquist rate fN = Efm where fm is the highest freq-
uvency in composite signal s(t), and will increase the
bandwidth of the digitally encoded signal relative
to the minimum obtainable. This consequently led to

the developmenf'of sub-Nyquist sampling(66) at

f
s

2f 3 £ < f . This téchnique also enables

sc sc ™ m
satisfactory results to be obtained but is inherently
more complex, requiring the 'combing out' of aliased

components. In general, it is desirable that the

sampling frequency is simply related to both line and
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sub-carrier frequencies. in the case of the NTSC
system, this can be achieved without complication

(the sub-carrier frequency is a multiple of half-line
frequency). In the PAL system the relationship between
the sub-carrier and line frequencies is complei due

to the sub-carrier having a quadrative line and half

field frequency off set.

fo = (284 - 1) £, + 3% frielqd (3.1)

3.2.1.  SAMPLING FREQUENCY® AN INTEGRAL MULTIPLE OF
LINE FREQUENCY. N

The relationshib between the colour sub-carrier
frequency fsc and the line frequency fL is given by
equation (3;1). To remove the effect of the quarter
line off set, we multiply both sides of this equation

by 0.8.

o.8fSc = 227f] + 20 a (3.2)

The sampling frequency fs is selected to retain an

approximately integral relationship with fL. Thus,

fS = o.8fsc .n = 227:L n + 20n ' (3.3)

where n is a positive integer.
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Three values of n are of interest

=

il

w
H
n -
)

]

=
h

il

s sc 681fL + 60 (3.4)
n =4, £, = 3.2f_ = _908fL + 80 (3.5)
ns=>5, £, = 4.0fSc =1135f; +100 | : (3.6)

For n = 3,4 and 5, the 'slip frequencies' 60, 80
and 100 Hz respectively, cause a slip of half a period
of one cycle of the sub-cerrier. If a signal is converted
from a sampling rate based on line frequency (fS = 227an),
to a corresponding rate based on sub-carrier frequency
(£, = 0.8fscn). then, "during. the pefiod of each field
there is a horizontal displacement between the top and
bottom of the picture of about 1/5000 of the picture
width. Consequently, vertieal iines are represented by
an angle-<0.2q from their correct position. This small
divergence is insignificant(67).

If we consider the case of £, = Z.QfSC, the sampling
ffequency is slightly below the Nyquist rate resulting
in'the alias components at the edge of the spectrum
ﬁossibly causing visible interference. Further, since
they are situated at an_integral multiple of line fre-
quency, the possibility of combing out these components
is out of the questiom. For f_ = 3.2 (n=4), apart

from the difficulty of prediction similar to that obtained

when f_ = Z.Qfsc, the disadvantage is the high sampling




frequency. f

5 Qfsc (n=5) is probably the most
desirable sampling frequency, being simply related

to the line (ignoring the slip frequency of 100 Hz)
and sub—cérrier freqﬁencies. The ohly drawback again
is the high sampling frequency.

It is clear that the integral relationship between
f; and fL'aids the removal of the b;anking intervals
enabling picture bits to cccupy these intervals, con-
sequently reducing the transmitted bit-rate.

A further advaﬁtage occurs in that the sample points
produce the orthogonal array shown in Fig.(3.1a) which
repeats from fraﬁe to_frame.. If intermodulation-products
occur, however, the system will become vulnerable
because most of the energy in the luminance signal is
distributed around multiples of the line frequency.

As_fs has an integral relationship with fL, intermod-
ulation products will fall on these spectral components

at-multiples of fL causing visual interference.

3.2.2 SAMPLING FREQUENCY: AN INTEGRAL MULTIPLE OF
HALF LINE FREQUENCY.

The advantage of using this relationship between
fs and fL is that intermodulation and luminance compon-
ents do not interfere.

Multiplying both sides of equation (3.1) by 0.4j

and equating it to fs yields

£ = o;4fscj = 113.5j £, + 10j (3.7)
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FIGURE 3.1 - Resulting pattern of samples

a: sampling frequency is a multiple of line
frequency

b: sampling frequency is an odd multiple of
half line frequency
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If j is an odd integer (e.g. = 5 and 7)

H
1

=3 sC

o2f = 567°5f1, + 50 j=5 (3.8)
and

f = 2.,8f = 794.5fL + 70 j=7 | (3.9)

s sC

' The resulting pattern of sample points is shown in (3.1b)

343, PREDICTION FROM PREVIOUS PELS ALONG THE SCAN LINE.

The composite PAL signal can be represented as

S = Lu+ C Sin (257 £__t +§) (3.10)

where Lu, C and,Q)represent the luminance, saturation

and hue respectively and

O
1
1+
<
0

+ U2 (3.11)

=
n
1+

where the negative sign represents the PAL inversion of
the ¥V component which occurs on alternate lines. The
signal is sampled at a rate fs to yield a sequence of

picture elements.

5, = Lu + C Sin (277 i +©) (3.13)

tan” Hy/y) | | (3.12)
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The value of the i'" pel given by equation (3.13)

ig to be predicted from the three previous pels, S;.11

= and Si along the scan line. - The coefficients

i-2 3

{ a, }of this one dimensional predictor will be derived
as functions of f, equation (3.14) enabling the coeffic-
ients to be selected for varying sampling rates(68).

A linear predictor constructs its predicted sample

value as the weighted summation of previous pels
L ' . .
S, = 2 .a S (3.15)

The coefficients iak; are now found as follows: From
eqn.(3.13) the first and third previous samples 84

and Si— are determined and added together

3

Si_1 * Sj_4 = 2Lu + 2C Sin (27T ¥ (i-2)+9)

. Cos (27T F) (3.16)
By noting that the second previous sample is

s'i_‘2 = Lu + C Sin (277f(i-2) +(P} (3.17)

.it is seen that the sine terms in eqns. (3.16) and (3.17)
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can be eliminated to give an expression for the lum-

inance component

Por
S, + 8, . = 2.5, Cos 27Tf
Ly =—32=1 43 12 (3.18)

2 (1 - Cos 27[T)

A second expression for Lu is now sought. Adding

the present sample Si to the second previous sample Si o

gives
5, + 8, = 2Lu +2C Sin (27TF(i-1) +‘P),
xCos (27TF) (3.19)

and combining this sum with

S;_, = Lu + C Sin (27T F(d-1) + ) - (3.20)
yields
e o si + si_2 - 2Si_1_Cos (27T t) (3.21)

2( 1 - Cos 27TT)

Equating eqns, (3.18) and (3.21)

S, =8, _4 (1+2 Cos 27Tf) -~ S .o (1+2 Cos 27T T)

+ 51-3 o | (3.22)

By assuming that Lu, C and,q)are constant for Si’ Si 19

S. and S,
b

io2 we have obtained two expressions for Si’

3
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equation (3.13) which depends on Lu, C and q), and

equation (3.22) which is a function of S, ., S,
i-1 i-2,

Si—3 and f.

If the assumption that over four samples, Lu, C and 47
are constant (or geﬁerally change by a small amount) is
reasonable, then 8§, in eqn. (3.22) can be made equal to

A .
Si in eqn..(3.15), when the three coefficients become

a, = 1 + 2 Cos 27I§
ag = =4y ’ | (3.23)
8.3 = 1 P

By changing the sampling rate, thereby altering f,

the changes that need to be made to &a ]are simple and

k
given by eqgn. (3.23). Table 3.1. shows ai; a, a3 for a
~e-1
number of values of fs/fsc = £ . fs/fSc = 2,4, 3.2 and

4.0 correspond to the case where fs is, to a close app-
roximation, an integral multiple of line frequency whiist
fs/fsc = 2 and 2.8 apply when fs is an integral multiple
of half line frequency. fs/fsc = 2 is the so-called
sub-Nyquist sampling case (fs/fsc = 2.4 is below the
Nyquist rate). The relationship fs/fsc = 2.5 is of part-

icular value in two dimensional signal prediction and

is considered in detail in the follo#ing chapter.

From eqn. (3.23) we observe that,
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TABLE 3.1
Predictor coefficients for various sampling frequencies‘

£
-fi- a; a, a,
4 1 -1 1
3.2 0.2346 - -0.2346 1
3.0 o 0 1
2.8 -0.2470 +0.2470 1
2.5 ~0.6180 +0.6180 1
2.4 -0.7321 +0.7321 1
2.0 -1 1 1
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3 .
Z a =1 . (3.24)
n=

'a necessary criterion fof stability when the predictoxr
is used in the feedback loop of a DPCM encoder and, more
significantly, a desirable characteristic for luminance
prediction.

A simple same-=line predictor that'invqlves a delay
of.ST, where T is a sample period, is produced by adding

Pl

a further delay of 2T to give the predicted output Si,

A .

Sy,3 = Si_s . ‘ (3.25)
This prediction.can be used because £, = 2.5f__ pro-

duces 5 samples in every two cycles of the sub-carrier.

In a picture where the siénal changes rapidly this pre-

diction has the disadvantage of a relatively large pre-

diction distance (two sub-carrier periods).

3.4, ACCOMMODATING ABRUPT LUMINANCE CHANGES',

Adaptive prediction similar to that used by

(63)

Devereux for fS = stc is now considered.
By assuming Lu, C and.q)are approximatély constant
over sampling instants, i-1, i-2 and i-3, eqgns.(3.22)

and (3.23) are established from which the predicted

sample is
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_si=m'< (-a, S, , +a, S, , +5  .) (3.26)

where LK is the leak factor and is € 1.

This prediction is used unless there is an abrupt
change in the composite signal when the prediction
is based on a previous sample. The pfgvious sample

employed depends on the value of fs/fsc" For example,

A : .
if fs/fsc = 3.03 S, = LK, 5, . (3.27)
A
it £ /f = 2.5; S, =LK, 8. , (3.28)
A
or £ /fgc = 255 5; = LK, S, (3.29)

The predictors based on Si- and Si are used

1 2

for three consecutive sampling instants before the
pfediction given by equation (3.,26) is restored.

This ad;ptive prediction strategy depends on de-
tectioﬁ of abrupt changes in the compbsite signal'and
is conceived for use in DPCM encoding (see Chapter II,
Section 2.). Fig.(3.2a) shows an arbitrary composite
signal having sharp changes in hue and luminance.

The corresponding prediction errors when the prediction
is based entirely on equation (3.26) or on a combin-

ation of eqns. (3.26) and (3.28) are shown in Figs.

(3.2b) and (3.2c) respectively for fs/fsc = 2.5 and
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FIGURE 3.2 -

One dimensional prediction
Arbitfary composite signal

Prediction error from prediction based on three
previous samples.

Prediction error from prediction based on three
previous samples or on the second previous
sample
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3.5. CODING PARAMETERS.

As a criterion of performance, signal to prediction
error ratios.(SNRp)aré used. The probability density
function (pdf) of the error signal is.also employed to
compare various prediction techniques. :In actual en-
coding, prediction of pels is based on the reconstructed
picture elements for which a quéntizer is needed., In
the absence of a quantizer, the SNRp and pdf are con-
sidered when the picture is based on the original pels.

All predictors have been simulated on the digital
computer and the peak to peak signal to r.m.s. prediction
error ratio, SNRP and peak to peak signal to r.m.s.
quantizing noise ratio SNR, were found for 16 lines of

100 percent saturated colour bar signals (see Appendix A).

SNR

1
|\
o
=
O

3

SNR

20 Log PR : (3.30)

%

Ni
1 2
N Eiqi :
1 . :
i=1

where N1 is the.number of samples involved in the measw
urement and g is the quantizing noise in the presence
of the quantizer. The.amplitude distribution of the
prediction error is obtained by finding the number of

*
sample values in each 512 quantym intervals (=-256-255).

* 1 gquantum:. = spacing between adjacent 8 bit PCM levels.
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These points are then normalized to produce the
probébility density function of the error signal.
The probability density functions of three predictors
are shown in Fig. (3.3). |

The shapes of these curves are important in des-
igning the optimum gquantizers and in comparing the
performance of different predictors. A poorér ﬁre-
dictor will show a broader distribution of prediction

errorse.

3.6, QUANTIZER DESIGN PROCEDURE.

In Chapter II different quantizer design procedures
were considered., Given the probability density function
of the error signal P(e) and the number of quantizing
levels N, the necessary.conditions which define the opt-

imum design of a quantizer are

z, . L S S (3.31)
By
(e - Yk) P(e) de = O 7 _ (3.32)
Z : '

k
Deviation of the ébove condition is given in

Chapter IIL, Section 2.3.2.1. Further details-ﬁave been
(31)

discussed by Max y bearing in mind that e is a dis-

crete variable and that e-—Yk is the quantizing error for

a typical input mapped on Yk'
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FIGURE 3.3 - Amplltude distritution of prediction error
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For colour bar signals, probability density
funcfions of error signals are different in shape for
each predictor and it should be pointed out that the
" shape of the pdf will change from picture to picture.
So, if the object is to compare different predictors
for DPCM codiﬁg, it is best to carry this comparisop
out in the absence of the quantizer. Otherwise the
quantizer should be adaptive according to_the statist-
ical variation of error signal. For speech signals,
adaptation can be obtained without complication due to
the relativgly low speed of sampling and small number
of quantization levels. The quantizer for broadcast
quality television must be relatively primitive as it
has to operate with a lafge number of quanfizing levels
and at a sampling rate 1000 times higher than used in
telephony.

The following is a description of the élgorithm
used to carry out the design. 4

i) Suppose Pl(ei)’ P2 (ei).....Pn (ei) are the
discrete probability density functions of the error
signal for n different predictors. Instead of design-
ing optimum quantizers for each of the n predictors,
for simplicity, only, one quéntizer‘is designed which

is based on the average pdf's of the predictors.
1], ' |
P, (&) = N[(Pi(ei) + Pyle;) + ...PN(ei)] _ (3.33)

ii) Given the average probability density function
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Pav(ei), the output levels Yk are distributed accord-
ing to the distribution of Pav(e). Consequently, the
input thresholds Z _are defined by the condition (3.30).
After finding all Zk and Yk the quantizer is included
in the simulated DPCM loop. The new averagé pdf,
Pév(é) is tﬁen obtained whose prediqtions are based
on the reconstructed signals. The shape of the new pdf,
Pév(e) is slightly different from that of PaV(E)' The
quantizer design (baéed on P;v(e)) is then modified by
the experimental search procedure to obtain the pdf
closest to_PaV(e);

‘The input'range and quantized output levels for
the 5 and 6 bit quantizers used in the experiments are
shown in Table (3.2). In the case of the 64 level
(6 bit) quantizer, the negative_half of quantization law
was given by changing the sign of the first 31 input
ranges and quantized output levels, i.e. there were 33

positive and 31 negative quantization levels.

3.7. RESULTS.
The experiments were carried out using computer
simulation. The input signal, a 100% saturated colour 
bar PAL signal, was applied to the A/D converter and
the resulting 8 bit words were used prior to simulating
DPCM with different predictors. This leads to the DPCM

system shown in Fig.(2.1). The input sample x, and the

A
feedback sample Si are 8 bit words resulting in a 9 bit
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TABLE 3.2 - Quantizing-Iéws';m.

32 LEVEL QUANTIZER

64 LEVEL QUANTIZER

g~level .
nunber INPUT OUTPUT INPUT OUTPUT

33 | | 161 ~ 255 165
32 157 ~ 256 172 153 160 157
31 125 v 156 140 145 n 152 149
30 - 93 ~ 124 108. 137 « 144 141
29 77 ~ 92 84 129 136 133
28 61 " 76 68 121 « 128 125
27 49 ~ 60 54 113 120 117
26 37 48 42 105 n 112 109
25 29 ~ 36 32 97 ~ 104 101
24 21 ~ 28 24 89 n 96 93
23 15 % 20 17 81 ~ 88 85
22 11 ~.14° 12 73 & 80 77
21 7 %10 8 65 n 72 69
20 576 5 57 A 64 61
19 304 3 51 ~ 56 54
18 2 2 45 & 50 48
17 1 1 39 ~ 44 42
16 - 0 0 33 A 38 © 36
15 -1 -1 29 ~ 32 31
14 -2 -2 25 n .28 27
13 -3 % -4 -3 21 24 23
12 -5 % =6 -5 17 ~ 20 19
11 -7 % -10 -8 15 ~ 16 16
12, =11 N -14 -12- 13 ~ 14 14

9 -15 % =20 -17 11 a 12 12

8 -21 & -28 -24 94 10 10

7 -29 v -36 -32 7 a 8

6 ~37 v ~48 ~42 5 n 6

5 -49 % —60 54 4 4

4 ~61 N =76 -68 3 3

3 -77 % =92 -84 2 2

2 ~93 v -124 -108 1 1

1 ~125 v~ -156 ~140 0 0
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difference signal e, . Non-linear quantization (see
Section 3.6) is achieved by using a look-up table
producing a 5 or 6 bit DPCM word L.. The performance
criterion was taken to be.SNR._

Predicting the decoded sample Si at both the
tranémitter and receiver (assuming no channel errors)
from pels on the same line resulted in the SNR vﬁlues
shown in Table (3.3) being obtained for f_/f__ = 3.0
and 2.5. The left-hand column of the table gives the
sample or sampleé used in the prediction. When three
previous samples were used in the prediction the coefff
icients were calculated according to equatiom (3.23).
When the first or second previous samples were used,
k' Dieqr Ly and ij in eqﬁations (3.26); (3.27) and
(3.28) were all unity, and the DPCM encoder took the

L

form shown in Fig.(3.%4). When the quantizer level ex-
ceedgd the threshold (equivalent to a quantization out-
put level of 24) the switch was changed to produce the
first or Sécond previous sample, according to the value
of fs/fsc' and the strategy described in Section (3.%),
Row 6 in Table (3.3) corresponds to the prediction of
eqn.(3.25) gi = 5, 51 while the last row uses either -

A A
.8, =8, or 3, = S the latter being used in the

i i-5 i i-2?
presence of a luminance jump. Thus, the prediction
rules for rows 2, 4, 5, and 7 were adaptive according
to the principle described in Section (3.4).

The peak to peak signal to r.m.s. prediction error

ratio, SNRP, was found for the predictor in the absence
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NUMBER OF

SAMPLE PREDICTION SAMPLING‘ QUANTIZATION OVERALL
BASED ON | FROQUENCY £_ (SNR,, ‘D LEVELS SNR, dB
64 52.5
5.3 Mo 22.3 33 16,7
5. .
1-3
’ | : 64 52.8
or g 24 32 6.8
i-1 L
64 50.9
Si-1/85.2/5;5.3 2.5f . 22.5 33 14,4
S. .,5. -,5.
3-1r55-2/54.3 | 64 52. 6
g].:' 2'stc . 23'2 32 46.3
jel
"5-1755-2755-3 . 64 53.2
o 2.5F 22.5 2 232
S.
i-2
| e 64 49,6
54-5 2.5, 20.6 39 15T
i-5
64 52.0
or 2T5fsc 22.4 32 46.1
S,
Ll-2

TABLE 3.3 - SNR results of

one dimensional DPCM
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of the quantizer. The coverall SNR was determined as
the ratio of peak to peak input amplitude to r.m.s.
quantization noise and is given for both the 32 and

64 level quantizers.

3.8. DISCUSSION.

In this chapter a simple predictor having three
coefficients which can operate at any sampling rate has
been described. As méntioned before, {see Section 3.2)
the choice of sampling frequency depends on many factors.
For comparative reasons, fs = stc and fs = 2'5fsc
(marginally above the Nyquist rate) were selected.

The resﬁlts for predictors using the previous pel
or pels along the same scan line Table (3.3), show that
£hg SNR for £_/f_ = 2.5 is ihferior to that for £ /f_ =
3.0. The fifth previous sample predictor, although
simple, has an SNR which is 3dB worse than that of the
predictor employing the previbus pels. When the samp-
ling frequency moves from fs = stc towards'fS = 2.5fsc
the systém becomes more vulnerable to rapid luminance
transition. This is mainly because wpen the sampling‘
frequency decreases from stc to 2.5fsc, the increased
vaiues of a, and a, will intensify the.instability of
the predictor during these transitions.

The stability of the predictor can be improved
by using an ada?tive strategy (see Section 3.4) which

usesg’ first or second previous sample prediction for

three consecutive pels when there is a rapid transition.
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The results for predictors using the adaptive ver-
sion, Table (3.3), show that the SNR for f_ = 2.5f__
is a close approximation to that for fs/fsc = 3.0.

The adaptation strategy is more effective in combating

abrupt luminance changes than chrominance ones (part-

icularly sharp hue variations).

3.9. Note on publication.

A paper entitled 'Non-integer sampling to sub-
carrier frequency ratios in DPCM of PAL signals', in
co-authorship with Dr. R. Steele (Ph.D supervisor), has
been published in Electronics Letters of IEE., Voi.is,
No.16, August 1979. This paper is an abridged version

of Chapter III.
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CHAPTER TV
TWO DIMENSTONAL DPCM

4,1, INTRODUCTION.

In the last chapter one dimensional DPCM of colour
television signals was discussed. Due to the high
correlation that exists between samples on adjacent lines,
better performance can often be obtained by employing
two dimensional prediction.

In two dimensional prediction, the predicted value
gi of a pel si’j? can be obtained by a linear combination
of the amplitude values of mneighbouring pels occuring
prior to-Si,j in the game line and on preceding lines -
Fig.(&.i). For a monochrome signal the immediate hor-
izontal and vertical neighbours of Si can be used without‘
complication. For colour television signals, becausé of
the présence of the sub-carrier, prediction using immedQ
iately neighbouring pels cannot be achieved easily.
Difficulties arise especially when PAL colour signals
. are used, due to the line alternation of the v component,
bearing.in mind that the strategy underlyiné any pred-
iction algorithm is entirely dependént on séleption of
the sampling frequency and its relation to the sub~
carrier frequency (see Chapter III, Section 3.2).

Two dimensional differential pulse code modulation.

(2D, DPCM) has been extensively studied and is well

(58,64,69,70,71,72). (52) has prop-

documented Thompson

osed a predictor for PAL colour signals which uses the.
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FIGURE 4.2 - Diagram of picture elements of PAL
sampled at 13.3 MHz.
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previous pel S, and congugate chrominance components

2
* * s .

of 59 and S, (Sgcand Sloé)Flg.(4.2) to predict the
pel Sl'

3 a5, -8t 4 s 4

S1 = P2 7 Pgc * S10c (4.1)

* * = s .
S9c and SlOc are obtained by a simple modulation

technique known as a PAL modifier in which modulation
. of the chrominance signal by a sinusaid of twice the
sub-carrier frequency; generates additional compopgnts
near‘stc which can be eliminated by a low pass filter.
In his paper Thompson has also examined the chrom-
inance correction scheme in the case of NTSC signals
which does not réquire a PAL modifier. An alternative
approach is the all digital planar predictor which has

(73)

been developed by Thompson « For PAL colour signals,
the planér is characterised by the three cyclic élgor—
ithms to overcome problems arising from the V-axis

switch,

>
1
n
+
n

N

52 = 53 + 510- 311

S s S S (4.2)
Devereux(74) has also éxamined a . similar two.

dimensional prediction for PAL colour signals. " In‘his
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method a cyclic thfeeustéte'prediction algorithm is
used to cancel the effect of the phase reversal of

the V component.

N
S, = (85 + Sg)/2
§3 = (55 + §,5)/2 - (4.3)

The prediction algorithms discﬁssed abofe are
established at a sampling rate of three times the sub-
carrier frequency. In thisAchapter a two dimensional
prediction technique is studiéd at various sampling rates.
The two dimensional prediction which is described here
comprises a combination of predictions along the scén—
ning-line (discussed in the previous chapter) and from

previous lines.

4,2, TWO DIMENSIONAL PREDICTION.

The one dimensional prediction described in the
previous chapter exploited the correlation of adjacent
pels along a scan line. In this secfion the‘predictor'
utilizes the correlation of pels in between lines, and
then considers the.use of pels on the same line and on
adjacent lines in the prediction process.

For PAL signals the sub-carrier, fsc{ is almost an

odd harmonic of quarter line frequency,
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fL
£f = 1135 Z_ + 25 | (4.4)

where f, is the line frequency. As there are 625

lines per frame and 25 frames per secbnd,
£ f 25-x 625 = 15625 Hz
One scan line contains
(fsc/fL) = 283.7516 _ (4.5)

cycles of the sub-carrier. Therefore, the initial sub-
carrier phase at the beginning of each successive line

differs by
QEG.= (1-0.7516)360 = 89,424 degrees (4.6)

However, the V component of the chrominance signal
changes by 180% on successive lines and also the phase
of the sub-carrier onreach alternate line changes by
2 X 89.424 = 178.848°. The predictor must acknowledge
these phase shifts by careful selection of the sampling
frequency fs; If fS is not rgstricted to be an integral
multiple of fL‘ the number of samples in one line is N

where,

£ :
=N+ F (4.7)

=
f
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FF ig the fractional part of the ratio.
For 360 degrees (one cycle) of the sub-carrier,

the sample period in degrees is

9- Tsc , 360° : (4.8)

The sample phase shift between lines is

Dse = (1-F)| —== 360 - (4.9)

f .

s
For
q%; = q%c g _ ' ‘ (4.10)
f .
F = 1-0,2484 | == ' . (4.11)
fsc

Substituting F into equation (4.7) gives

.

(1+N) : '
s~ ogn fsc : o (Ba2)

f
where N, an integer, is chosen to suit the required fs'

4.2.1. PREDICTION USING PELS ON THE SECOND PREVIOQUS

LINE, f£_ = 2.5f__.

The sampling frequency fS is selected according to

the following criteria:

1.) f  exceeds the Nyquist rate, 'fi, i.e. £_>

fy = 2.481‘Sc for the PAL signalj;
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2.) f_ has a simple fractional relationship with

sC

3.} f, is selected using equation (4.12), which

can be expressed as

o o=|N_ e .

< ol REN (4.13)

- 8C

=
ﬁ

where K is a system parameter. For this value of fs to
be compatible with criterion (1.) £.> 2.48f_ , X 3 10.

By selecting K=10, the lowest value of fS = Z.SfSC is

obtained.
We now consider how the sample on the second previous
line can be uzed to predict the current sample for fs =

2.5fsc.

Applying equations (&.11) and (4.12), F = 0.379 and
N = 709. However, some scan lines contain 709 pels
while others have 710 pels. This variation of one pel
is due to the fact'that F £ 0. A sector of the dist-

ribution of pels for fs/fs

o = 2.5f__ is shown in Fig.(4.3).

For a plain area of the picture, pels Sl’ S S

2!

line 1 have similar amplitude and phase to pels S

greee ON
1421,
51422, 81423,... on line 3. The PAL inversion of the

v component occurs on intervening lines requiring more
elaborate procedures to be adopted (as described in the
néxt.séction) if samples on the even lines are to bg

used to predict pels on the odd lines. As can be seen
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from the figure, to predict a picture element on the
second previous line(be it odd or even) all that is
required is a delay of 142o/fs. The predicted pel is

therefore

wn>

S

i = ®i-1k420 (4.1%)

The prediction distance associated with a delay of
1420/fS is the same for each pel (except those at the
ends of the lines) as shown by the arrows in Fig.(4.3).
A one dimensional predictor can now beiincorporated
to give a predicted value based on equations (3.22) and

(3.23) in Chapter III,, and equation (4.14) above.

A
S, = AS

i i-1420 Si_3) (4.15)

+ B (a1 S, + a. 8 + a

i-1 3

This prediction algbritﬁm utilizes the correlation
betweenApels delayed by 1,2,3 and 1420 sample periods,
but within a prediction distance of 4 pel spacings. The
system parameters A and B are usually close to 0.5,
although the optimum values depend on the statistics of
the signal,

A variant of this algorithm uses the adaptive strat-

egy used in the previous chapter (section3.k)

L a, 5 -1t 2y Si-2 + a3 Si—3 _
S. = AS. + B
1 1—11120 or (4 16)
. N LK .S. -
2 i=2
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Further, the Si—1420

owing an abrupt change in the picture in the wvertical

component could be omitted foll-

direction.

b,2.2. PREDICTION FROM PELS ON THE PREVIOUS LINE,

fs = 2'5fsc'

Interline prediction similar to that used by

Thompson}BB)'for fs/fs o

"=3, can be achieved for £ = 2,5 .
c s s
A periodic pattern of samples is produced of duration

equal to two cycles of the sub-carrier, where the spac-

ing  between adjacent samples is, from equation (4.8),
144°, Seen on a transition state diagram, Fig.{(4.4),

the sémple positions ¢orfesponding to_statés A,B,C,D and

E are 144", -72°, 72° and -144 and 0° relative to -the :
U axis resﬁectively. |
Consider a vector gentred on the origin of the
U-V axis which rotates in an anti-clockwise direction
during odd scan lines, and in a clockwise direetion
during even scan lines. Thusg, in the case of the first
scan line, which is odd, a succession of samples 52, SB’
Sq, S5, S6' S?""S708’ 5709 are generated according to
the sequence of transition_states B,MQ; ﬁ, E, A, B, C, D,
For the second line, the sign of theﬁé component is rev-
ersed and the transition diagram of Fig.(%.4b) applies.
Samples 5710, S711, 5712, 8713, 5714, 5715, 5716"'51417,
g are produced for the tranéition states E,D,C,B,A,E,D..

S
141 .
C,B. Conseqﬁently, SQ, 53, Sz, S6 and 55 can be used to
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‘(u)

» U

(b}

> U

FIGURE 4.4 - Transition state diagram f_ = 2.5f
a) odd lines s
b) even lines




predict S

2117 5712, 5713, S714 and 5715, provided
additional delays to 707T of 0, 2T, 4T, T and 3T,

respectively, are available where T is the duration

of one samplé period T = 1/fs’ Figure (4.5) shows the
initial parts of the first two scan lines fprlﬁart of
a picture having a constant Lu, C and q!. Both the

u and v components slip by nearly 90° in'subsequent-
scaﬁ lines and in addition the V. component had its
phase switched_p§n180° in alternate lines.

When mofe.sp;ﬁ 1ines areléonsidered, aS.showp in
Fig.(4.6), the prediction pattern for the picture becomes
apparent, Observe that the prediction pattern for sam-
pies aséociafed‘with 'E' state transitions is'a‘straight
iine in the figure, i.e., the 'prediction distance',
except at line terminations, is constant and relatively
small. The pattern; for B and C zig-zag causing the
prediction distanée to vary bétween adjacent lines.,

The longest prediction distance occurs with the A and
D_states. These prediction patterns can be easily
accommodated using the_simple predictor shown by the
solid lines in Fig.(4.7). Four delays of T seconds

and one of 707T seconds, and a rotating switch_combine-
to produce the predicted ocutput gl,i

A
$1,1 % ®i-707-j o C(&.17)

-

where j = 0,1,2,3,4 corresponding to transition states

D, A, C, E, B respectively. As the switch rotates in -
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3 St4e S5

FIGURE %.5 - Initial part of U and V compomnent waveforms for the first two
scan lines. Transition states and pel positions are marXked.

€8




o>

g

C g ;-“ ;‘-" | - E . ; D fl c . B -

* 3>

FIGURE. 4.6+ Prediction Patterns for Predictions from pels on the previous line
fs = 2¢5fsc ‘ '




85

N
M -
0 o -
a |2 5
“.... ..“ o\
Bl w
L.J
e S — -

8C

-5f

=2

f

2|
| Y -
"4
T707T
Two dimensional Predictor

[
. =
. : ‘ , =
W -
=
, &)

SN/ ‘




86

a clockwise direction the correct value of i is
automatically selected irrespective of whether the

input sample is on an odd or even line.

A
In order to generate S2,i the pels Si-i’ Si“2

and Si are available in the predictor, and hence by

3

multiplying them by the appropriate a a the

1* 290 aBs
A
predicted output 52 j can be formed., The coefficients
4

al,-a2, a3,_are selected according to:the theory given
in Section (3.3). We now have available two predictor

. N
outputs based on one sample on the previous line (81 1)
;]
. - A
and on three samples in the current line (Sz”i). A
9

better prediction can therefore be achieved by combining
these two predicted samples:

A 3 ,

Sy 4 = A8y oop5 * B nz—l a S, (4.18)
where A and B are system parameters usually close to
0.5.

Alternatively, we can use the adaptive prediction

of Section (- 3.%4.) to produce an equation similar to

)

(4.16), where the second previous line component (Si_1420

is replaced by a switched previous line component
L d .

(34 20750

4,3, RESULTS.
The experiments were carried out using computer

simulation. The input signal, a 100% saturated colour
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© bar PAL signal, was applied to the DPCM system using
different types of two dimensipnal predictors.  The
5 and 6 bit quantizers of Table (3.2)are used in the
experiments., These quantizers'wefe designed according
to the avérage probability density function of most
of the one and two dimensional predictors (see Chapteer
III, Section3.6). The peak to peak signal to r.m.s.
noise ratio SNR, and gignal to predictibn noise ratio
SNRP, are taken to‘bé the measure of performance.
" The prediction is based on sampleé along the same.
and on either the previous line or the second previous
line. Tablelk.1)shows the SNR results for the same
quantizers aﬁd input signal used in connection with one ;
dimensional DPCM {Chapter III), except that fs/fsc is . ;
always 2.5. The weighting of the samples along the éame |
scan line as the sample being predicted is identical 1
to that used in Table(3.3) Chapter IXXI. The prediction
for the sample used on eitﬁer the previous or second |
and S,

Si-707—j i-~1420°
By forming the predicted sample as the average of the

previous line is respectively.

previous and same line predictions the SNR values were

obtained.

4.4, DISCUSSION.
A two dimensional predictor that avoids comb fil-
tering by operating marginally above the Nyquist rate,

is relatively simple to implement, achieves short pre-



TABLE 4 .1 - SNR results of two dimensional DPCM

88 .

SAMPLE DREDICTION DAGED OMBER OF
ON QUANTI ZATION OVERALL
SAME LINE ~ PREVIQOUS LINE SNRP, dB - LEVELS 7 ) SNR, dB
g 64 53.6
8117552533 5i-1420 24.5 32 6.6
| . , 64 - 54,0
$1-1785-2154-3 51-707-3 25.8 3 47.5
Si-1+55-2785.3 . | 64 ! 53.9
or S, 25.1 -
2 i-1420 32 8.0
)
Si-183-2:5i-3 64 | 5.8
or - 54-707-3 26 32 | 18.9
i-2 - | |
- ' 64 51.9
Si-s Si-1420 23.2 32 , 46.3
o - 64 53.0
Si-5 o $i-707-3 24.6 32 16.7
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diction distances and SNR values that éatisfy CCITT
requirements, is proposed here. After deriving. eqgn.
(4.12) and confining the sampling frequency £, Jjust
to exceed the Nyquist rate, fs wasg chosen to be

2.5f . By so doing, it was found that a simple pre-

sc
di;tor involving a fixed delay of 1420/fs enabled
predictions to‘be made from sampleé on the second pre-
vious line,(see Fig.4.3). Using the slightly more com-
plex predictor Fig.(%4.7), and phase-locked sampling,
predictions were made from samples on the previous line,
where the electronic switch rotating continuously in
a clockwise direction automatically selected the correct
delay. |

The predictions based on previous lines éxploit
the vertical correlation in the picture. Combining the
one dimensional predictors described in the previous
chapter, and their adaptive variants, the correlation
in the horizontal direction can also be utilized:to
achieve a two dimensional predictor based on 4 pels.

" When the two dimensional predictor was combined
with the one dimensional adapfive predictor at-fs/fsc=2.5
the SNR increased by a further 2,.,5dB, From Table (4,1)
it can be seen that by using the prediction based on a
pel in the previous line compared to the second previous
line the gain in SNR is just over a dB., It is therefore

concluded that for fs/fsc = 2,5 the prediction,
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1 -0.618 s, + 0.618 S,
A ) 1=

1 2
Si = 0.5 Si—?O?—j + 0.5 + Si-3
or
. Si_g (4.19)

gave the best SNR of the systems tried. ~ Of the two
dimensional’ predictors discussed the easiest to impl-
ement is

§ =58. _+s8 (4.20)

i i-5 i-1420
(see Table 4.1, row 6). The penalty in SNR is 3dB
compared to the DPCM encoder using the predictor based
on equation (4.19). The bit rate of 5 and 6 bit DPCM
for fs/fsc = 2,5 is 55 and 66 Mb/s, to which super#isory,
synchronization and error correcting bits may be added.
‘We emphasise that the theory in Section 4.2.1; is
not dependent on the fs/fSc = 2.5 condition. Using eqn.
(4.13) other fs/fSc ratios can be selected and predictors
designed. Our choice of fs/fSc = 2,5 resulted in pre-
dictors that are relafively simple while operating
above the_Nyquist rate. They may have more application

in studio work than in the transmission environment

where fthe more complex DPCM-codecs associated with

fs/fs = 2.0 may be prefered.

C
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4.5.- Note on pﬁblication.

A paper entitled 'Predictors for intra-frame
encoding of PAL picture signals', in co-authorship
with Dr. R. Steele, has been published in IEE Proc.,
Vol. 127, Pt.F, No. 3, June 1980. The paper is a
version of the two dimensional DPCM described in this

chapter.




" CHAPTER V
BLOCK ADAPTIVE DPCM OF COLOUR TELEVISION SIGNALS.

5.1. INTRODUCTION.

The reduction of the sampling rate fs, is one
of the key factors for bandwidth cdmpression of dig-
itally encoded colour television signals. For example,
sub-Nyquist sampllng at £_ = 2fsc(where £ o is the
sub-carrier frequency) with 6 bits per sample yields

(66)

53 Mb/s . which is still relatively high compared
with the 5,5 MHz bandwidth of analogue PAL signals.
The demand f;r further bandwidth compression.is still
the main criteria in the encoding of broadcést quality
colour television signals.

In the last few years the emphasis in picture
coding has concentrated on the software and hardware
implementation of more complex techniques. This is-
partially due to advances in the technology of digital
processors and digital storage devices which havé re-
sulted in dramatic rgductions in the size and cost of
digital proceésing logic functians.. Development of
fast and massive digital memory and of digital logic
has also given a good opportunity to consider more
complex and sophisticated techniques. These are mostly

(75)

adaptive techniques such as adaptive transform

(76-79) (80-83)

, adaptive delta modulation and

adaptive DPCM(84'86). These are able to follow

coding
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statistical variations iﬁ the input signal and
therefore increaée the encodingvefficiency of these
systems. For example, a DPCM system with an adaptive
quantizer'and adaptive predictor provides an improved
performance since the adaptive quanfizer step-size

reduces both granular and slope-~overload noise. The

adaptive ﬁfedictor provides a signal of smaller variance

at the quantiier.input than a fixed predictor.
In this chapter schemes which make use of short-

term statistical properties of pictures, resulting in

more efficient coding,'are considered. In Section (5.2)

a simple adaptive linear predictor with one coefficient
is presented; The value of the weighting coefficient
is updated for each block of incoming samples stored
in the input. buffer. Therefore, the weighting coeff-
icient changes with a period of NT_ seconds, where TS
is the sampling period and N is the number of samples
in each block. |

In Section (5.3) the design procedure for a block
adaptive quantizer comprising a combination of K non-
uniform quantizers is studied. :The proposed adaptive
stfategy is extended to the foliowing systems;

i) ©block adaptive variable length quantizer:

ii) block adaptive fixed length quantizer:

Section {5.4) deals with the simulation results
considering differenf sampling frequencies and wvarious

quantization schemes. Comparisonsof these various
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techniques,in terms of resulting bit-rate and signal

to gquantization noise ratios, are also presented.

5.2. ADAPTIVE PREDICTORS. .

| DPCM systems uéing a fixed optimized predictor
generate.a_well behaved statiomary differential signal
if the-original data is stationary. For optimal en-
coding of a non-stationary signal, the weighting coeff-

icients of the predictor require changing according to

the variation of the signal, thus generating stationary
differential signals.

One approach is updating of the predictor coeff-
icients aj, using a sequentially adapting estimation

(87)_

technique such as the gradient search method

(88)

Gibson and others examined the application of Kalman

(89,90)

filter algorithm and stochastic approximations
in updating the predictor coefficients for sbeech coding.
However, the adaptation algorithm is complex and cannot
be considered for real-time pictorial coding. In these
methods the predictor coefficients are not transmitted
~but are extracted from the reconstructed signal at both.
the transmitter and receiver.  This is known as back-
ward estimation. It is cleér that a prior knowledge

of the statistics of the input samples (forward estim-
ation) will produce more accurate prediction than back-
ward estimation.

(91)

Atal and Schroeder stﬁdied the performance of




such an adaptive system for speech signals. Their

system can aéhieVe very large SNR gains over PCM.
However, its great complexity limits its application

- ( 92)

for real-time communications. Xydeas presents a
comprehensive review of various adaptive schemes used

ih_speech coding. Due to the high sampling rate of

television signals however, similar complex adaptive

fechniques may involve difficulties in hardware imp-
lementation. -
The adaptation strategy which is described is

based on the orthogonality principle of linear mean-

(93)

square estimation + The predictor coefficient is
determined by optimizing the mean-square of the diff-
erence between the input signal values and predicted

values of each block of incoming samples stored in a

buffer(gq).

It Sj+1' S 5 are the video sample values

J+21°°°T 34N
in the PP plock where jg= (P - 1)N, the linear estimate

of the sample Sm based on previous samples is denoted

by the following equation;

Y
where Sm is the unweighted estimated value and ap is

th

the weighting coefficient in the P block Fig. (5.1).

The.error e between the sample Sm of the input

A
signal and its predicted value Sm is given by
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Y
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FIGURE 5.1 - Block adaptive predictor : -
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e = S - g . (5.2) )

t

The mean-square error in the P h block is

S (s, - 802 | (5.3

Given that the predictor coefficient is unchanged for
each block of incoming samples, ... equation (5.3) can

be written as

(S -~ a

1 & .2 '

The optimum value of a_ can be found by equating the

P
derivative of dz with respect to ap to zero.
adz m=j+N 4 T~
.1 S 0, niy 0 G
bap m=j+1
Therefore,
m=j+N A
S S
ap = m=j+N 4 5 (5.6)
(s ) o
. m
m=J+1

The minimum mean-square error can be obtained by

substituting ap in equation (5.4)

m=j+N
() . == s 2. a2
e 'min N . m P
m=j+1

3

]
G
.
A

Wy

1
N (5.7)

=

1
(S
+
[ary
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To extend the algorithm in relation to the sampling
frequency fs and the sub-carrier frequency fsc, two
distinct cases are examined for fs = nfsc.

i.) when n is an integral value. In this case the

best linear estimate of sample Sm should be based on the

previous sample one sub-carrier period away, e.g.,
. ‘
S =8 (5.8)

Substituting the above relation in equations (5.6) and

(5.7) results in

m=j+N ‘
S ‘ |
m::j+1 m m—l‘_l ( ) .
8p = m=j+N 59 |
2 |
(s_ ) |
. m-n
m=3j+1 }
l
and
m=j+N m=j+N o
2 1 2 2 1
'(de)min =N :E. Sm - % W :E. f?m—ﬁf (5.10)
: m=j+1 m=j+ _

£, = ZfSC,‘(n=2) (sub-Nyquist) and £ = 3f__, (n=3) are

two of the most important sampling rates which have been

used in composite coding of PAL colour television sig-~

nals {66‘53).

ii.} when n is not an integral wvalue (95). It has
been shown in Chapter III {(eqn.3.26)} that

2 .

Sp = = bS 4+ bS5+ S g - (5.11)
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where

£
b = -(1+2 Cos 27T )
'8

from.equations (5.1) and (5.11)

N
sm = ap (-bsm_1 + bSm_2 + sm_3) (5.12)

With respect to equation (5.12), equations (5.6) and

(5.7) can be written as

m=j+N .
£§£+1 (s,) (-bs ., +bS . + sm_3)
ap = TZjN (5.13)
— ' 2
P (=bS__, +BS o + S _J)
and
m=j+N m=j+N
(dz)miﬁ %; sz e o % (-bsm—l *
B m=j+1 m=j+1
bS, o + S, 47 | (5.14)

5.3. THE ADAPTIVE QUANTIZER.

' The distribution (pdf) of the differences between
the actual wvalues of pels and the corresponding estimates
is close to Laplacian, which the width of the distrib-
ution changeé from block to block depending on the stat-
istical variation of each block. Therefore, it is

sensible to use various quantizing laws according to
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(96)

that variation. Noll examined a uniform quantizér
with a step-size adaptation for speech signals. The
adaptation is performed by a variable gain GN prior to
the quantizer and inverse ggin GN—l prior to the pre-
dictor. GN is proportional to the inverse of the var-
iance of the difference signal Fig.(5.2). With this
adaptive strategy Noll has increased the dynamic range
of the.quantizer, which is a very important factor in
speech coding.

The technique which is described here is based on
the selection of K possible non-uniform quantizers. The

insertion of each quantizer in the DPCM loop depends on

the variance of each'block of incoming samples. There-

fore the selection of each quantizer is controlled auto- - :  ::

matically by a set of K-1 threshold values t1, € t

greee k-1*
The selected quantizer remains in the loop until the
next decision is made (after NT seconds).

In applying the above technique, thg following types
of quantizers are considered.

i.) The block variable length quantizer (System A).
‘Aé has been mentioned before, the probability density
function of the differential values of pictorial material
is e¢lose to Laplacian, The>smalier the absolute value
of a difference, the higher is its probability. To
minimize the average number of bits per sample shorter

code words must be assigned to the blocks containing

highly probable differences and longer words to the blocks
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with less probable differences.
Therefore, K non-uniform quantizers Ql' QB"'QK
are used, each having a different number of guantization

levels, L L_,..L The threshold values are estab-

1' 72 K*
lished according to equations (5.10) and (5.14), depending
on the sampling frequency. This is achieved by dividing
the variances (dz) of all blocks into K categories with
rgspect to Ll' L2"'LK'

Each non-uniform quantizer is designed according to
the average probability density function (pdf) of the
blocks which lie within its threshold values. In this
way blocks with smaller values of 62 employ quantizers
with gmaller numbers of quantization levels.(less active
picture regions).

This mefhod produces bits at a varying rate from

P _ represent the select-

block to block; e.g. if Pi’ P2,.. K

ion probabilities for quantizers Ql; Qz"'QK respectively,
the average number of bits per sample of -the system is
(5.15)

= L
C P1 og, L

1 +P2 LOgZL -ooo+P'L0g2L

1 2 K K

Information about the predictor coefficient and quant-
izer selection must be transmitted to the receiver in
addition to the picture information. The average number
of bits per sample required to £ransmit the overhead

information (Cz) can be shown to be

C, = (Log2 L

2

p + Log, K)/N bits/sample - (5.16)
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where LP is the number of quantization levels re-
guired to gquantize the predictor qoefficieﬁt. The

overall bit-rate (B) is then

B:nfsc (01+C

o) | (5.17)
ii.) The fixed length quantizer (System B).

This system is identical to System A except that
here the number’of quantization levels for all XK poss-
ible guantizers are equal. Therefore, for smaller var-
iances thé encoder selécts_thé quantizer with relatively
more 'fine' quantizatibn steps and vice-versa. This
method increases the dynamic range of the system by

reducing granular noise and slope overload distortion.

5.3.1, THE TRANSMISSION BUFFER.

In a variable length quantizer the bit-rate varies
from block to block depending on the activity of the
pictorial segments and the threshold values specified
in the encoder. Therefore, a buffer is required to gen-
erate a constant transmission bit-rate. Because the
signal must be reconstructed in proper time sequence
after transmission, another buffer store must be pro-
vided at the receiver(97). For television it may be
possible to employ comparatively small stores as any
loss due to 6verflow could be compensated by inter-
polation between neighbouring lines in the picture.

However, reduction of the probability of overflow would

require larger stores.




"In the case of'block variable length codec, it
might be possible to usercomparatively-small stores
by controlling the overflow. For example; suppose there
-is already an overflow in the Pth block and for the
next incoming block an initial decision is made by a
comparator to select the quantizer with the ﬁaximum
code length (e.gﬂ Qi) Fig.(5.3). It would then be
possible to changelthe comparator decision to select
the guantizer with'smaller code length (say Qz) to pre-
vent a further overflow in the incoming block.

No atfempt has been made here experimentally to
establish a reasonable size of the buffer. Several
studies of this aspect in buffers have already been

: 8-10
reported in the litera\ture(9 1 1?

5.4, RESULTS AND DISCUSSION.

Several experimental tests were carried out using
computer simulation and a 100% saturated PAL colour bar
signal as input data. |

The input samples were delayed by NTS seconds (during
which each block of N samplés is stored in a buffer) and
the predictor coefficient (a) and the variance of the

difference signal (dz) calculated according to equations

(5.9) and (5.10) for £, = nf_ (n=2 and 3), and equations

(5.13) and (5.14) for £, = 2.5f__. The predictor coeff-
icient is quantized by a 22 level non-uniform quantizer.
In the first part of thé experiments the amplitude

distribation of prediction error together with the peak
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to peak signal to r.m.s. prediction noise ratio were
measured. Figure (5.4) shows the amplitude distribution
of predictidn error of non-adaptive (fs = stc) and
adaptive (fS = 2.5fSc and 3fsc) pre@ictors %n the absence
of a quantizer. It can be déduced from this that adapte-
ation.results in the reduction of large ﬁrediqtion_errprs,
which would'otherwise cause severe system overload in |
the presence of a quantizer. Furthermore, this block ada-
ptive prediction strategy shows the similarity and improv-
ement in signél to prediction noise ratio for adaptive
f = 2.5f_ and f_ = 3f igrespective of the selection
of Sampling frequency.

In the Eécond part of the experiments a 100% saturated ‘

coloﬁr bar signal sampled at fs = 2fsc and fS = 2'5fsc’ }
was applied té the DPCM system of Fig.(5.3). The measure

of performance was taken to be the peak to peak signal

to r.m.s. quantization noise ratio, SNR, and fhe resulting

bit-rate. The results are classified intoc two groups and

are shown in Tables (5.1) and (5.2) corresponding to the

type of quantizer used.

| Table (5.1) represents the results for the variable

length gquantizer. Four non-unifdrm quantizers Qi’_Q21 Q3s;-

.+Q, with 4, 8, 16 and 32 levels respectively, haﬁe been

used. The input range and quantized output levels of

Q

quantizers'Qi, Q Q4 are shown in Table (5.3). 1In

2! T3
the case of the 32 level quantizer, the negative half of
the quantization law was obtained by changing the sign of
the first 2-16 input rahges and quahfized output levels,

i.e. there are 17 positive and 15 negative quantization
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TABLE. .5.1- RESULTS OF THE

ADAPTIVE DPCM

VARTABLE LENGTH BLOCK ADAPTIVE AND NON-

NUMBER OF QUANT-

DPCM

ppcM | samMPLING | BLOCK | IZATION LEVELS g¥?R§kgE, SNR
. SYSTEM FREQUENCY | LENGTH - dB
T C=C +C_-
2
BLOCK R ' -
ADAPTIVE £ =2f_ 15 & 8 16 32|.28.34 . 50.02
DPCM 8 T
BLOCK : .
ADAPTIVE £ =2.5F__ 15 " | 4 8 16 32| 35.9 48.8
DPCM - s scy o
BLOCK : . :
ADAPTIVE fs=2fsc 100 4 8 M6 132].41.0 47.5
DPCM :
BLOCK _ .
"ADAPTIVE fS=2.5fsc 100 L 8 16 32 52.8 46.7
DPCM :
' NON
ADAPTIVE f =2f - 54 51,0 49.8
DPCM s s8¢ :
. NON X
ADAPTIVE fS=2.5fs - 54 63.78 &8.2

got
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TABLE 5.2- RESULTS OF THE 24 LEVEL FIXED-LENGTH BLOCK

ADAPTIVE DPCM.

OVERALL
DPCM SAMPLING| BLOCK |gic g " SNR
SYSTEM FREQUENCY| LENGTH 1o dB
Mb/s
BLOCK ADAPTIVE | f _=2f__ 15 4h 47 49,9
DPCM
BLOCK ADAPTIVE [f _=2.5f_ 15 55.59 | 49.1
DPCM S © /
BLOCK ADAPTIVE | f£_=2f__ | 100 41.23 48,1
DPCM s B
BLOCK ADAPTIVE .[f_=2.5f__| 100 51.53 47.2

DPCM




TABLE 5.3 - Quantizing laws for variable length quantizer

QUANTIZER Q, - QUANTIZER Q, QUANTIZER Q. QUANTIZER Q,

INPUT OUTPUT INPUT OUTPUT INPUT UTPUT INPUT OUTPUT

17 o | o 123 to 255-{ 130

16 | 35 to 255 42 107 to 122 115
‘15 ' 25 to 34 30 91 to 106 98
1h | o 17 to 24 19 75 to 90 83
13 ‘ | : | 12 to 16 14 63 to 74 | 66
12 | 8 to 11 9 53 to 62 59
11 ‘ | 5 to 8 6 ‘43 to 52 46
10 - . _ 2 to & 3 35 to 42 -39
9 1 | 27 to 34 30
8 L to 255 | 5 0 0 21 to 26 ‘23
7 2 to 3 - 2 _'-1 -1 15 to 20 © 18
6 1 ‘ 1 -4 to -2 -3 | 10 to 14 11
5 0 o | -7 to -5 -6 7 to 9 8
4 2 to 256 2 S -1 [ -11 to -8 -9 4 to 6 5
3 1 1 -3 to -2 -2 =16 to -12 | -1k 2 to 3 2
2 0 0 -6 to -4 -5 -24 to -17 | -20 AR T IR
1 |-256 to -1 -1 |-256 to -7 -9 |-256 to -25 | -30 0 0

o171
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TABLE 5.4 - Quantizing laws for fixed-length quantizer

QUANTIZER Q4 QUANTIZER Q, QUANTIZER Q. QUANTIZER Q, ]
INPUT ouTPUT - INPUT OUTPUTN INPUT | OUTPUT INPUT OUTPUT
13 33 to 255 35 50 to 255 | 55 73 to 255 80 | 130 'to 255 140
12 27 to 32 30 38 to 49 43 57 to 72 64 | 106 to 129 120
11 21 to 26 23 30 to 37 33 45 to 56 - 50..| 82 to 105 92
10 16 to 20 | .18 24 to 29 27 37 to 44 40 66 to 81 73
9 13 to 15 1k 18 to 23 20 29 to 36 32 50 to 65 58
8 .| 10 to 12 11 14 fo'17-‘ 16 23 to 28 25 34 to 49 b4y
‘f 8 to 9 8 10 to 13 11 17 to 22 19 22 to 33 27
6 6 to 7 6 .7 to'9 . | 8 11 to 16 13‘ 14 to 21 '17
5 4 to 5 4 5 to 6 5 7 to 10 8 8 to 13 10
i’ 3 3 3 to & 3 & to 6 5 | & to7 5
3 2 2 2 2 2 to 3 2 2 to 3 >
2 1 1 1 1 1 1 1 1
1 0 -0 0 0 0 0 0 0

11t




112

levels,

Table (5.2) shows the results for fixed length

quantizer with four possible non-uniform guantizers

each having 24 quantization levels. The positive half
of the input range and quantized butput levels are
shown in Table (5.4).

The quantizers of Tables (5.3) and (5.4) are des-
igned according to the discussion in Section (5.3), for
the sampling frequency of fs = 2fsc and a block length
of 15 samples (N=15). For the purpose of comparison,
the results in the case of N=100 are shown in Tables
(5.1) and (5.2) using the quantizers of Tables (5.3) and
(5.4) respectively. The results of non-adaptive DPCM
using a 54 level non-uniform quantizer ére also included
in Table (5.1).

Optimization of the system requires careful consid-
eration of all the factors involved in the adaptation
strategy. The most important of these are threshold vélues,
block lengths and the number of éuantizers. The inter-
action of these factors make the overall optimizatién
of the system a considerable task.

The threshold values play an important role in.the
system; performance in terms of SNR and resulting bit-
rate, especially in the case of wvariable length.quahtiZer. ' |
For example; if the comparator in Fig.(5.3) selects the
4 or the 16 level quantizer instead of the 8 level quant-

~izer (as a result of a bad decision), this would cause
severe system overload or unnecessarily increase the

bit-rate for the incoming block of data.
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As mentioned. earlier, threshold values were deter-
mined bj dividing whole blocks of data into four categ-
ories with regardg to the number of quantization levels
‘used, and accor&ing_to their distribution (pdf) in which
they are distinguished by théir variances, BSince sach
quantizer is selected‘éccording to the variance (dz),
and, to a somewhat lesser degree, to the shape of the
distribution of each block of samples, the accuracy of
the decision reduceé as the number of quantizers increases

Another important parameter wﬁich affects the system
performance is the block length (N), as the number of
quantizers depend¢on this also.. For large block lengths
the probabiliéy of each block covering a relatively quiet
area of the picture reduces considerably. As an example;
in the case of N=100 the selection probability of the 4
level quantizer reaches zero and it is therefore seldom
selected.

- For variablé'length coding it has been established
that the block length of 15 samples is the optimum length
for colour bar signals, given that'four non-uniform
quantizers with 4, 8, 16 and 32 levels with threshold
values of 5, 28, and 270 are used. For example; as the
block length decreases from N=100 to its optimum length
(N=15), the overall bit-rate (including overhead infor-
mation) drops from 41.0 to 28.3 Mb/s (Table 5.1). A

further reduction in the block length causes an overall ‘.

increase in the bit-~rate due to the overhead information
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(equation 5.16). In the case of the fixed length
quantizer, it is found that for a sampling‘frequency

.of fs = 2fsc' block length of N=15 and threshold

values of 24, 65 and 960, quantizers with 24 levels

are required to obtain a similar SNR. There is thus

an increase of 16 Mb/s in the bit-rate compared with

that of the variable length quantizer. At the same time,
however, it does an require a buffer prior to the trans-
mission channel. Furthermore, non-adaptive DPCM with

a comparable SNR requires a 52 level quantizer which
yields a bit-rate ;t 51.0 Mb/s for f, = 2f__ and 63.78
Mb/s for f_ ='2.5fsc.

Thus, the application of this block adaptive strate
egy highlights the fact that substantial bit-rate red-
uction can be obtained compared with the corresponding
non-adaptive schemes (see Tables (5.1) and (5.2)).

As a result the variable length quantizer at both fs=2fsc
and fs = 2'5fsc can produce a 44 percent reduction in the_
bit-rate without any loss in SNR.

Finally, it is imp;rtant to point out that with
the variable length quantizer a minimum bit-rate of
28.34 Mb/s is achieved at £ =2 (sub=-Nyquist rate)
with some added complexity in combing out the aliased
components (see Appendix B), &ielding a 50dB SNR. This
clearly shows the possibility of transmitting a broad-

cast quality colour television signal at the proposed

European 34.368 Mb/s hierarchical level.
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5¢5. Note on publications.

A firsf ﬁaﬁe% entifiéd 'Block Adaptive Prediction of
Colour Television Signals' has been published in Electronics
Letters of IEE, Vol.16, No.6, March 1980. This paper is
an ‘abridged version of the block adaptive predictor des-
cribed in Section (5.2).

A second full length paper entitled 'Bandwidth Comp-
ression of Digitai'Colour Television Signals Using Block
Adaptive DPCM' has been accepted for publication and is to

be published in the October issue of IEE Proc., Pt.F. This

paper is a brief version of Chapter VI.
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CHAPTER VI

BLOCK ADAPTIVE DPCM OF SECAM SIGNALS

6.1. INTRODUCTION,

Differential pulse code modulation is one of the most
efficient ways of coding composite PAL or NTSC signals.
Block adaptive DPCM has been discussed in detail in the
previous chapter for composité PAL. colour signals, and it
should be emphasised that a similar algorithm is equally
applicable to the NTSC system. One-of the problems which -
exigts in efficient predictive coding of composite SECAM
signals (the principle of which system has Been discussed
in Chapter II), is the frequency variation of the sub-carr-
ier.

In the.SECAM system the two chrominance signals

(D, = =1.9(R-Y) and D_ = 1.5(B-Y)) are frequency modulated

R B
and sent in line sequence. The modulated chrominance
signals are then passed through an r.rf. pré-emphasis
Vfilter and added’ to the luminance component.

The frequency of the chrominance sub-carrier has the foll-

owing nominal value;

on lines modulated by signal DR

fsp = 282f = 4.40625 MHz | ~ (6.1)

on lines modulated by signal DB
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fgp = 272fL = 4,250 MHz | (6.2)

where £, is the line frequency.
The maximum frequency deviation, including the effects

of video pre-emphasis, is equal to the following values;
for D +350 and ~500 KHz
for D +500 and  ~350 KHz

In SECAM the frequency of the sub-carrier changes
accofding to hug and saturafion. There is therefore no
advantage in relating the sampling frequency to the sub~
carrier frequency. Devereux has stated that, for mini-
mum impéirment, the sampling frequenéy fs for SECAM-

should be an integral multiple of line frequency fL(102)_

6.2, LINEAR PREDICTION OF SECAM.

Due to the amplitude and'frequency variations of the
sub-carrier, an accurate prediction of composite SECAM
.signals cannot be easily aéhieved.

For example, the simplest method is to sample the

SECAM signal ax fS Bch (foc being the centre frequency

n

of the,sub-carrier) using third previous sample prediction.
This technique may give satisfactory results but the. pre-
. diction is not very accurate when the sub-carrier freq-—

uency deviates. Therefore, to increase the accuracy of
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the ﬁrediction, a more sophisticated method should be
employed.

Design of an efficient prediction scheme requires
a brior knowledge of the statistical variations of the
signai. One example of the application of such statistics
is.the block adaptive prediction technique which has been
studied in the previous chapter in the case of PAL colour

(9%,103)

television signals This technique, however, can
be applied to the SECAM system providing a specific pre=
diction algorithm is employed.

In this chapter various adaptive and non-adaptive

prediction schemes are considered.

6.3. DESCRIPTION OF THE PREDICTION SCHEMES.

Cohsider the composite SECAM signal to be sampled

5y 8 eees As pre-

at a rate f_ into a sequence Sm’ Sm-i’ meo

viously discussed,(see Chapter III), for a uniformly
coloured area, the sample Sm can be estimated from the
three previous samples according to the following rel-

atioﬁship;

S, = (-bS__, +DbS o +S ) | © (6.3)

>

A
where Sm is defined as the unweighted estimated value

and
.

b = -(1+2 Cos 27r?3) ' (6.%)
’ =
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fo is the sub-carrier frequency for the specific .col-
oured area. _

As can be deduced from the above equations, the !
value of b changes according to the variation of sub-
carrier frequency. The linear prediction of sample Sm
can be shown to be;j

Sp o= al=bS, _, + DS, + S ) (6.5)

where 'a' is the overall weighting coefficient (see Fig.
6.1).

With regard to the above prediction,the following
adaptive and non-adaptive prediction algorithms are

described.

6.3;1. BLOCK ADAPTIVE PREDICTION BASED ON QOPTIMIZATION
' OF'b'.

In this scheme the data is first divided into blocks,
each containing N samples. For a fixed wvalue of a=1, the
coefficients ~b and b change with a period of Nfs second
(Ts‘is the sampling period) cbrresponding to the statist-
ical behavior of‘each bleck of incoming samplés stored. in

s cssad are fhe video

the input buffer., Suppose Sj+1' j42 4N

sample values of the P p1ock stored where j=(P=-1)N; the |
error between the sample Sm of the input signal and its ' ‘

. A ‘
predicted value Sm can be written as

e =S -3 - (6.6)




FIG.6.1 ~ Predictor

Oct
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or .
em = Sm = Spoy = B(=S._ + S ) (6.7)
The mean-square prediction error in tlie Pth block is
. m=j+N
2 1 2
8 = 5 . 'Esm - S5 = b(5, 5 - sm_iﬂ (6.8)
m=j+1 )

The opiimum value of 'b' can be obtained by equating the

derivative of the above equation to =zero.,

5 2 ‘ m=j+N

ade - - .
ab“\ = 1/N ‘$§£+1-2(Sm—2 - Sm-l)[sm - Sm—3 -b
(s _o - sm_1ﬂ=o (6.9).

Therefore, the optimum value of 'b' is

_ m=j+1 )
bopt = m=j+N {(6.10)

6.3.2. BLOCK ADAPTIVE PREDICTION BASED ON OPTIMLIZATION
OF 'a'.,

Given that the coefficients '=b' and 'b' are unchanged,
the optimum value of 'a' has been previously obtained in
the case of PAL colour signals {(see Chapter V, eqn.5.13)

and can be written as
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m=j+N
> 5, (=bS__, + bS__, + sm_3)

3ot~ mojeN _ " (6.11)
2 (-bS__, +bS__, + sm_3)

where
b = =-(1+2 Cos,27rfsc/fs)

wﬁefe fsc is the sub-carrier frequency of the PAL colour
signal,

This technique has been studied here under the foll-
owing conditions:

i.) fixing the value of 'b' according to the centre

frequency foc of the SECAM sub-carrier
b = =-(1+2 Cos 27Ifoc/fs) (6.12)

ii.) fixing the value of 'b' in line sequence

(switched predictor) on lines modulated by Dp

bp = -(1+2 Cos 27rfSR_-_./fs)- : (6.13)

on lines modulated by Dy

by = -(1+2 Cos 27[fSB/fs) | ' (6.14)

where fSR and fSB are the mean sub-carrier frequencies

\

on lines DR and Dy respectively.
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The switched predictor, which is controlled séquentially

by line frequency, is shown in Fig.(6.2).

6.3.3. NON-ADAPTIVE PREDICTION.

For the purpose of comparison fiXed predictors are
also considered here. In this system the overall weighting
coefficient 'a'! is fixed at its optimum value and 'b' is
oﬁtained according to equation (6.12) for the standard pre-
dictor, and equations (6.13) and (6.14) for the switched

predictor.

6.4, SIMULATION AND EXPERIMENTAL RESULTS.

In DPCM encoding syste@s, an estiméte of each input
sample is subtracted from the actual input sample. . The
‘difference is then quantized, binary encoded and transmitted.
The DPCM system using b;ock adaptive and fixed pre-.
dictors described in the pfevious section has been sim-
ulated on a digital computer. The input signal was a
100 perceﬁt saturated SECAM colour bar signal Fig.(6.3).
With réspect to thé earlier discussion, the sampling fre-
@uency has been fixed af.integral'multiples of line
frequency f_ = 816f, =12.75 mﬁz.

- The input range and quantized output levels for a 32
level non-uniform quantizer used in the simulation are
shown in Table(6.1). In the case of block adaptive pre—
diction, each block of 17 samples (N=17) is buffered and

the short-term optimum coefficient for the segment cal-

culated.




DR
Predictor )
s 3
m f o Sm 'E;
L"""". (ﬁ =
DB
Predictor

FIG.6.2 Switched Predictor.
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FIG.6.3 Composite Signal for 75 % ampl., 100% saturated

colour bar pattern.
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The results for various DPCM sysfems using adaptive
and non-adaptive DPCM are shown in Table (6.2). In the
results the signal to quantizing noise ratio SNR and
signal to prediction noise ratio SNRp (in the absence of
the quantizer).have'been used as the criteria for perform-

ance and comparison.

6.5. DISCUSSION AND CONCLUSIONS.

Comparisons of various adaptive and non-adaptive
DPCM systems for digital encoeoding of the SECAM colour

- bar signal,indicéfe that the block adaptive predicfion

tedhnique based on optimization of 'b! eqﬁ.(6.i0), can
produce the highest SNR. This verifies the effectiveness
of this adaptation strategy where the predictor can
adapt itself to the sub-~carrier frequency variation.

The other'adéptive technique which has beeﬁ‘used

(103}

in the previous chapter for PAL is based on opt-
imization of 'a' and has been considered here for the
purpose of comparison. As can be deduced from Table(6.1),
the performance of this system in terms of SNR and SNRp
is inferior to the former éechnique. To extend this
technique a switched predictor has heen used to reduce
the effect of frequency variations on the predictor with
the fixed value of 'b'. However, the improvemént in
SNR is negligible.

In this chapter adaptive predictioﬁ, where the
adaptation was bésed on optimizing the predictor para-

= o _
meter 'a' or 'b'have been studied. A further possible

technique is to
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TABLE 6.1 - Quantizing Characteristic.

No. INPUT | OUTPUT
17 - 133 to 255 , 140
16 117 to 132 124 A
15 101 to 116 _ 108
14 89 to 100 93
13 73 to 88 77
12 61 to 72 66
11 49 to 60 | 54
10 37 to 48 43

9 27 to 36 32

8 19 to 26 22

7 13 to 18 . L15

6 8 to 12, 10

5 5 to 7 ° . . 6

4 3 to 4‘. 3

3 2 2

2 1 | 1.

1 o 0

The negative half of the quantizétion law is given
by changing the sign of the input range and quant-
ized output levels nos. 2-16, ‘
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TABLE 6.2 -~ SNR results of 5 bits adaptive and non-adaptive DPCM systems.

DPCM ‘.J Prediction Parametres
SNR dB SNR dB
System [ a p
Block
Adaptive variable 1 29.82 52.33
Predictor
Block
Adaptive variable 0.97 29.85 52,44
Predictor
Block :
Adaptive 0.06 variable 28.03 50.63
Predictor
Block
Adaptive cR=0.13
Switched variable 28.16. 51.02
Predictor cB=0.0 .
Non-
Adaptive cg=0.13 .
Switched c. =0.0 fixed 27.75 48,28
Predictor B °
Non-
Adaptive 0.06 fixed 27.61 47.86
Predictor




optimize both paraﬁeters 'a'! and 'b' for each block

of incoﬁing samples one at.a time., For example, for
a=1, the optimum 'b' can be calculated'according to
egn.(6.10), and consequently for this value of 'b' the
optimum 'a' is obtained according fo eqn.{6.11)., Alth-
ough with this method the overall optimization can be
obtained, it will double the computation time within one
block period and will probably inflict too great a hard-

ware penalty.
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CHAPTER VII

RECAPITULATION

7ol INTRODUCTION.

As is shown throughout this thesis, the.objective
of the research reported hére is the application of
différential pulse code modulation and related techniques
to the encoding of‘brbadcast quality coldur television
signals in order to reduce the high bit-rate necessary
for the transmission 5f high quality digital television
signals. Two approaches are considered;

i.) reduction of sampling frequency and

ii.) the development of novel adaptive techniques
to improve encoding performance. |

Initially a simple approach was taken and the poss-
ibility of reducing the samﬁling frequency by developing
a prediction algoritﬁm with little added complexity con-
.sidered. As a result, a simple predictor having three
coefficients was developed for DPCM encoding of éomposite-
PAL, or NTSC colour television which can operate at any
desired sampling ffequency. Pfedictions based on pre-
vious pels along the line were derived for the case

fs/fs

c = 2.5. To improve the results; a simple adaptive

strategy was theh employed to handle rapid luminance

changes. As a result,.this simple adaptive strategy

showedAa significant improvement in encoding performance.
Next, twoldimensional predictions.were considered,

and a sampling frequency of 2.5 times the sub-carrier
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frequency was established for this purpose. Two
dimensional predictors which utilize the correlation

of pels between lines as well were designed and used

in DPCM encoding of PAL colour bar sgignals. Two dim-
ensional DPCM showed a significant improvement in en-
coding performance compared with one dimensional DPCM.
Up to this point attention was.directed to the deéign

of predictors which}were generally non-adaptive, or if
adaptive, the adaptation algorithm.was simple to implem-
ent. However, the bit-rate for 5 and 6 bit DPCM for
fs/fsc = 2.5 is 55 and 66 Mb/s which is still relatively
high compared with 5.5MHz. For broadcasting the obvious
goal is to reduce the bit-rate of the video signal to

somewhat less than 34.368 Mb/s(104,105)

without signif-
-icant loés of picture quality, such that a complete'tele-
vision signal can Be accommodated within the 34,368 Mb/s
multiplex level. For this reason, it was soon realized
that a fufther substantial bit-rate reduction could nét
be realized by using simple claséical schemes, . There-
fore, more complex techniques suéh as adaptivé schemes
inquwhich the statistical variationscan be taken into
account were next considered. As adaptive schemes can
increase the complexity of a DPCM encoder considerably,
simplified encbding algorithms were sought.

In the first stage a novel block adaptive prediction

scheme for colour television signals was developed. In

this scheme the input data is partitioned into blocks of
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N samﬁles and a criterion based on optimization of
.mean—square prediction error within each block of
incoming data chosen. Next the quantization precess
was considered. Toﬁtake advantage of some of the math-
ematics developed for adaptive predictoré, two bloék
adaptive quantization strategies were established.

One operated on a fixed length basis to improve the SNR
performance of the system, while the other made use of
variable length code to encode the quiet region of the
picture with smaller code length and vice~versa., As a
result, the aim of reducing thg bit-rate of PAL colour
bar signals below the hierarchical level of 34 Mb/s was
achieved, Since tﬁe adaptation algorithm which was em-
ploved in the case of PAL signals can also be applied to
NTSC signals, the idea of employing a similar strategy
for digital coding of composite SECAM signals was then
considered;

To deal with frequency wvariation of the SECAM sub-~
carrier, a new algorithﬁ was developed which resulted in
a significant improvement in system performance com-
pared with other relevant techniques,

In the following section of this chapter the main

results of the investigations are reviewed.

7e2a4 NON-INTEGER SAMPLING TO SUB-CARRIER FREQUENCY
RATIOS

In Chapter III a predictor based on three previous

pels along a scan line was examined for DPCM encoding
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of cémposite PAL signals. .The predictor coefficients
were described in terms of fhe ratio of sampling fre-
quency f_ to colour sub-carrier frequency £ .- To

evaluate the effectiveness of the method, a ratio of

fs/fsc = 2.5 was consideredQ(giving 5 saﬁples in 2 cycles
of the sub-carrier). The predictor in the encoder and.
decoder made their predictions on the three previous
samples along the scan line by means of computer simul-
ation for colour bar signals. The performance was inferior
to third previous sample prediction (fs/fsc=3)’ degradation
arising when the colour change in the colour bar signal
causes jumps in the luminance level. In this situation

the predi;tor having fS/fsc = 2.5 with coefficients a,,

5 (a1 ==0.618) causes very poor predictions (a1 = 0 for

fs/fS 3) The predictions were improved by using a

a

C

simple adaptive algorithm which ﬁses previous (or second
previous) sample prediction.for three consequtive pels
when there is a rapid change in the luminance level. The -
results for the predictors using the previous pel or pels
along fhe same scan line.showed that the SNR for fs/fsc =
2,5 is a close approximation to that for fs/fsc = 3,0
and that the adéptive version produced a small improve-
ment in SNR cﬁmpared to the ﬁon-adaptive case. The ada-
ptive strategy is more effective in combating abrupt
changes in luminance rather than in chrominance (partic-
ularly sharp hue variafions).

Fifth previous samp;e prediction (fs/fSc = 2,5 giv-

ing 5 samples in two cycles of the sub-carrier) was also
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examined and showed an SNR which is 3dB inferior to

that of the predictor employing three previous pels,

Tede PREDICTORS FOR INTRAFRAME ENCODING OF PAL
" PICTURE SIGNALS.

Following the one dimensional prediction of Chapter
ILIT, the concept of two dimensional prediction was intro-
duced in Chapter IV, fs/fSc = 2.5 was originally est-
ablished for the purpose of two dimensional prediction,
the reason for this being to comﬁensate for sample phasé
shift in relation to sub-carrier phase shift in successive
lines. The resulting diétribution of pels showed that
for a plain coloured area of the picture, the prediction
distance associated witha delay of 1420/fS (pels on the
second previous line) is the same for each pel. Further-
more, to exploif the vertical correlation mdre.efficiénfly;
the possibility of previous line prediction was studied.
For PAL signals and fs = 2.5fsc, a cyclic five state
prediction algorithm was developed to deal with the V-axis
switch.

With the aid of computer simulation, two dimensional
DPCM using a non-uniform quantizer was examined. The pre-
diction was based on samples on the same and on either the
previous or the second previous line. DBy forming the pre-
diction as the average of the previous and same line pre-
dictionsg SNR values were obtained. As a result, two dim-

ensional DPCM uSing the predictions based on a pel in the
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previcus line gained just over 1dB SNR advantage comp-
ared to that for the second previousz line. Computer
simulation resultg also indicate tha£ a further 2.5dB
increase in SNR can be obtained When the.two dimensional
predictor is combined with the one dimensional adaptive
‘predictor.

It is therefore concluded that for fé = 2'5fsc’ this
combined Strategy giﬁes the best SNR of the system. Also,
the easiest two dimensional DPCM which uses the fifth pre-
vious pel along the line was examined. However, this
system showed worse fesults when compared to the other
two dimensional systems examined in this thesis.

It is emphasised that the motivation behind this work
iz to develop a two dimensional predictibn technique which'
can operate at a sampling rate above tﬁe Nyquist rate but
well below fs = stcf The result is a 13.3 MHz reduction
in the bit-rate compared with that for fs = 3fsc for 6 bit
DPCM. However, at the same time there is the disadvantage

of a greater prediction distance in some cases.

7.k, BANDWIDTH COMPRESSION OF DIGITAL COLOUR TELEVISION
SIGNALS.

After considering all possibilities in earlier invest

igations for reduction of the bit-rate, it was concluded
that a substantial bif-rate reduction is not possible by

redﬁcing the sampling frequency or developing more complex
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non-adaptive:techniques. As a result, the concept of
a new adaptive DPCM encoder was introduced in Chapter IV.
In this adaptive scheme, the pictorial data is first div-
ided into small blocks and then the input samples are
delayed by one block period, during which time the system
can:calculate new parameters according to the statistical
variation of each block of incoming samples stored in the
" input buffer. The new parameters are then transmitted to
the receiver (in addition to the main information) prior
tc the corresponding block of data.

A generalised adaptation algorithm for either PAL or
NTSC =ignals Wﬁich can operate at any desirable sampliﬁg T
frequency was developed. In the first part of the exper-
iments an adaptive prediction techniqﬁe was examined in
which the predictor coefficient was. calculated for each
block of incoming samples for sampling fréquencies of
fs = stc and fs = 2.5fsc.

Computer simulétion confirmed the notion that smaller
block sizes wefe superior in performance. to larger blocks,
at the expense of gfeater bit-rate. Further, comparison
of adaptive and non-~adaptive predictors in terms of amp-
litude distribution of prediction error and signal to pre-
diction noise ratio.indicated that adaptive predictors re-
duce large prediction errors and thus increase the signal
to prediction noise ratio by about 1.5dB.

The next‘stage'of the investigation concentrated on
developing an adaptive quantization'technique in harmony

with the adaptive predictioh strategy. The result was




a block adaptive quantizer comprising a ccmbination
of-k non=-uniform gquantizers, The selection of each
gquantizer was dependent on the activity of each block
of pictorial data and was judged by a set of threshold
values according to the variance of the samples in the
block stored in the buffer. Two different approaches
were used: one wasjvariable length quantizer in which
each quantizer has a different number of gquantization
levels; the other was fixed length quantizer with the
same number of quantization levels for each quantizer.
The adaptive DPCM’system which comprises a combination
of block adaptive predictor and block adaptive quantizer,
has been computer simulated. Comparisons with non-ada-
ptive DPCM have been made in terms of bit-rate. In the
case of fixed length adaptive quantizer, a reduction of
aboﬁt 6.5 . ij/s can be obtained which, compared with a
reduction of 23 Mb/s in the case of the variable length
quantizer, is less significant. It is therefore concluded
that adaptive DPCM with variable length quantizer can
achieve a significant reduction in bit-rate without loss
of picture quality in terms of SNR. As a result, a bit-
rate of only 28.3 Mb/s waé achieved with a 50dB SNR at
a sampling frequency of twicé the sub-carrier frequency
(with some added complexity in‘combing out the aliased
cémponents). A buffer is also required for a constant
transmission bit-rate, The significance of this adaptive,

DPCM system is that it..is capable of transmitting high qual-

ity colour television signals at somewhat be1ow the
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34.368 Mb/s multiplex level.

With the NTSC system, colour difference signals
modulate a sub-carrier in amplitude and phase in a way
similar to PAL. Thus, the one dimensional adaptive
prediction algbrithm which was developed in Chapter IV,
can equally be applied to the NTSC system in its pres-
ent form. However, in the next stage of the invest-
igation, a similar adaptive algorithm was applied to
the SECAM system. Although the results were satisfactory,
it was felt that there should be a better prediction al-
gorithm which can cope ﬁith frequency variations for
the SECAM sub-carrier. Consequently a novel prediction
algorithm in which the predictor-can adapt itself eff-
iciently'to those variations was developed. Experimental
results show that an improvement in SNR of about 4.5dB
is‘obtained compared with the: standard mnon-adaptive
system.

Finally, we_feel any further investigation in
relation to the schemes presented in this thesis should
be based on hardware realization of these schemes. Also,
the use of two dimensional block adaptive prediction may
offer further reduction in bit-rate and should be care-

fully investigated.
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APPENDIX 1

PAL SYSTEM I SPECIFICATION AND

COLOUR BAR GENERATION

The principles of PAL colour signals are given in
Chapter II,Section 2.6.2. In this Appendix some specific-
ationé required for broadcast quality television and colour
bar generation are given as follows;
ntumber of lines per frame: 625,
line frequency: 15.625 KHzZ,

field frequency: f. = 50 Hz,

f
video bandwidth: 5.5 MHz (0dB),
chrominance bandwidth:
at 1.3MHz 3dB attenuation rélative to lew frequencies,
at 4.0MHz ¢ 20dB attenuation relative to low frequencies.
The upper chrominance sideband will be restricted by
the video bandwidth of 5.5MHz. The amplitude-frequency
characteristic of the chrominaﬁce signal is approximately
Gaussian.
The saturation of a colour bar signal can be defined
from the eXpression |

14

E .
Saturation% = [1 (=) | 100
max

where E and E . are the maximum and minimum of R, G,
max min
and B respectively during coloured bars and }713 the gamma

ékponentf A 100% saturated colour bar signal is.a comp-
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osition of 100% amplitude and 100% saturation with white
and black.Fig.(A1.1). The Table shown beloﬁt gives peak
to peak amplitude of chrominance components and peak lum-
inance components with specified chrominance angles with
respe@t to the U axis. Line n refers to the odd lines

and line n+1 to the even lines of the first and second

fields.

PEAK-TO-PEAK CHROMINANCE

CHROMINANCE
COLOUR LUMINANCE ANGLE( )IN DEGREES

o U AXIS V AXIS TOTAL
¥ v. v C LINE n LINE n+1

White 0.700 O 0 0 - -
Yellow 0.620 0.612 0.140 0.627 167 193
Cyan 0.491 0.206 0.861 0.885 283.5 . 76.5
Green 0.411 0.405 0.721 0.827 240.5 119.5
Magenta 0.289 0.405 0.721 0.827. 60.5 299.5
Red 0.209 0.206 0.861 0.885 103.5 256.5
Blue 0.080 0.612 0.140 0.627 347 13.0
Burst 0 0.212 0,212 0,300 135 225

The generation of a colour bar signal can be afranged
according to particular amplitudes and phases related.to_
each bar (see above Table). The instantaneous voltage

of the composite colour signal can be defined as

scC SC

T)  (A1.1).

I) + V Cos(27T

) iy f
=] . s

S (I) =Y + U Sin (277
or
=155
for = . tan (V)

and € = U2'+ V2
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Equation (A1.1) can be represented as

£
S (I) =Y+ Csin (2M—=212 Q) (A1.2)

£

S|

Thus, the sample values of a colour bar signal can be
obtained according to the levels of synch pulses, bursts
and bars which are given in Fig.(At.1).

Special treatment is required for transitions from one
bar to the next, It is therefore important that the trans-
ition time should be comﬁatible with the system bandwidth
for both luminance and chrominance in order to meet the
specifications of PAL system I transﬁissions.

For an appropriate edge shape for luminance fransitions,
the spectrum of the edge should be édjusted in order to produce
zero frequéncy components at the Qub—carrier frequency,

. thus reducing cross-colour effect., The transition that

(110)

"has been chosen for the luminance edge is obtained by

integration of the 2T pulse {(raised cosine), thus,

VY = T ;T ¢
F(t) = 0.5 [t +T 4z Sin T] (A1.3)
for T = > , the first spectrum zero occurs at sub-carrier
*¢(110)

frequency
For chrominance transition, the form of spectrum
| (106)

is chosen to be Gaussian « Its frequency response

can be shown as

H (f) = exp[ -27{2 £ d%J . | (A1.4)7
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where.the value of Jz (standard deviation) can be deter-
mined approximately according to the roll off in fre-
quency response (3dB for 1.3MHz and 20dB for 4.0MHz).
The impulse response of the equation (A1.4) in the time

domain isy

| . S
F(t) = —e— xp| - —t= Jat '  (A1.5)
' BT 8° ° p[ 282] ' |
" -]

For % =T , the above equation can be shown as

To . . o (A1.6) -
F(t) = I exp JT2 2| 4T
o AL

A plot of this is shown in Fig.(A1.2) and this determines

the envelope of the-chrominance transitions.
Havihg‘discussed the luminance and chrominance trans-

itions, a computer programme was written to generate three

sets of bars at sampling frequencies fs = 2f , fs = 2.5fs

sC [

and fs = stc. Figure (A1.3) illustrates the construction
of two typical transitions; Yellow-Cyan and Green-Magenta

for £ = 2.5f__ . The completed 16 line colour bar samples

C

were then converted into 8-bit code words and were subseqg-

uently used as the data input throughout this thesis.
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FIGURE A1.2 - Chrominance transition envelope
obtained from equation (A1.6)
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FIGURE A1.3 - Transitions reconstrﬁcted from computed

values £ = 2.5f
s scC

a: Yellow-Cyan transition

b: Green-Magenta transition
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APPENDIX 2
SUB-NYQUIST FILTERS

Sampling aBove the Nyquist rate is necessary due
to thé fact that aﬁasing components will be present in
the baseband and this will result in distortion of the
modulating signal. This, however, presupposes that the
modulating signal occupies the whole of the baseband
spectrum. Ina-video signal, this.is not so and it is

possible to sample at a sub-Nyquist rate and to extract

the original videc without appreciable distortion., This

is mainly because most of the energy contained in the
spectrum of monochrome signals is concentrated at mult-
iples of line fréquency; Thus, for sampling frequency
(fs) h{‘an odd muitiple of half the line frequency-and
below the Nyquist rate, the alias components will be
reflected from fs at intervals of fL and interleave
Vbetween the video spectral lines. The required mono-
chrome spectrum can:be separated from the ai@Qsing com-
ponents by the actions of a comb filter. It has beén
shown(66) that due to certain properties of the PAL

television signal, it is possible with only slight im-

pairment of the final picture quality, to sample at a

rate exactly twice the sub-carrier frequency with a part-

icular phase relationship. In order to separate the

I S S




147

wanted components from aliased components it is
necessary to employ a comb filter at the rebeiving end.
This filter should have a comb response for frequencies
above BfSc - fm, where fm‘is the maximum baseband frew
quency. Pre-comb filtering, prior to sampling, is also
required to improve the performance. Figure (A2.1)
shows a forﬁ of analogﬁe comb filter using a one 1ine
delay(66). The necessary comb filtering to rémove
aliasing components can.be performed digitally rather

- 108
than by using analogue filters 00107

In this wa&

" the anélogue input signal is first sampled at 4fsc foll-~
owed by an A/D conversion with an 8 bit accuracy. The’
sampling frequency is phése;locked in such a way that
sampleg are taken at phase anéles of 45?, 135°, 225; and
315° with respect to the U'gomponent. A pre-digital

comb filter (Fig. A2.2) is then used to reﬁove high fre-
quency components at odd multiples of half line frequency
(which would otherwise produce alias componénts at mult-
iples of line frequency) and is simultaneously converted‘
to £ = 2f__ (Fig.A2.2). A digital post comb filter is
also required at the receiving end (before D/A conversion)
to convert the sample rate from zfsc back to'lifsc and at
the same time remove the high frequency alias components
at odd multiples of half line frequency. .Figures (A2.2a)
and (A2.2b) show block diagrams of digital pre and post

comb filters suggested by Taylor'106)

data at 4r (17,74)
sc

. In Fig.(A2.2a)

enters the filter and is.processed
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entirely at 2fsc(8'87 MHz:). The switch shown on the
left schematically'répfesents that samples 6f input
data are switched alternately to the line paths. In
practice, this is achieved.by bi«phase 2fsc clock-
pulses., In Fig.(A2.2b) the full comb filter for up-
conversion of data from 2fsc to 4fsc is shown. The
data is processed at 2fsc rate as far as 51 and 52‘
whereas the final adder operates at Qfsc' The diégram
shows the output from the filter comprising low fre-

quency information from line N+1 only, and the high

frequency components from lines N and N+1.




149

1.p.f
- 1 line delay
B— e
£ -f B £ D, 3 THR
s m - :
S ——— )
. N+{N+1)
1 (N+1)LF+ 5 HF
DELAY D 4= ( : '
. N+% +({N+1
D _ LF ( 2 )HF
N+1
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FIGURE AZ.2 - Digital comb filter extracted from ref.,110

a: pre comb filter for down conversion

b: pos% comb filter for up conversion
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