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SYNOPSIS 

Predictive ceding, which is eft en asseciated with 

differential pulse cede medulatien (DPCM), can effer an 

attractive means ef data cempressien ef televisien sig-

nals. 

This thesis describes investigatiens ef varieus 

adaptive and nen-adaptive DPCM schemes in erder to. reduce 

the high bit-rate required fer the transmissien ef bread-

cast quality celeur televisien signals. 

Initially, a predicter based en three previeus sam-

pIes aleng a scan line is examined fer DPCM enceding ef 

cempesite PAL signals. The predicter ceefficients are 

described in terms ef the ratio. ef sampling frequency f 
s 

to. celeur sub-carrier f • sc The predictien can be impreved 

by using a simple adaptive algerithm which uses previeus 

sample predictien fer three censecutive samples when there 

is a rapid change in the luminance level. Fer a celeur 

bar signal it is shewn that the SNR ef the DPCM system 

using {If '" 2.5 is a clese approximatien to. that fer s sc 

f If '" 3.0. In erder to. ebtain a significant imprevement s sc 

in SNR, predictien based en· samples en the secend previeus 

and previeus line are derived fer the case ef f If '" 2.5. s sc 

Simple two. dimensienal predicters are then formed and 

used in the DPCM enceding ef a PAL celeur bar signal. The 

bit-rate ef 5 and 6 bit DPCM fer f If '" 2.5 is 55 and 66 s sc 

Mb/s which is still relatively high cempared with 5.5MHz 
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bandwidth of the analogue signal. Thus, for further 

reduction of bit-rate, block adaptive DPCH is then 

investigated. The technique involves block adaptive 

predictors and block adaptive variable length and fixed 

length quantizers. The adaptation algorithm had been 

extended to work at any desired sampling frequency. 

As a result, a lower bit-rate is obtained by exploiting 

the redundancy of the picture with respect to the stat­

istical variation of each block of incoming samples. 

A bit-rate of only 28.)Q Hb/s is obtained for a PAL 

colour bar signal yielding a 50dB SNR at a sampling fre­

quency of twice the sub-carrier frequency (sub-Nyquist). 

In a further development the composite coding of 

SECAH signals is considered. To deal with frequency 

variations of the SECAH sub-carrier, a new block adaptive 

algorithm is developed which results in a significant 

improvement in system performance compared with other 

relevant techniques. 
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CHAPTER 1 

ORGANIZATION OF THE THESIS 

1.1. INTRODUCTION. 

The problems of digital television transmission were 

first outlined long before colour television systems became 

commonplace. The use of digital communication systems now 

receives serious attention in a growing variety of applications 

- telephony, television, facsimile, communication between 

digital computer installations, radar warning networks and 

transmission of numerical data of various sorts for indust-

rial use. For continuous sources, digital transmission is 

not required but is recognised as having suitable properties 

for long-distance transmission such as great reliability and 

freedom from accum~lating distortion and noise. On the other 

hand, Co~ventional means for encoding continuous signals into 

binary PCM (pulse code modulation») for example, result in a 

need for greatly increased channel width. The digital trans­

mission of television would be greatly facilitated, therefore, 

if improved coding methods could be found to obtain more eco,," 

nomical numerical descriptions of picture signals. 

In this thesis attention is focussed on one particular 

kind of communication system for transmitting colour video 

signals over a digital channel. More specifically, the source 

encoding aspect of this transmission system is considered. 
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Since the repertoire of the digital channel is limited 

to 1's and O's, the source encoding problem can be stated 

as requiring the conversion of the given picture into a 

stream of 1's and O's so that 

a) the distortion in the reconstructed picture is 

as small as possible 

b) the band,ddth occupied by this stream is minimized. 

1.2. ARRANGEMENT OF THE THESIS. 

Here each of the following chapters in the thesis is 

briefly outlined. 

Chapter II is a further introductory chapter which pro-

vides the necessary background knowledge for non-specialized 

readers. It begins with a brief re'view of several coding 

techniques as applied to video signals. Following that, the 

principle of differential pulse code modulation (DPCM), linear 

estimation theory and its application in determining the 

optimum prediction coefficients is described. The essential 

element of all digi tization algori thms,-- namely the quantizer-

is also discussed in detail. The remainder of this chapter 

is concerned with the video signal and some important char-

acteristics of NTSC, PAL and SECAM colour television signals. 

Chapter III describes various sampling frequency (f ): 
s 

sub-carrier frequency (f ) relations. For one-dimensional sc 

prediction of PAL colour signals a three-coefficient predictor 

is presented, where the predictor coefficient can be deter-

mined at non-integral'ratios of sampling to sub-carrier fre-

quency. In this chapter computer simUlation is used to examine 
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the performance of this one-dimensional predictor at 

f = 2.5f compared with the standard form at f = 3f • 
s se s se 

Simula·tion results obtained for these systems when PAL 

colour bar signals are used as the input signals are pre-

sented. 

Chapter IV is the extension of one-dimensional pre-

diction into two dimensions. The chapter begins with a 

brief review of some of the important previous work in two-

dimensional prediction of colour television signals. Then, 

for intra-line prediction a general formula is derived in 

relation to the selection of sampling frequency. The per-

formance of both inter-line and intra-line methods is illus-' 

trated by means of computer simulation and signal to noise 

ratio (SNR) calculations. SNR results are compared for the 

relation f = 2.5f • s sc 

Whilst the predictio~ schemes in Chapters III and IV 

concentrate on less complex techniques, Chapter V. deals 'vi tli 

more complex methods. Novel block adaptive predictors and 

quantizers are proposed. A detailed mathematical analysis 

of the adaptation algorithm for various sampling frequencies 

is presented. Then a wide range of SNR results for various 

sampling frequencies , block lengths and block adaptive 

quantization strategies are considered. It is concluded 

that with this adaptive strategy at sub-Nyquist sampling 

rates it is possible to transmit a broadcast quality colour 

television signal below the internationally agreed hier-

archical level of 34.368 Mb/s. 



In Chapter V an adaptive algorithm for PAL colour 

television signals is developed which can also be applied 

to the NTSC system. In Chapter VI a similar strategy ~ 

for SECAM signals (where the nature of the chrominance 

modulation is entirely different from that of PAL and 

NTSC),is considered. For the frequency modulated chrom­

inance signal of SECAM, a novel algorithm is presented in 

which the prediction can adapt itself to the frequency 

variation of the sub-carrier. For a saturated SECAM colour 

bar signal various adaptive and non-adaptive prediction 

algorithms are examined with the help of computer simul­

ation. 

Finally, in Chapter VII, the main results reported 

in the thesis are analysed and criticized. The overall 

arrangement of the thesis is shown schematically in Fig.(l.l) 

1.3. SillNARY OF MAIN RESULTS. 

The main results presented in this thesis are outlined 

as follows: 

In Chapter Ill, for one-dimensional DPCM, it is shown 

that reducing the sampling frequency from 3 to 2.5 times 

the sub-carrier frequency causes a reduction in the SNR 

performance. However, the prediction can be improved by 

using a simple algo'ri thm which uses previous sample pre­

diction for three conseq~tive pels when there is a rapid 

change in the luminance level. The results for both 

sampling to sub-carrier frequency ratios using this adapt­

ive strategy show a similar SNR. 
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In Chapter IV a two-dimensional DPCM system at 

f = 2.5f is introduced with satisfactory results. The s sc 

prediction is based on samples along the same. and either 

previous or second previous line. The best result can be 

obtained when the two-dimensional predictor combines with 

the one-dimensional adaptive predictor. 

In Chapters V and VI the use of block adaptive pre­

dictors for NTSC, PAL and SECAM signals is proposed and, 

since quantizer operation is a .vital element in the per-

formance of a DPCM system, a block adaptive quantizer with 

fixed and variable lengths is developed. Very good results 

are obtained in terms of SNR and resulting bit-rate. A 

bit-rate of only 28.34 Mb/s is obtained for a saturated 

colour bar s i.gnal yielding a 50dB SNR at a sampling fre-

quency of twice the sub-carrier frequency. 

DPCM coding of composite SECAM colour bar signals is 

described in Chapter VI. The system comprises a block ada-

ptive predictor and fixed quantizer, and computer simul-

.... 
ation results show an SNR advantage of 4.5dB over non-ada-

ptive DPCM. 
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CHAPTER 11 

DIGITAL TELEVISION 

2. 1. INTRODUCTION. 

W~th the ~ncreas~ng emphas~s on the use of d~g~tal 

commun~cat~ons, the area of d~g~tal telev~s~on systems ~s 

one ~n wh~ch there ~s cons~derable ~nterest ~n the poss~b~l~ty 

of reduc~ng channel capac~ty requ~rements. D~g~tal' methods 

for cod~ng telev~s~on s~gnals can be broadly class~f~ed 

~nto two categor~es: orthogonal transform cod~ng systems 

and waveform cod~ng techn~ques'. In orthogonal transform 

cod~ng the v~deo s~gnal ~s transformed ~nto a new, doma~n 

where the correlat~on between coeff~c~ents ~s much smaller 

than that between the samples ~n the or~g~nal t~me doma~n 

sequence, and ~t has been extens~vely stud~ed s~nce 1966. 

One of the earl~est art~cles was publ~shed ~n 1967 by C.A. 

Andrews, J.M. Dav~s and G.R. Swartz(1) cons~der~ng the use 

of the Kahunen-Loeve transform and ~n 1968 Andrews and'· '. ':~ 

Pratt (2) reported the appl~cat~on of the Four~er transform 

to telev~s~on p~cture coding. In add~t~on, a number of 

other transformat~ons have been cons~dered, such as the 

Hadamard, Cosine and Slant transforms(),4,5). The main 

d~ff~culty regard~ng orthogonal transformat~on res~des ~n 

the fact that ~t generally requ~res very complex equipment. 

In the video ,,,aveform 'eiJcoding system the objective is 

to reconstruct the telev~s~on p~cture from ~ts t~me samples. 

In such a system the v~deo waveform is sampled, encoded 
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and transmitted. Examples of video waveform coding are 

pulse c.ode modulation (PCM), delta modulation (DM) and 

differential pulse code modulation (DPCM). Attention is 

focussed on the latter system in this thesis. 

2.2. PULSE CODE MODULATION. 

Pulse code modulation is an encoding scheme which has 

become widely used over the last twenty years for the trans­

mission of digital signals(7). Such encoding generally 

involves the sampling of the analogue waveform at a uniform 

rate and encoding of the samples into a binary code. Convent-

ional PCM techniques require a high data rate for the trans­

mission of images(8,9,10)because of the large bandw'idth of 

the base-band signal. Therefore, many new digital techniques 

have been developed in order to reduce the capacity require-

ments of the digital image communication system, by making 

use of the statistical and psychovisual properties of ~mages(ll). 
The principles of PCM have been described in great de­

tail by Cattermole(12)and others(13,14) and can be summar-

ized in the following steps; 

1. The band limited input signal is sampled at a rate 

of at least 2f Hz, where f is the highest ,frequency con-
m m 

tained in the waveform. Such a sampling rate ensures that 

perfect reconstruction of the analogue signal is possible. 

2. The amplitude of each signal sample is quantized 

into one of L levels. This implies an information of 

I = log2 L bits per sample and an overall bit-rate of 

2f I bits per second. 
m 
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3. For decoding, the binary words are mapped back 

into amplitude levels and the amplitude-time pulse seq-

uence is low-pass filtered with a filter whose cut off 

frequency is f • 
m 

One of the most important applications of pulse code 

modulation to digital television is analogue to digital 

conversion(15,16,17) ih #hich the analogue video signal is 

converted into a series of 8 bit words prior to encoding. 

2.3. DIFFERENTIAL PULSE CODE MODULATION (DPCM). 

D~CM systems are primarily based on Cutleis work(18). 

Later efforts in predictive quantization are due to 

Oliver(19 ), Harrison(20), Elias(21), Graham(22), O'Neal(23 ), 

(24) (25) (26) Connor,Pease and Scholes ,Kummerow and Thoma , 

who proposed and investigated a number of one-dimensional 

and two dimensional predictors described in more detail sub-

sequently. 

The PCM system is inefficient in coding correlated 

data such as picture samples, since the encoder in the PCM 

assigns the s.ame number of bits to every sample. The prin-

ciple of DPCM is to generate a set of uncorrelated values, 

(27) following classical prediction theory • The block dia-

gram of the DPCM codec (coder/decoder) is illustrated in 

Fig.(2.1). The transmitter is composed of a predictor and 

a quantizer. The predictor uses n previous decoded samples 

to predict the present value of the input signal. The diff-

erence between this and the actual value of the signal is 

quantized and is transmitted over an error-free digital 
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channel. At the receiver a similar predictor uses n prev-

ious transmitted values of the quantized differential 

signal to reconstruct the facsimile of the signal at the 

transmitter. Such a system can reduce 'the variance of the 

.t (0..11 5 m iHed signal and provide a well-behaved probability 

density function which would allow for the design of an 

optimum quantizer. 

2.3.1. THE OPTIMUM LINEAR PREDICTOR. 

Referring to Fig.(2.1), the input signal s(t) is sam-

pled at a rate f to produce a sequence of sample values s 

At the same time, the predictor makes 

an estimate of each sample value based on n previous recon­

structed samples. These estimates are the sequence {Si }--­

where 

j=n 
= L 

j=1 
a

J
, (5.-,. + q .. ) 

l.-J l.-J 
(2.1) , 

where 'a.' is the weighting coefficient applied to the app­
J 

ropriate past reconstructed sample S .. + q ..• 
l.-J l.-J 

When the number of quantizing levelS 'L' is large, 

equation (2.1) can be written approximately as, 

. -
S. l. 

n 

=L 
j=1 

a. 
J 

S .. 
l.-J (2.2) 

Each estimate is subtracted from the actual sample value 

producing a difference error sequence {e
i

) where 
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or 

A 

e. = S. - S. 111 

n 
e i = Si - I a. S. . 

j=l J 1-J 

12 

If the mean-square values of the sequences 

are denoted by d~ and d~ respectively, 

For the interval 

r? 1 ~ = Ni e i=l 

n 2] -I a.S .. ) 
. 1 J 1-J J= 

of NI samples this can 

[Si 

n 
S ... ] 2 - I a. 

j=l J 1-J 

expanding equation (2.6) yields 

Ni 
2 

be shown as, 

it f ($2 S~ ~ S. S. = 
Ni =1 - NI a. + : e 1 1=1 J=l J 1. 1-j 

1 ~ (n Si_ j ]( 

n 

Si-I] Ni .. ·r a. I a l i=l j=l J 1=1 

defining 6
2 
S and rji as 

~ 
1 ~ S~ = Ni 1=1 1 

and 

·1 

~1 Si_l S. r jl = ~ 
N ldS 

1.-j 

(2.4) 

(2.6) . 

(2.8) 
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Using the above equations, equation (2.7) can be shown 

as 

n 

~ a. 
j=l J 

n 

~ 
1=1 

a. 
J 

alr jl ] (2.10) 

The above equation can be expressed in matrix notation 

as 

2. [, T d
S 

.:1.1-2A, G
1 

+ 

where 

a 1 r O 1 r 1 1 r 1 2 r , , , I 1,n 
a

2 r O,2 r 2 ,1 r 2 ,2 r 
• • 2,n 

A = • G
1 = Ri = • • • 

• • • . . 
a r r n,l r • r 

n O,n n,2 n,n 

The elements of G1 and Ri are values of a normalized auto­

correlation func~ion r jl of the input sequence {Si 1. 
The optimum coefficients of A that. minimize d2 are e 

obtained by equating the derivative of equation (2.11) to 

(2B,29) zero • 

or 

A = R
1

- 1 G
1 opt 

(2.12) 



and in this case the minimum value of d 2 is e 

d
2 (min} d

2 [1 -GT -1 G1] = R1 e S 1 (2.13) 

or 

d 2 (min} = d
2 [1-~ a.ro .] e S j=1 J J 

(2.14) 

As n_ oD the sequence of error samples can be made 

Uncorrelated. However, if the sequence of samples {Si 1 
th -

forms on the n order auto-gressive process, then, using 
,. 

only n samples in forming the estimate of S , 
o 

will'make 

the resulting sequence of error terms uncorrelated. In 

this case a further increase in the number of samples 

employed in forming the optimum will not improve the qual-

ity of the estimate. As an exampl~ the first order Markov 

model is considered here to design an optimum linear pre-

dictor. The one~dimensional Markov model is shown in Fig. 

(2.2) where the input to the model is white Gaussian noise 

with . ~ var1ance '}'" The output of the model, which repres-

ents the input to the predictor, is given by the following 

equation (see Fig.2.2); 

s.=t].+a s · 1 1 1. 1.-
( 2. 15) 

If the input sample sequence is first-order Markov, then 

only the first-order predictor shown in Fig.(2.3} need be 

considered. The output of the predictor is given by 



\ 

SL',-~ ________________________ ~ 

a 

FIGURE 2.3 - First order predictor 
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the following difference equation 

The optimum weighting coefficient of the predictor 'a' 

can be obtained from equation < (2.9) and (2.12) for the 

first order case (n=l) thus, 

a = 

where rO,O = r 1 ,1 = 1 and 

(2.18) 

Thus, from equations (2.15), (2.17) and (2.18) 

As can be deduced from Fig. (2.2), S·. 1 is a function of 
l.-

past uncorrelated noise samples thus, E f1Ji Si-l} is zero. 

Thus, fro~. equation (2.19) 

a=(l' (2.20) 

From equations (2.15) and (2.20), equation (2.16) can be 

s~ as 

e. = TJ. 
l. l. 

I 

I 

I 

I 

I 

I 

I 
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Therefore, the optimum predictor is an exact inverse 

to the Markov model when the error signal for the first- C 

order predictor is white noise with variance d~ From 

equation (2.11) the mean-square prediction error can be 

represented as 

(2.22) 

One possible application of the first order system is in 

the transmission of television signals(10~) Suppose the 

power spectrum of the Gaussian signal is the bandlimited 

function 

" .; 

1 
F(W) = ----:::-- W ~W-W 

(W/W ) 2 H - O~ ~ c 
c 

= 0 otherwise 

where Wc and Wo are the corner and cutoff frequencies 

of the power spectrum. O'NealUO~states that this is a 

good approximation of the envelope of the power spectrum 

ofa television signal where its one line autocorrelation 

f t · . .. 1 t - W TS' T' th l' . d unc 1.on 1.S S1.m1. ar 0 e c '. S 1.S e samp 1.ng per1.o 

and is equal to 7TIWo ,thus, 

(2.24) 

For monochrome television signals the value of 

WO/2/TWC changes from 10 to 30, depending on the pict­

ure material. O'Neal !3.tates·that the results for the 
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predictor were W / 'TT W ( 106) . 1 o 2/~ C = 25 , this Yl.e ds 

Equations (2.12) and (2.13) are obtained ignoring 

quantization noise. If there is an insufficient number 

of quantizing levels, the noise interacts with the pre-

dictor and makes it suboptimum. As a result, the differ-

ential signal becomes more correlated and its distrib-

ution changes, thus degrading the performance of the 

quantizer. 

OPTIMUM QUANTIZERS. 

Quantization is the other important operation 

which determines encoding performance. In most cases 

quantizer optimization has been based on a minimum 

~ean-square error criterion. Such quantizers were 

originally studied by Panter and Dite(30 ) and an algor­

ithm for their design was presented by Max (31) 

Nitadori(32 ) and OlNeal(23) found that for speech and 

television, well designed DPCM systems had quantizer 

input signals whose probability density functions were 

approximately Laplacian. Quantizers designed using Max's 

technique minimize the quantizing noise for any given 

number of quantizing levels and will be discussed briefly. 



20 

2.3.2.1. QUANTIZATION BASED ON A MINIMUM MEAN-SQUARE 
CRITERION. 

Let P(e) be the probability density function of 

the diff~~~~~e signal (e) and L denote the number of 

quantization levels. Output decision levels are rep-

resented by Y1 , Y2 ' •••• YL • It is temporarily assumed 

that the input to the quantizer (e) is a continuous 

variable. Let Z1' Z2' •••• ZL+1 be the quantizer input 

decision levels such that ,(see Fig.2.4) 

where 

and 

-z 
1 

Th '" th t . E ( q2 ) b h e error power OL e quan 1zer can e s own 

L 

L 
k=1 

The necessary conditions for minimum mean-square 

(2.25) 

(2.26) 

quantization noise can be obtained by differentiating 

E(q2) with respect to the Zk's and Yk's and setting the 

derivatives equal to zero. 



21 

YL 

Yk +1 

Z2 Yk f- , 
.... Zk Z k+1 ZL 
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FIGURE 2.4 _ Non-uniform quantization 
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~ 
Zk+.l 2 (e.- y) P(e) de 

k 
Zk 

k = 2 •••• L 

(2,27) 

(2.28) 

(2,29) 

Equation (2,28) imposes the first condition for min-

imum mean-square error; that Zk should lie half way between 

Y
k 

and Y
k

-
1

, Equation (2.30) shows Y
k 

to be the centroid 

of the area of P(e) between Zk and Zk+l' It is 
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assumed that the probability function P(e) is un-

changed by the use of a quantizer. Equations (2.28) 

and (2.30) describe the overall relationships of the 

optimum quantizer • 

. One method of solving these equations is to apply 

a search procedure. For example; for a given number 

of levels (L) with respect to Z1=-~and arbitrary 

selection of Z2' the most negative quantizer output 

(Y1) can be obtained. If YL is the centroid of the 

area of P(e) between gL and~, Y1 was chosen correctly. 

If the YL does not satisfy the equation (2.17) then 

L1 must be res elected. 

2.3.2.2. QUANTIZER DESIGN BASED ON THE VISIBILITY OF 
QUANTIZING NOISE. 

Consideration of the human visual system in the 

encoding of picture signals is another criterion for the 

design of quantizers. Candy and Bosworth(33) and 

Thoma(34) have studied the visibility of the quantization 

error and Netravali(35) uses a similar experimental 

technique (Fig.2.5) to determine the visibility function. 

By switching· between A and B the subject can compare 

the processed pictures, which are generated by adding 

different amounts of random noise (simulating quant-

izing noise) to Pels having slopes with a certain range 

(say T - L1T/2, T + L1T/2), with an unimpaired picture 

to which can be added an appropriate amount of white 

noise to obtain a similar picture quality. Given three 



different random noise powers (V
nl

, V
n2

, and V
n3

) the 

equivalent white noise powers are Vwl ' Vw2 and VW3 res­

pectively. 

In this test, by assuming that the visibility of 

noise is relatively constant in the range[T -~T/2), 
T + ~T/2)] the subjects visibility function f(T) can be 

defined as 

f(T) 1 
= 2fT 

Vw1 + Vw2 + VW3 

Vn1 + Vn2 + Vn3 

f(T) is the subjective visibility (in terms of equivalent 

white noise) of unit random noise added to all picture 

elements having slope values in a small neighbourhood 

of T. 

Using the visibility function, the mean-square sub-

jective distortion (MSSD) is given by 

MSSD = 

Netravali(35) has shown that, for the same number 

of levels, the MSSD quantizer has a better performance 

than quantizers designed on the basis of minimum'mean-

square quantizing error. 

Sharma and Netravali(36) have studied a number of 

different quantizers and taken account of visual thres-

hold criteria in their design. They measured the visual 

thresholds by dividing the picture into two halves with 

luminance La and La+~. Then, by controlling the 
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perturbation LlL of the sample at the edge, the vis-

ual threshold Th') can be determined Fig.(2.G). 

Results of several such tests have shown that 

the threshold increases monotonically with respect to 

e (3 6 ). In order.' to keep the quantization error below 

the visual threshold, a sufficient number of quantizing 

levels is required. For insufficient quantizing levels 

it becomes impossible to keep the quantization error 

below the visual threshold. 

Sharma and Netravali(36) have given a geometric 

design procedure for a minimum number of levels accord-

ing to 

where Q(e) is the quantizer output function and E is the 

constraint factor; for example, forE =0, the quantization 

noise is constrained to be at or below the visual thres-

hold. As E is increased, the number of levels required 

decreases at the expenSe of some visual distortion. The 

geometric design of a quantizer according to the visib­

ility function T(e) for a minimum number of quantizing 

levels in the range -A to A is shown in Fig.(2.7). 

2.4. STATISTICAL CONSIDERATION OF VIDEO CODING. 

Source encoding techniques for video signals are 

able to provide utilization of a given communication 
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system. For all these schemes the transmission rate 

can be determined considering characteristics of the 

human observer and the properties of the source 

which can be analysed by statistical methods. 

In a digital coding system the continuous band 

limited video signal is sampled. After sampling the 

video signal can be described as a random process of 

discrete statistica'lly dependent samples, whose amp-

litudes are in a continuous, or, after quantization, 

in a discrete form. Each sample corresponds to one pic':' ',' 

ture element. The statistical dependencies of these 

samples extends both over a line and from line to line. 

Because of these statistical dependencies, it is necess-

ary to use the general model of a source with memory 

for mathematical analysis. Assuming that each sample 

is statistically dependent only on a limited -number of 

preceding samples, the Markov source model can be app-

lied to this special physical source. Then the video 

signal is represented by a discrete Markov process (see 

Section 2.3.1.). 

In the case of pictures, this means that the pre­

sent picture element So is assumed to be st'atistically 

dependent on n previously transmitted samples from the 

same or previous scan lines. According to (37) this 

dependency is expressed by ,conditional probabilities 

P(SO/Sl' S2 •• •• Sn.) and the entropy is approximated by 

the conditional entropy of the Markov source. 
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=-2. ... 2: 
S 

n 

The average information content per word emitted 

from a source is often referred to as the entropy of 

the signal and can be defined as 

= - 2. P. Log Pi 
i ~ 

From equations (2.33) and (2.34) the redundancy 

of a source with memory is 

In order to take advantage of the redundancy of the 

(2.35) 

signal to reduce the transmitted bit-rate, it is nec-

essary to construct a variable length code to match 

the statistics of the signal. Entropy coding with min-

imum redundancy was developed independently by Shannon 

and Fano(38 ) and by Huffman(39). These methods gener-

ate a variable length code which produces bits at a 

non-uniform rate(40-45). 

The combination of DPCM and entropy coding has been 

studied by O'Neal(46). He has shown in theory that 

DPCM with a uniform quantizer using entropy coding may 

yield an increase of 5.6dB in the SNR compared with 
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FIGURE 2.8 - Two dimensional DPCM to be compared 

a: DPCM system without entropy coding 

b: DPCM system with entropy coding 



31 

that of an equivalent DPCM system with an optimum 

non-linear quantizer (Fig.2.ff). However, the 5.6dB 

improvement .,may be difficult to achieve with pract-

ical hardware. 

DIGITAL COLOUR TELEVISION. 

There are two types of colour television coding 

methods. One is known as component coding, in which a 

composite colour television signal is first separated 

into a :luminance component and two chrominance com-

ponents. The components are then encoded individually 

• The second method is known as 'composite coding' 

in which a composite colour signal is encoded directly 

without componen~ ,separation(52-58). 

Component coding is an obvious choice because it 

is independent of the choiCe of colour standards and the 

problems of transcoding between, for example, the PAL 

and SECAM systems. However, component coding equipment 

tends to be complicated because it needs an input signal 

separation process, an output composite signal synth-

esising process and digital time division A.c: .. ultiplexing 

and'multiplexing processes. 

Of the two methods- composite coding and component 

coding- attention is 'now concentrated on the latter. 

A brief review of relevant co'mposite coding work is 

given as an introduction at the beginning of each chap-
. 

ter. The paper by Limb, Rubinstein and Thompson(59) 

presents a comprehensive review of coding of colour 
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television signals, also giving the background of 

colour signal representation and colour perception. 

Finally, in this chapter, for the benefit of the 

non-specialized reader, we give a brief description of 

analogue colour television systems. 

2.6. COLOUR TELEVISION SYSTEMS. 

The various colour television systems; NTSC, PAL 

and SECAM are now summarized. For more comprehensive 

conc.epts of colour television the interested reader can 

(60) . (61) 
refer to the books by Carnt and Townsend and S1ms 

which cover all major colour.television systems. 

Pearson(62) introduces the principles of monochrome 

and colour television signal properties and the psycho-

visual properties of human vision. He also presents the 

process of video signal formation as a three-dimensional 

sampling operation with the help of Fourier expansion. 

The fundamental concept of colour television is 

based on the chromitacity principle where most colours 

can be· produced as a linear combination of three primary 

colours. In colour television, the commonly used prim-

aries are red(R), blue(B) and green(G). 

The primary colour signals are obtained by a three 

pick-up tube camera. In this camera the televised scene 

is separated into three primary pictures by dich~oic 

mirrors Fig.(2.9). A dichroic mirror has the property 

of reflecting a selected colour and passing all other 

colours. Additional filters are placed in front of each 

tube to give the camera the desired spectral response 
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because the response of the human eye is not uniform 

within the visible spectrum. A typical curVe of the 

response of the eye in terms of brightness is shown 

in Fig.(2.10) 

Considerations of compatibility require that a 

black and white (monochrome) signal be obtainaBle from 

the colour signal. Compatibility necessitates, in the 

first place, the following two conditions: 

a) The colour transmission must remain within the 

frequency channel proyided for black and white trans-

mission. 

b) The transmission of the luminance signal Y 

should allow satisfactory monochrome operation. 

As is shown in Fig.(2.l0),the visual sensation of 

brightness, witha peak near the yellow-green is not 

uniform throughout the visible spectrum. Thus, the 

signal having a response similar to the human brightness 

sensation is 

Y = O.)OR + O.594G + O.llB (2.)6) 

The condition of compatibility, therefore, requires 

that the three primary signals are delivered in these 

proportions. It is consequently sufficient to add to the 

transmission two other independent linear combinations 

of the primary signals. These additional signals, which 

are known as chrominance or colour difference signals are; 
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R-Y = 0.7R - 0.59G - O.llB 

B-Y =. -0.3R - 0.59G + 0.89B 

G-Y = -0.3R + 0.Q1G - O.llB 

R-Y and B-Y are. chosen because their maximum values 

are greater than G-Y. 

Thus a compatible colour television system may be 

set up by transmitting a monochrome signal (y) plus 

two chrominance signals. The Y signal is transmitted 

so that existing monochrome receivers can reproduce the 

black and white picture. The chrominance signals mod-

ulate a sub-carrier near the high frequency end of the 

video channel. Methods of modulating the sub-carrier 

with chrominance information differ and they will there-

fore be described separately for the NTSC, PAL and 

SECAM systems. 

2.6.1. THE NTSC SYSTEM. 

To 'combine the t,.~o chrominance signals into a single 

signal, use is made of a technique known as t,~o phase 

or quadrature modulation. Here the chrominance signals 

are applied to two balanced modulators, the carrier is 

suppressed and'a simple modulated chrominance signal 

formed in this system can be defined as 

S = V Cos W t + U Sin W t sc se (2.38) 

where V = 0.877 (R-Y) and U = 0.Q93 (B-Y) are the 
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weighted values of the colour difference signals. 

In most forms of the NTSC signal, the two chrom­

inance sub-carriers are advanced by 33° from their U 

and V axes Fig.(2.11)to give 

S = I Cos (uu t + 33°) + Q Sin (U) t + 33°) se se 

where 

I = V Cos 33°_ U Sin 33° 

= 0.74 (R-Y) -0.27 (B-Y) 

and 

Q = V Sin 33°+ U Cos 33° 

(2.39) 

= 0.48 (R-Y) + 0.41 (B-Y) (2.40) 

The sub-carrier frequency is chosen to be an odd 

multiple of half line frequency to allow the chrominance 

and luminance components to interleave with minimal 

interaction. 

2.6.2. THE PAL (Phase Alternation Line) SYSTEM. 

With the PAL system the weighting factors are sim-

ilar to those used for R_Y and B-Y in the NTSC system. 

V = 0.877 (R-Y) 

U = 0.493 (B-Y) (2.41) 
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The main difference between the PAL system and 

the NTSC system is that in quadrature modulation the 

phase of the sub-carrier for the V component is rev-

ersed at line frequency. Thus, the modulated chrom-

inance signal is defined by the equations 

v =:!:V 

Sin(Wsc t ), 

Cos( W t) sc 

The positive sign of V refers to the odd lines 

of the first and second fields and the even lines of 

the third and fourth fields. 

The phase reversal of the V component protects the 

system against differential phase distortion in the 

transmission system at the expenSe of a slight reduction 

in saturation; "In the decoder" the output from each demod-

ulator is delayed by on~ line (6qps) and direct and 

delayed signals are added as shown in Fig. (2.12). 

There is, however, the inherent drawback in this pro-

cess of a reduction in vertical chrominance resolution. 

The frequency of the sub-carrier in the PAL system is 

where fL is the line frequency and is equal to 
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In the NTSC system the sub-carrier frequency is 

equal to an odd multiple of half the line frequency. 

In the PAL system, the sub-carrier frequency is almost 

equal to an odd multiple of quarter the line frequency 

and the v component is switched by 180 0 on each conseq­

utive line. -This produces a one quarter line off set 

for the V components and a three quarter line off set 

for the U component Fig.(2.13). If the half line off 

set of the NTSC system had been used, the phase alter­

nation of the v component would have produced compon­

ents at harmonics of the line frequency which would 

increase the visibility of the sub-carrier signal in 

monochrome reception. For the same reason the 25Hz 

(t cycle per field) is added to the quarter line off-

set frequency. 

In order to establish the reference sub-carrier 

phase and to synchronize the switching of the V axis, 

the demodulator is supplied with a burst of ten cycles 

of sub-carrier following the line synchronizing pulse. 

The phase of the colour burst is 225 0 with respect· to 

fur on even lines of the first and second and odd lines 

of the third and ~~rthlfields,and 135 0 on odd lines of 

the first and second, and even lines of the third and 

fourth .fields respectively. 
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2.6.3. THE SECAM (Sequential Colour and Memory) SYSTEM. 

The SECAM system haS: passed through several stages 

of development, one of the latest of which will be desc-

ribed in this SUb-section. 

In contrast to the situation in the NTSC and PAL 

systems, in the SECAM system the two chrominance signals 

are sent in line sequence; each one modulates the sub-

carrier in turn for the duration of one scanning line 

Fig.(2.14). A reduction in the vertical chrominance 

resolution thus results. 

The weighted colour difference signals are 

,and 

, 
Because only one chrominance signal is transmitted at 

a time, cross-talk between the colour difference signals 

is avoided- and it is not necessary to use the quadrature 

modulation technique of NTSC and PAL. Instead, frequency 

modulation is used. The weighted colour difference 

signals before modulation are pre-emphasised having a 

transfer function G(f) where 

g = 3.0 and fl = 85 KH2 
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The output signal is now applied to the frequency 

modulator. The frequency of the chrominance sub-

carrier has the following nominal value on lines 

modulated by signal DIR : 

f = 282 f = 4.406 25 NHz SR L 

and on lines modulated by signal DIB 

f = 272 f = 4.250 00 MHz SB L 

where fL is the line frequency. 

The nominal frequency deviation obtained for unit 

amplitude modulation signal is 

L1 fR = 280 KHz for DIR lines (2.46) 

and 

for DIB lines 

The maximum value of deviation is limited to the foll-

owing values; 

+ + for DI R : +350 - 35 KHzand -500 - 50 KHz 

+ + for DI B: +500 - 50 KHz and -350 - 35 KHz 



The modulated chrominance signal, before being added 

to the luminance signal, is passed through a filter 

which reduces the relative amplitude of the centre 

frequencies. This improves thechrominance signal to 

noise ratio and the compatibility of the system. At 

the receiver a filter with the inverse characteristic 

(bell-shaped) is used before the demodulator. 

The colour sub-carrier is suppressed during the 

line and field blanking intervals. The sub-carrier is 

regenerated at its nominal undeviated frequency during 

the back porch of the line synchronizing pulses. To 

ensure that each colour signal sequence is fed to the 

correct demodulator, line identification signals)con­

sisting of nine lines of frequency modulated sub-carrier, 

are transmitted during the field blanking period. 

These signals consist of bursts of sub-carrier frequency 

modulated by the following signals transmitted in line 

sequence •. 

a) D' R , varying linearly from 0 to +~25 from 

the beginning of the line for 15 ps, followed by a per­

iod at level +125. 

b) DI B, varying linearly from 0 to -1.5 from 

the beginning of the line for 20 ps, followed by a 

period at level -1.5. 
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CHAPTER III 

ONE DIMENSIONAL DPCM 

3.1. INTRODUCTION. 

The television picture is composed of lines and 

fields, and the correlation between pels along a line 

and in both successive lines and fields has led to the de-

velopment of predictors that are said to operate in 

one, two and three dimensions respectively. 

In one dimensional picture coding the estimated 
~ 

value of Si' Si' is predicted from previous pels along 

the line and should be a close replica of S .• All 
. 1 

predictors exploit the correlation in a signal (an un-

correlated signal is unpredictable) and the higher the 

correlation the more accurate will be the predictor. 

Further, areas of the picture in one or more fields 

often have correlation coefficients exceeding 0.98, 

enabling the predictor design to proceed on the basis 

that the area in which the sample to be predicted resides 

may be considered as a constant luminance,hue zone. 

Of course, this is not always true, and the predictor 

may perform less well unless some form of motion 

detector is used. 

In the case of monochrome pictures, one, two 

or three dimensional prediction can be achieved with-

out complication. For colour pictures, however,due 

to the presence of the sub-carrier, the prediction 

must be arranged according to sample phases that 



are related to the sampling frequency, which affects 

not only the transmitted bit-rate but ease of hard-

ware implementation. 

3.2. THE SAMPLING FREQUENCY. 

In most previous work C52 ,54 ,63,64)the sampling 

frequency of composite colour signals is simply rel-

ated to the sub-carrier frequency. This minimizes 

intermodulation products between harmonics of the' 

sampling and sub-carrier frequencies(6 5 )and is also 

important in differential coding. For example, by 

selecting the sampling frequency (f ) to be three times s 

the sub-carrier frequency.(fsc )' the third previous 

picture elememnt (pel) along the line is a good pre-

diction of the pel under consideration, providing that 

hue (H), saturation (S) and luminance (L{!lonly change 

slmdy. 

This value of fs is considerably greater than the 

Nyquist rate fN = 2fm where fm is the highest freq­

uency in composite signal s(t), and will increase the 

bandwidth of tqe digitally encoded signal relative 

to the minimum obtainable. This consequently led to 

the development of sUb-Nyquist sampling(66) at 

f = 2f j f <f. This technique also enables s se se m 

satisfactory results to be obtained but is inherently 

more complex, requiring the 'combing out' of aliased 

components. In general, it is desirable that the 

sampling frequency is simply related to both line and 
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sub-carrier frequencies. In the case of the NTSC 

system, this can be achieved without complication 

(the sub-carrier frequency is a multiple of half-line 

frequency). In the PAL system the relationship between 

the sub-carrier and line frequencies is complex due 

to the sub-carrier having a quadrative line and half 

field frequency off set. 

3.2.1.. SAMPLING FREQUENCYS AN INTEGRAL MULTIPLE OF 
LINE FREQUENCY. ' 

The relationship between the colour sub-carrier 

frequency f and the line frequency fL is given by sc 

equation (3.1). To remove the effect of the quarter 

(3.1) 

line off set, we multiply both sides of this equation 

by 0.8. 

0.8f = 227fL + 20 sc 

The sampling frequency f is selected to retain an 
s 

approximately integral relationship with f L • Thus, 

where n is a positive integer. 

(3.2) 

(3.3) 



Three values of n are of interest 

n = 3, f = 2.4f = 6B1fL + 60 s sc (J .4) 

n = 4, f = 3.2f = 9.0BfL + Bo s sc 

n = 5, f = 4.0f =1135fL +100 s sc (J.6) 

For n = 3,4 and 5, the 'slip frequencies' 60, Bo 

and 100 Hz respectively, cause a slip of half a period 

of one cycle of the sub-carrier. If a signal is converted 

from a sampling rate based on line frequency (fs = 227fLn), 

to a corresponding rate based on sub-carrier frequency 

(f '" O.Bf n), then, . during the period of each field s sc 

there is a horizontal displacement between the top and 

bottom of the picture of about 1/5000 of the picture 

width. Consequently, vertical iines are represented by 

an angle < 0.2" from their correct position. This small 

divergence is insignificant(67 ). 

If we consider the case of f = 2.4f ,the sampling 
s sc 

frequency is slightly below the Nyquist rate resulting 

in the alias components at the edge of the spectrum 

possibly causing visible interference. Further, since 

they are situated at an integral multiple of line fre-

quency, the possibility of combing out these components 

is out of the question. For f = 3.2f (n=4), apart 
s sc 

from the difficulty of prediction similar to that obtained 

when f = 2.4f ,the disadvantage is the high sampling s sc 
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frequency. f = qf (n=5) is probably the most s sc 

desirable sampling frequency, being simply related 

to the line (ignoring the slip frequency of 100 Hz) 

and sub-carrier frequencies. The only drawback again 

is the high sampling frequency. 

f 
s 

It is clear that the integral relationship between 

and fL aids the removal of the blanking intervals 

enabling picture bits to occupy these intervals, con-

sequently reducing the transmitted bit-rate. 

A further advantage occurs in that the sample points 

produce the orthogonal array shown in Fig.(3.1a) which 

repeats from frame to frame. If intermodulation products 

occur, however, the' system will become vulnerable 

because most of the energy in the l~~inance signal is 

distributed around multiples of the line frequency. 

As fs has an integral relationship with fL' intermod­

ulation products will fall on these spectral components 

at";mul tiples of fL causing visual interference. 

3.2.2 SAMPLING ,FREQUENCY: AN INTEGRAL MULTIPLE OF 
HALF LINE FREQUENCY. 

The advantage of using this relationship between 

fs and fL is that intermodulation and luminance compon-. 

ents do not interfere. 

Multiplying both sides of equation (3.1) by O.qj 

and equating it to f yields 
s 
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(a) 

0 0 0 0 ~ 0 0 0 <> 

c 0 0 0 0 0 0 0 

0 0 0 G 0 0 0 0 
~ 
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9 0 0 0 0 0 0 G 

0 0 0 0 0 0 0 0 

(b) 

FIGURE ).1 - Resulting pattern of samples 

a: sampling frequency is a multiple of line 
frequency 

b: sampling frequency is an odd multiple of 
half line frequency 
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If j is an odd integer (e.g. = 5 and 7) 

and 

2f sc 

f = 2.8f = 794.5fL + 70 j=7 s sc 

(J.8) 

The resulting pattern of sample points is sho~n in (3.1b) 

3.3. PREDICTION FROM PREVIOUS PELS ALONG THE SCAN LINE. 

The composite PAL signal can be represented as 

(J. 10) 

where Lu, C and 0/ represent the luminance, saturation 

and hue respectively and 

C = + VV2 + U2 
(J.ll) 

(3.12) 

where the negative sign represents the PAL inversion of 

the V component which occurs on alternate lines. The 

signal is sampled at a rate f to yield a sequence of 
s 

picture elements. 

Si = Lu + C Sin (27r fi +0/) 



where 

f = 
f sc 

f s 

53 

The value of the ith pel given by equation (3.13) 

is to be predicted from the three previous pels, Si_l' 

'So 2 and S, 3 along the scan line. The' coefficients 
1- 1-

( ak 10f this one dimensional predictor will be derived 

as functions of i, equation (3.14) enabling th~ coeffic­

ients to be selected for varying sampling rates(68). 

A linear predictor constructs its predicted sample 

value as the weighted summation of previous pels 

3 
2: a 
n=l n 

S, 
1-n 

The coefficients ~ak 1 are now found as follows: 

eqn.(3.13) the first and third previous samples 

and S. 3 are determined and added together 
1-

S. 1 + S. 3 = 2Lu + 2C Sin.(27rf'(i-2)+lp) 
1- 1-

• Cos (27tf) 

By noting that the second previous sample is 

S. 2 = Lu + C Sin (27tf(i-2) +lfJ) 
1-

From 

S. 1 1-

(J. 16) 

. it is seen that the sine terms in eqns. (3.16) and (3.17) 



can be eliminated to give an expression for the lum-

inance component 

5. 1 Lu _ l.-
+ 5. 3' - 2.5. 2 Cos l.- ' l.- ... 

2 (1 - Cos 27! f) 

A second expression for Lu is now sought. Adding 

the present sample 5l.' to the second previous sample 5. 2 
l.,-

gives 

5
i 

+ 5
i

_
2 

= 2Lu +2C 5in (27l'f(i-1) + (jJ) , 

and combining this sum with 

5. 1 = Lu + C 5in (27!f'(i-1) +(jJ) 
l.-

yields 

Lu = 
5. + 5. 2 - 25. 1 Cos (27l1) 

1. J.- J.-

2( 1 - Cos 27l1) 

Equating eqns, (3.18) and (3.21) 

5l.' = 5. 1 (1+2 Cos 27l:r) - 5. 2 (1+2 Cos 27!1) 
1.- 1.-

+ 5. 3 1-

<:3.20) 

By assuming that Lu, C and cP are constant for 5., 5. l' 
l. l.-

5. 2 and 5. 3 we have obtained two expressions for 5., l.- l.- l. 
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equation (J. 1J) which depends on Lu, C and l{J , and 

equation (J.22) which is a function of S. l' S. 2 
~- ~-, -s. J and f. 

~-

If the assumption that over four samples, Lu, C and l{J 

are constant (or generally change by a small amount) is 

reasonable, then S. in eqn. (J.22) can be made equal to 
~ 

" S. in eqn. (J.15), when the three coefficients become 
~ 

IV 

a
1 

= 1 + 2 Cos 27r f 

(J.2J) 

= 1 

By chaneing the sampling rate, thereby altering f, 

the changes that need to be made to \ ak 1 are simple and 

given by eqn. (J.2J). Table J.1. shows a 1 ; a 2 , a
J 

for a 

--1 number of values of f If = f • f If = 2.~, J.2 and 
5 se 5 sc 

~.o correspond to the case where f is, to a close app­s 

roximation, an integral multiple of line frequency whilst 

f If = 2 and 2.8 apply when f is an integral multiple s se s 

of half line frequency. f If = 2 is the so-called s sc 

sUb-Nyquist sampling case (f If = 2.~ is below the 
,5 se 

Nyquist rate). The relationship f If = 2.5 is of part­s sc 

icular value in two dimensional signal prediction and 

is considered in detail in the following chapter. 

From eqn. (J.2J) we observe that, 



TABLE 3.1 

Predictor coefficients for various sampling frequencies 

fs 

fsc 
a

1 a 2 a 3 

4 1 -1 1 

3.2 0.2346 -0.2346 1 

3.0 0 0 1 

2.8 -0.2470 +0.2470 1 

2.5 -0.6180 +0.6180 1 

2.4 -0.7321 +0.7321 1 

2.0 -1 1 1 



3 
2: 
n=l 

a 
n 
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= 1 (J.24) 

a necessary criterion for stability when the predictor 

is used in the feedback loop of a DPCM encoder and, more 

significantly, a desirable characteristic for luminance 

prediction. 

A simple same-line predictor that involves a delay 

of 5T, where T is a sample period; is produced by adding 

" a further delay of 2T to give the predicted output 5., 
. ~ 

" 5,. . = s. 5 
<t,J. 1.-

(3.25) 

This prediction. can be used because f = 2.5f pro-s sc 

duces 5 samples in every two cycles of the sub-carrier. 

In a picture where the signal changes rapidly this pre-

diction has the disadvantage of a relatively large pre-

diction distance (two sub-carrier periods). 

3.4. ACCOMMODATING ABRUPT LUMINANCE CHANGES'. 

Adaptive prediction similar to that used by 

Devereux(63) for f = 3f is now considered. 
s sc 

By assuming Lu, C and qJ are approximately constant 

over sampling instants, i-l, .i-2 and i-3, eqns.(3.22) 

and (3.23) are established from which the predicted 

sample is 



= LK (-a2 S. 1 + a 2 S. 2 + S. 3) 
1- 1- 1-

(3.26) 

where LK is the leak factor and is ~ 1. 

This prediction is used unless there is an abrupt 

change in the composite signal when the prediction 

is based on a previous sample. The previous sample 

employed depends on the value of fs/fsc' For example, 

"-
if fs/fsc = 3.0; s. = LK1 S. 1 1 1-

A 
if fs/fsc = 2.5; s. = LK2 S. 2 1 1-

(3.28) 

A 
or fs/fsc = .2.5; s. = LK3 s. 1 1 1-

The predictors based on S. 1 and S. 2 are used 
1- l..-

for three conse.c;utive sampling instants before the 

prediction given by equation (3.26) is restored. 

This adaptive prediction strategy depends on de-

tection of abrupt changes in the composi.te signal and 

is conceived for use in DPCM encoding (see Chapter 11, 

Section 2.). Fig.(3.?,a) shows an arbitrary composite 

signal having sharp changes in hue and luminance. 

The corresponding prediction errors when the prediction 

is based entirely on equation (3.26) or on a combin-

ation of eqns. (3.26) and (3.28) are shown in Figs. 

(3.2b) and (3.2c) respectively for f If = 2.5 and 
s sc 
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TIME ~ 

( b) 

O _____ ~.--~--~I~--~--J----L---~I~-r--~----11 

(c) 2nd PREVIOUS I 
~+-- SAMPLE .1 
I PREDICTION I 

O ____ ~ __ ~ __ ~ __ ~~I-J--_.._~L-~I~---J----
I I 
J 

FIGURE 3.2 - One dimensioOJal prediction 

a: Arbitrary composite signal 

b: Prediction error from prediction based on three 
previous samples. 

c: Prediction error from prediction based on three 
previous samples or on the second previous 
sample 
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CODING PARAMETERS. 

As a criterion of performance, signa~ to prediction 

error ratios (SNR )are used. The probabi~ity density 
p 

function (pdf) of the error signa~ is a~so emp~oyed to 

compare various prediction techniques. In actua~ en-

coding, prediction of pe~s is based on the reconstructed 

picture e~ements for which a quantizer is needed. In 

the absence of a quantizer, the SNR and pdf are con­
p 

sidered when the picture is based on the origina~ pe~s. 

A~~ predictors have been simu~ated on the digita~ 

computer and the peak to peak signa~ to r.m.s·. prediction 

error ratio, SNR and peak to peak signa~ to r.m.s. 
p 

quantizing noise ratio SNR, were found for 16 ~ines of 

100 percent saturated co~our bar signa~s (see Appendix A). 

SNR 
P 

SNR 

= 20 

= 20 Log 
V 

pp 
{).30) 

[~i Ni J t 
i~ qi 2_ 

where Nl is the number of samp~es invo~ved in the meas­

urement and q is the quantizing noise in the presence 

of the quantizer. The amp~itude distribution of the 

prediction error is obtained by finding the number of 

* samp~e va~ues in each 512 quantym interva~s (-256-255). 

* 1 quantul"t\·. = spacing between adjacent 8 bit PCM ~eve~s. 
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These points are then normalized to produce the 

probability density function of the error signal. 

The probability density functions of three predictors 

are shown in Fig. (3.3). 

The shapes of these curves are important in des-

igning the optimum quantizers and in comparing the 

performance of different predictors. A poorer pre-

dictor will show a broader distribution of prediction 

errors. 

3.6. QUANTIZER DESIGN PROCEDURE. 

In Chapter 11 different quantizer design procedures 

were considered. Given the probability density function 

of the error signal P(e) and the number of quantizing 

levels N, the necessary conditions which define the opt-

imum design of a quantizer are 

2"k<'N (J.31) 

Deviation. of the above condition is given in 

Chapter 11, Section 2.3.2.1. Further details have been 

discussed by Ma.x (3 1), bearing in mind that e is a dis-

crete variable and that e-Yk is the quantizing error for 

a typical input mapped on Y
k

• 
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For colour bar signals, probability density 

functions of error signals are different in shape for 

each predictor and it should be pointed out that the 

shape of the pdf will change from picture to picture. 

So, if the object is to compare different predictors 

for DPCM coding, it is best to carry this comparison 

out in the absence of the quantizer. Otherwise the 

quantizer should be adaptive according to the statist-

ical variation of error signal. For speech signals, 

adaptation can be obtained without complication due to 

the relatively low speed of sampling and small number 
/ 

of quantization levels. The quantizer for broadcast 

quality television must be relatively primitive as it 

has to operate with a large number of quantizing levels 

and at a sampling rate 1000 times higher than used in 

telephony. 

The following is a description of the algorithm 

used to carry out the design. 

i) Suppose P
1
(e.), P

2 
(e.) ••••• P (e.) are the 

~ ~ n ~ 

discrete probability density functions of the error 

signal for n different predictors. Instead of design-

ing optimum quantizers for each of the n predictors, 

for simplicity, only, one quantizer is designed which 

is based on the average pdf's of the predictors. 

if) Given the average probability density function 
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P (e.), the output levels Y
k 

are distributed accord­
aV ~ 

ing to the distribution of P (e). Consequently, the 
aV 

input thresholds Zk are defined by the condition (3.30). 

After finding all Zk and Yk the quantizer is included 

in the simulated DPCM loop. The new average pdf, 

P' (e) is then obtained whose predictions are based av 

on the reconstructed signals. The shape of the new pdf, 

pI (e) is slightly different from that of P (e). The 
av av 

quantizer design (based on P' (e» is then modified by av 

the experimental search procedure to obtain the pdf 

closest to P (e). av 

The input range and quantized output levels for 

the 5 and 6 bit· quantizers used in the experiments are 

shown in Table (3.2). In the. case of the 64 level 

(6 bit) quantizer, the negative half of quantization law 

was given by changing the sign of the first 31 input 

ranges and quantized output levels, i.e. there were 33 

positive and 31 negative quantization levels. 

RESULTS. 

The experiments were carried out using computer 

simulation. The input signal, a 100% saturated colour 

bar PAL signal, was applied to the AID converter and 

the resulting 8 bit words were used prior to simulating 

DPCM with different predictors. This leads to the DPCM 

system shown in Fig.(2.1). The input sample xi and the 
.-

feedback sample S. are 8 bit words resulting in a 9 bit 
~ 
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TABLE 3..2 - Quantizing -laws ... 
. 

32 LEVEL QUANTIZER 64 LEVEL QUANTIZER 
q-level 
number INPUT OUTPUT INPUT OUTPUT 

33 161 '" 255 , 165 

32 157 '" 256 172 153 '" 160 157 

31 125 '" 156 140 145 '" 152 149 

I 30 93 '" 124 108. 137 '" 144 141 

29 77 '" 92 84 129 '" 136 133 

28 61 '" 76 68 121 '" 128 125 

27 49 '" 60 54 113 '" 120 117 

26 37 '" 48 42 105 '" 112 109 

25 29 '" 36 32 97 '" 104 101 

24 21 '" 28 24 89 '" 96 93 

23 15 '" 20 17 81 '" 88 85 

22 11 "'.14' 12 73 '" 80 77 

21 7 '" 10 8 65 ",72 69 

20 5 '" 6 5 57 '" 64 61 

19 3 '" 4 3 51 '" 56 54 

18 2 2 45 '" 50 48 

17 1 1 39 '" 44 42 

16 0 0 33 '" 38 . 36 

15 -1 -1 29 '" 32 31 

14 -2 -2 25 '" 28 27 

13 -3 '" -4 -3 21 '" 24 23 

12 -5 '" -6 -5 17 '" 20 19 

11 -7 '" -10 I ":8 15 '" 16 16 

12 -11 '" -14 -12' 13 '" 14 14 

9 -15 '" -20 -17 11", 12 12 

8 -21 '" -28 -24 9 "- 10 10 

7 -29 '" -36 -32 7 '" 8 8 

6 -37 '" -48 -42 5", 6 6 

5 -49 '" -60 -54 4 4 

4 -61 '" -76 -68 3 3 

3 -77 '" -92 -84 2 2 

2 -93 '" -124 -108 1 1 

1 -125 '" -156 -140 0 0 
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difference signal e .• Non-linear quantization (see 
l. 

Section 3.6) is achieved by using a look-up table 

producing a 5 or 6 bit DPCM word L .• The performance 
l. 

criterion was taken to be SNR. 

Predicting the decoded sample Si at both the 

transmitter and receiver (assuming no channel errors) 

from pels on the same line resulted in the SNR values 

shown in Table (3.3) being obtained for f If = 3.0 
s sc 

and 2.5. The left-hand column of the table gives the 

sample or samples used in the prediction. When three 

previous samples were used in the prediction the coeff-

icients were calculated according to equation (3.23). 

When the first or second previous samples were used, 

Lk , Lk1 , Lk2 and Lk3 in equations (3.26), (3.27) and 

(3.28) were all unity, and the DPCM encoder took the 

form shown in Fig.(3.4 ). When the quantizer level ex­

ceeded the threshold (equivalent to a quantization out­

put level of 24) the switch was changed to produce the 

first or second previous sample, according to the value 

of f If ,and the strategy described in Section (3.4). s sc 

Row 6 in Table (3.3) corresponds to the prediction of 
.-

eqn. (J. 25) S. = S. 2' while the last .. row uses either' 
l. l.-

A A 
S. ='S. 5 or S. = S. 2' the latter being used in the 

l. l.- l. l.-

presence of a luminance jump. Thus, the prediction 

rules for rows 2, 4, 5, and 7 were adaptive according 

to the principle described in Section (3.4). 

The peak to peak signal to r.m.s. prediction error 

ratio, SNR , was found for the predictor in the absence 
p 
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NUMBER OF I 

SAMPLE PREDICTION SAMPLING QUANTIZATION OVERALL 
BASED ON FREQUENCY fS SNR , :dB . P LEVELS SNR, dB 

S. 3 3fsc 22.9 64 52.5 
~- 32 46.7 

S. 3· 
. ~-

3fsc 24 64 52.8 or 32 46.8 
S: 1 
~-

S. l'S, 2'S, 3 2.Sfsc 22.5 64 50.9 
~- ~- l.- 32 44.4 

. 

S. l'S, 2,Si 3 64 52.6 l.- ~- - 2.5fsc 23.2 or 32 46.3 
S· 1 ~-

S. l'S, 2'S, 3 
~- l.- l.- 64 53,2 or 2.5fso 22.5 32 47·7 

S. 2 
~-

S. 5 2.5f
5C 

20.6 64 49.6 
~- 32 44·1 

S. 5 l.- 64 52.0 or 2.5f
5C 

22.4 32 46.1 
S. 2 
~-

TABLE J.J - SNR results of one dimensional DPCM 
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of the quantizer. The overall SNR was determined as 

the ratio of peak to peak input amplitude to r.m.s. 

quantization noise and is given for both the 32 and 

6q level quantizers. 

3.8. DISCUSSION. 

In this chapter a simple predictor having three 

coefficients which can operate at any sampling rate has 

been described. As mentioned before, (see Section 3.2) 

the choice of sampling frequency depends on many factors. 

For comparative reasons, f = 3f and f = 2.5f 
s sc 5 se 

(marginally above the Nyquist rate) were selected. 

The results for predictors using the previous pel 

or pels along the same scan line Table (3.3), show that 

the SNR for f If = 2.5 is inferior to that for f If = s se 5 se 

3.0. The fifth previous sample predictor, although 

simple, has an SNR which is 3dB worse than that of the 

predictor employing the previous pels. When the samp-

ling frequency moves from fs = 3fsc towards fs = 2.5f sc 

the system .becomes more vulnerable to rapid luminance 

transition. This is mainly because when the sampling 

frequency decreases from 3f to 2.5f ,the increased 
sc sc 

values of at and a 2 will intensify the instability of 

the predictor during these transitions. 

The stability of the predictor can be improved 

by using an adaptive strategy (see Section 3.q) which 

uses'first or second previous sample prediction for 

three consecutive pels when there is a rapid transition. 
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The results for predictors using the adaptive ver-

sion, Table (3.3), show that the SNR for f = 2.5f 
s sc 

is a close approximation to that for f If = 3.0. s sc 

The adaptation strategy is more effective in combating 

abrupt luminance changes than chrominance ones (part-

icularly sharp hue variations). 

3.9. Note on publication. 

A paper entitled 'Non-integer sampling to sub-

carrier frequency ratios in DPCM of PAL signals', in 

co-authorship with Dr. R. Steele (Ph.D supervisor), has 

been published in Electronics Letters of lEE., Vol.15, 

No.16, August 1979. This paper is an abridged version 

of Chapter Ill. 
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CHAPTER IV 

TWO DIMENSIONAL DPCM 

4.1. INTRODUCTION. 

In the last chapter one dimensional DPCM of colour 

television signals was discussed. Due to the high 

correlation that exists between samples on adjacent lines, 

better performance can often be obtained by employing 

two dimensional prediction. 

In two dimensional prediction, the predicted value 
.-
Si of a pel Si'j' can be obtained by a linear combination 

of the ampli"tude values of neighbouring pels occuring 

prior to S. . in the same line and on preceding lines 1,J 
Fig.(4.1). For a monochrome signal the immediate hor-

izontal and vertical neighbours of S. can be used without" 
1 

complication. For colour television signals, because of 

the presence of the sub-carrier, prediction using immed-

iately neighbouring pels cannot be achieved easily. 

Difficulties arise especially when PAL colour signals 

are used, due to the line alternation of the v component, 

bearing in mind that the strategy underlying any pred-

iction algorithm is entirely dependent on selection of 

the sampling frequency and its relation to the sub-

carrier frequency (see" Chapter III, Section J. 2). 

Two dimensional differential pulse code modulation 

(2D;DPCM) has been extensively studied and is well 

d t d (58,64,69,70,71,72) Th (52) has prop-Qcumen e • ompson 

osed a predictor for PAL colour signals which uses the 
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FIGURE 4."1 - Two dimensional prediction 
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FIGURE 4.2 - Diagram of picture elements of PAL 
sampled at 13.3 MHz. 
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previous pel 8 2 and congugate chrominance components 

of 8
9 

and 8 10 (8 9c and Si06)Fig.(4.2) to predict the 

pel 8
1

• 

(4.1) 

8 9c and SiOc are obtained by a simple modulation 

technique known as a PAL modifier in which modulation 

of the chrominance signal by a sinus aid of twice the 

sub-carrier frequency, generates additional components , , 

near 3f which can be eliminated by a low pass filter. sc 

In his paper Thompson has also examined the chrom-

inance correction scheme in the case of NTSC signals 

which does not require a PAL modifier. An alternative 

approach is the all digital planar predictor which has 

been developed by Thompson(73). For PAL colour signals, 

the planar is characterised by the three cyclic algor-

ithms to overcome problems arising from the V-axis 

switch. 

" 8
1 = 8 2 + S8 - 8

9 

A 

8
2 = 8

3 +SlO- S 11 

'" S3 = 8
4 + S9 - 8 10 (4.2) 

Devereux(7 4 ) has also examined a" similar two 

dimensional prediction for PAL colour signals. In ,his 



method a cyclic three-state prediction algorithm is 

used to cancel the effect of the phase reversal of 

the V component. 

A 

S1 = (S4 + S9)/2 

h 

S2 = (S5 + S8)/2 

~ 

(S6 + S1ol/2 (4.3) S3 = 

The prediction algorithms discussed above are 

established at a sampling rate of three times the sub-

carrier frequency. In this chapter a two dimensional 

prediction technique is studied at various sampling rates. 

The two dimensional prediction which is described here 

comprises a combination of predictions along the scan-

ning line (discussed in the previous chapter) and from 

previous lines. 

4.2. TWO DIMENSIONAL PREDICTION. 

The one dimensional prediction described in the 

previous chapter exploited the correlation of adjacent 

pels along a scan line. In this section the predictor 

utilizes the correlation of pe~s in between lines, and 

then considers the use of pels on the same line and on 

adjacent lines in the prediction process. 

For PAL signals the sub-carrier, f ,is almost an sc . 

odd harmonic of quarter line frequency, 
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where fL is the line frequency. As there are 625 

lines per frame and 25 frames per second, 

fL = 25 X 625 = 15625 Hz 

One scan line contains 

(f /fL ) = 283.7516 sc 

(4.4) 

(4.5) 

cycles of the sub-c.arrier. Therefore, the initial sub-

carrier phase at the beginning of each successive line 

differs by 

(n = (1-0.7516)360 = 89.424 degrees Tsc 
(4.6) 

Hm;rever, the V component of the chrominance signal 

changes by 180 0 on successive lines and also the phase 

of the sub-carrier on each alternate line changes by 

2)( 89.424 = 178.8480
• The predictor must acknowledge 

these phase shifts by careful selection of the sampling 

frequency f. If f is not restricted to be an integral. s s 

multiple of fL' the number of samples in one line is N 

where, 

( 4.7) 
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F is' the fractional part of the ratio. 

For 360 degrees (one cycle) of the sub-carrier, 

the sample period in degrees is 

The sample phase shift between lines is 

For . 

lPsa " lPsc 

F • '-0.,4" [ ::01 
Substituting F into equation (4.7) gives 

f " s 
( 1+N) 

284 
• f sc 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

where N,. an integer, is chosen to suit the required f • 
s 

4 •. 2.1. PREDICTION USING PELS ON THE SECOND PREVIOUS 
LINE, f = 2.5f • 
-- s sc 

The sampling frequency f is selected according to s 

the following criteria: 

1.) fs exceeds the Nyquist rate, 'fN, i.e. fs> 

= 2.48f· 
sc for the PAL signal; 
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2.) fs has a simple fractional relationship with 

3.) f is selected using equation (4.12), which 
s 

can be expressed as 

f s 
_[1+N]f _ K 
71~4 sc 4 

f sc 
(4.13) 

where K is a system parameter. For this value of f to 
s 

be compatible with criterion (1.) f > 2.48f ,Kh10. s se,. 

By selecting K=10. the lowest value of f = 2.5f is s sc 

obtained. 

We now consider how the sample on the second previous 

line can be used to predict the current sample for f = 
s 

2.5f • sc 

Applying equations (4.11) and (4.12). F = 0.379 and 

N = 709. However. some scan lines contain 709 pels 

while others have 710 pels. This variation of one pel 

is due to the fact that F ~ O. A sector of the dist-

ribution of pels for f If = 2.5f is shown in Fig.(4.3). s se se 

For a plain area of the picture. pels S1' S2' S3 •••• on 

line 1 have similar amplitude and phase to pels S1421. 

The PAL inversion of the 

v component occurs on intervening lines requiring more 

elaborate procedures to be adopted (as described in the 

next section) if samples on the even lines are to be 

used to predict pels on the odd lines. As can be seen 



SI +2839 

FIGURE 4.3 - Prediction using pels on the second previous line 
f =? .• 5f . 

s sc 

SI + 2845 
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from the figure, to predict a picture element on the 

second previous line(be it odd or even) all that is 

required is a delay of 1q20/f. The predicted pel is s 

therefore 

The prediction distance associated with a delay of 

1Q20/f is the same for each pel (except those at the 
s 

ends of the lines) as shown by the arrows in Fig.(Q.3). 

A one dimensional predictor can now be incorporated 

to give a predicted value based on equations (3.22) and 

(3.23) in Chapter Ill" and equation (Q.1Q) above. 

This prediction algorithm utilizes the correlation 

between pels delayed by 1,2,3 and 1Q20 sample periods, 

but within a prediction distance of Q pel spacings. The 

system parameters A and B are usually close to 0.5, 

although the optimum values depend on the statistics of 

the signal. 

A variant of this algorithm uses the adaptive strat-

egy used in the previous chapter (section3.Q) 
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Further, the Si_1420 component could be omitted foll­

owing an abrupt change in the picture in. the vertical 

direction. 

4.2.2. PREDICTION FROM PELS ON THE PREVIOUS LINE, 
f - 2.5f • s sc 

Interline prediction similar to that used by , 
( ) 

Thompson, 53 for f If =3, can be achieved for f = 2.5f • . s sc s sc 

A periodic pattern of samples is produced of duration 

equal to' two cycles of the sub-carrier, where th.e spac-

ing between adjacent samples is, from equation (4.8), 

144·. Seen on a transition state diagram, Fig.(4.4), 

the sample positions corresponding to states A,B,C,D and 

o 0 0 0 0 

E are 144 , -72 ,72 and -144 and ~ relative to ·the , 

U axis respectively. 

Consider a vector centred on the origin of the 

U-V axis which rotates in an anti-clockwise direction 

during odd scan lines, and in a clockwise direction 

during even scan lines. Thus, in the case of the first 

scan line, which is odd, a succession of samples S2' S3' 

S4' S5' S6' S7,···S708' S709 are generated according to 

the sequence of transition states B, C., D, E, A, B, C, D. 

For the second line, the sign of the V component is rev-

ersed and the transition diagram of Fig.(4.4b) applies. 

Samples S710' S711' S712' S713' S714' S715' S716,··S1417, 

S1418 are produced for the transition states E,D,C,B,A,E,D •• 

C,B. Consequently, S4' S3' S2' S6 and S5 can be used to 
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v 

-------1------~~+_~~--~~E~----~U 

B 

v 
c 

E 
-------+------~~--~----~~----_.U 

--+-~B 

FIGURE '1.'1 - Transition state diagram f = 2.5f s se 
a) odd lines 
b) even lines 
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predict 5
711

, 5
712

, 5
713

, 5
7140 

and 8
715

, provided 

additional delays to 707T of 0, 2T, 4oT, T and 3T, 

respectively, are available where T is the duration 

of one sample period T = l/fs. Figure (40.5) shows the 

initial parts of the first two scan lines for ,part of 

a pi.cture having a constant Lu, C and <p.. Both the 

u and v components slip by nearly 90· in subsequent 

scan lines and in addition the V component had its 
" . 

phase switched.~y 180 in alternate lines. 

When more scarilines are considered, as shown in 

Fig.(4o.6), the prediction pattern for the picture becomes 

apparent. Observe that, the prediction pattern for 'sam­

ples associa'ted with 'E' state transitions is a 'straight 

line in the figure, i.e., the 'prediction distance', 

except at line terminations, is constant and relatively 

small. The patterns for Band C zig-zag causing the 

prediction distance to vary between adjacent lines. 

The longest prediction distance occurs with the A and 

D states. These prediction patterns can be easily 

accommodated using the simple predictor shown by the 

solid lines in Fig.(Ll.7). Four delays of T seconds 

and one of 707T seconds, and a rotating switch,combine 
A 

to produce the predicted output 8 1 . ,l. 

.-
8

1 
. = S. 

,l. l.-707-j 

where j = 0,1,2,3,40 corresponding to transition states 

D, A, C, E, B respectively. As the switch rotates in 

\ 
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a clockwise direction the correct value of i is 

automatically selected irrespective of whether the 

input sample is on an odd or even line. 
A 

In order to generate S2,i the pels Si_1' S1_2 

and S. 3 are available in the predictor, and hence by 
l.-

multiplying them by the appropriate ai' a 2 , a 3 , the 

"-
predicted output S2 . can be formed. The coefficients 

,l. 

ai' a
2

, a
3

, are s"elected according to the theory given 

in Section (J •. }). We now have available two predictor 

outputs based on one sample on the previous line 
A 

and on three samples in the current line (S2 .). 
,l. 

better prediction can therefore be achieved by combining 

these two pr"edicted samples: 

a 
n 

S. 
l.-n 

where A and B are system parameters usually close to 

(o1.18) 

Alternatively, we can use the adaptive prediction 

of Section (- 3.4"") to produce an equation similar to 

(o1.16), where the second previous line component (Si_1420) 

is replaced by a switched previous line component 
• 

(S. 707 .). 
l.- -J 

4.3. RESULTS. 

The experiments were carried out using computer 

simulation. The input signal, a 100% saturated colour 
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bar PAL signal, was applied to the DPCM system using 

different types of two dimensional predictors. The 

5 and 6 bit quantizers of Table (J.2)are used in the 

experiments. These quantizerswere designed according 

to the average probability density function of most 

of the one and two dimensional predictors (see Chapteer 

Ill, SectionJ.6). The peak to peak signal to r.m.s. 

noise ratio SNR. and signal to prediction noise ratio 

SNR • are taken to be the measure of performance. p . 

The prediction is based on samples along the same 

and on either the previous line or the second previous 

line. Table(4.1)shows the SNR results for the same 

quantizers and input signal used in connection with one 

dimensional DPCM (Chapter Ill), except that f If is s sc 

always 2.5. The weighting of the samples along the same 

scan line as the sample being predicted is identical 

to that used in Table(J.J) Chapter Ill. The prediction 

for the sample used on either the previous or second 

previous line is Si-707_j and Si_1420' respectively. 

By forming the predicted sample as the average of the 

previous and same line predictions the SNR values were 

obtained. 

4.4. DISCUSSION. 

A two dimensional predictor that avoids comb fil-

tering by operating marginally above the Nyquist rate. 

is relatively simple to implement, achieves short pre-



TABLE 4.1 _ SNRresu~ts of two dimensiona~ DPCM 

SAMPLE PREDICTIOi~ I3ASED 
ON 

SAME LINE PREVIOUS LINE SNR~, dB 

S. 1,5. 2'S. 3 
~- ~- ~- Si-l420 24.5 

S. l'S, 2'S, 3 
~- ~-.~- Si-707-j 25.8 

S. 1,5. 2'S, 3 
~- ~- ~-

or Si-l420 25.1 
S. 2 
~-

S. l'S. 2'S' 3 ~- ~.- ~-

or Si-707-j 26 
S. 2 
~-

S. 5 
~- Si-l420 23.2 

S. 5 
~- Si-707-j 24.6 

NUMBER OF 
QUANTIZATION 
LEVELS 

64 
32 

64 
32 

64 
32 

64 
32 

64 
32 

64 
32 

OVERALL 
SNR, dB 

53.6 
46.6 

54.0 
47.5 

53.9 
48.0 

54.8 
48.9 

5\.~ 
46.3 

53.0 
46.7 

CX> 
CX> 
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diction distances and SNR values that satisfy CCITT 

requirements, is proposed here. After deriving eqn. 

(q.12) and confining the sampling frequency f just 
s 

to exceed the Nyquist rate, f was chosen to be s 

2.5fsc. By so doing, it was found that a simple pre­

dictor involving a fixed delay of lq20/f enabled s 

predictions to be made from samples on the second pre-

vious line,(see Fig.q.3). Using the slightly more com­

plex predictor Fig.(q.7), and phase-locked sampling, 

predictions were made from samples on the previous line, 

where' the electronic switch rotating continuously in 

a clockwise direction automatically selected the correct 

delay. 

The predictions based on previous lines exploit 

the vertical correlation in the picture. Combining the 

one dimensional predictors described in the previous 

chapter, and their adaptive variants, the correlation 

in the horizontal direction can also be utilized to 

achieve a two dimensional predictor based on q pels. 

When the two dimensional predictor was combined 

with the one dimensional adaptive predictor at f If =2.5 s sc 

the SNR increased by a further 2.5dB. From Table (q.l) 

it can be seen that by using the prediction based on a 

pel in the previous line compared to the second previous 

line the gain in SNR is just over a dB. It is therefore 

concluded that for f If = 2.5 the prediction, s sc 
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-0.618 s. 1 + 0.618 S. 2 
1- 1-,.. 

S. = 0.5 s. 707 . + 0.5 
1. l.--J + S. 3 1.-

or 

S. 2 1.-

gave the best SNR of the systems tried. . Of the two 

dimensiortal'predictors discussed the easiest to impl-

ement is 

;., 

Si = Si_5 + Si_lq20 (Q.20) 

• (see Table Q.l, row 6). The penalty in SNR is 3dB 

compared to the DPCM encoder using the predictor based 

on equation (Q.19). The bit rate of 5 and 6 bit DPCM 

for f If = 2.5 is 55 and 66 Mb/s, to which supervisory, s sc 

synchronization and error correcting bits may be added. 

We emphasise that the theory in Section Q.2.1. is 

not dependent on the f If = 2.5 condition. Using eqn. s sc 

(Q.13) other f If ratios can be selected and predictors 
s sc 

designed. Our choice of f If = 2.5 resulted in pre­s sc 

dictors that are relatively simple while operating 

above the Nyquist rate. They may have more application 

in studio work than in the transmission environment 

where ~ more complex DPCM·codecs associated with 

f If = 2.0 may be prefered. s sc 
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4.5. Note on publication. 

A paper entitled 'Predictors for intra-frame 

encoding of PAL picture signals', in co-authorship 

with Dr. R. Steele·, has been published in IEE Proc., 

Vol. 127, Pt.F, No. J, June 1980. The paper is a 

version of the two dimensional DPCM described in this 

chapter. 
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CHAPTER V 

BLOCK ADAPTIVE DPCM OF COLOUR TELEVISION SIGNALS. 

INTRODUCTION. 

The reduction of the sampling rate f , is one s " 

of the key factors for bandwidth compression of dig-

itally encoded colour television signals. For example, 

sub-Nyquist sampling at f = 2f (where f is the s sc sc 

sub-carrier frequency) with 6 bits per sample yields 

5) Mb/s (66), which is still relatively high compared 

with the 5.5 MHz bandwidth of analogue PAL signals. 

The demand for further bandwidth compression is still 

the main criteria in the encoding of broadcast quality 

colour television signals. 

In the last few years the emphasis in picture 

coding has concentrated on the software and hardware 

impbmentation of more complex techniques. This is 

partially due to advances in the technology of digital 

processors and digital storage devices which have re-

sulted in dramatic reductions in the size and cost of 

digital processing logic functions. Development of 

fast and massive digital memory and of digital logic 

has also given a good opportunity to consider more 

complex and sophist~cated techniques. These are mostly 

adaptive techniques( 75 )suCh as adaptive transform" 

"(76-79) "" 1 . (80-8) codlng , adaptlve de ta modulatl0n . and 

adaptive DPCM(84-86). These are able to follow 
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statistical variations in the input signal and 

therefore increase the encoding efficiency of these , 
systems. For example, a DPCM system with an adaptive 

quantizer and adaptive predictor provides an improved 

performance since the adaptive quantizer step-size 

reduces both granular and slope-overload noise. The 

adaptive predictor provides a signal of smaller variance 

at the quantizer input than a fixed predictor. 

In this chapter schemes which make use of short-

term statistical properties of pictures, resulting in 

more efficient coding, are considered. In Section (5.2) 

a simple adaptive linear predictor with one coefficient 

is presented. The value of the weighting coefficient 

is updated for each block of incoming samples stored 

in the input. buffer. Therefore, the weighting coeff-

icient changes with a period of NT seconds, where T s s 

is the sampling period and N is the number of samples 

in each block. 

In Section (5.3) the design procedure for a block 

adaptive quantizer comprising a combination of K non-

uniform quantizers is studied. The proposed adaptive 

strategy is extended to the following systems; 

i) block adaptive variable length quantizer: 

ii) block adaptive fixed length quantizer: 

Section (5.4) deals with the simulation results 

considering different sampling frequencies and various 

quantization schemes. Comparisons of these various 

.1 

I 

I 

I 



techniques in terms of resulting bit-rate and signal 
I . 

to quantization noise ratios, are also presented. 

5·2. ADAPTIVE PREDICTORS •. 

DPCM systems using a fixed optimized predictor 

generate a well behaved stationary differential signal 

if the original data is stationary. For optimal en-

coding of a non-stationary signal, the weighting coeff-

icients of the predictor require changing according to 

the variation of the signal, thus generating stationary 

differential signals. 

One approach is updating of the predictor coeff-

icients a., using 
J 

a sequentially adapting estimation 

technique such as the 

Gibson and others(88) 

(87) gradient search method • 

examined the application of Kalman 

filter algorithm and stochastic approximations(89,90 ) 

in updating the predictor coefficients for speech coding. 

However, the adaptation algorithm is complex and cannot 

be considered for real-time pictorial coding. In these 

methods the predictor coefficients are .not transmitted 

but are extracted from the reconstructed signal at both 

the transmitter and receiver. This is known as back-

ward estimation. It is clear that a prior knowledge 

of .the statistics of the input samples (forward estim-

ation) will produce more accurate prediction than back-

ward estimation. 

Atal and Schroeder(9 1 ) studied the performance of 
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such an adaptive system for speech signals. Their 

system can achieve very large SNR gains over peM. 

However, its great complexity limits its application 

for real-time communications. Xydeas( 92) presents a 

comprehensive review of various adaptive schemes used 

in speech coding. Due to the high sampling rate of 

television signals however, similar complex adaptive 

techniques may involve difficulties in hardware imp-

lementation. 

The adaptation strategy which is described is 

based on the orthogonality principle of linear mean­

square estimation (93). The predictor coefficient is 

determined by optimizing the mean-square of the diff-

erence between the input signal values and predicted 

values of each block of incoming samples stored in a 

buffer(94 ). 

If Sj+l' Sj+2, ••• Sj+N are the video sample values 

in the pth block where j = (p _ l)N, the linear estimate 

of the sample S based on previous samples is denoted 
m 

by the following equation; 

(5.1) 

~ 

where Sm is the unweighted estimated value and a p is 

the weighting coefficient in the pth block Fig. (5.1). 

The error e between the sample S of the input m m 
A 

signal and its predicted value S is given by m 
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FIGURE 5.1 - Block adaptive predictor 
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The mean-square error in the pth block is 

m=j+N 
2: (Srn 

m=j+1 

Given that the predictor coefficient is unchanged for 

each block of incoming samples, equation (5.3) can 

be written as 

m=j+N 

m~+1 

The optimum value of a p can be found by equating the 

derivative of d: with respect to a p to zero. 

= 

Therefore, 

a p = 

1 
N 

m=j+N 

2:. 
m=J+1 
m=j+N 

~j+1 

m=j+N 

2: 
m=j+1 

~ 
S S 

m m 

(g ) 2 
m 

~ 
- 2S 

m 
(S 

m 

(5.6) 

The minimum mean-square error can be obtained by 

substituting a p in equation (5.4) 

1 
= N 

1 
N 

m=j+N 2:. 
m=j+1 

tI: 2 
S 

m 
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To extend the algorithm in relation to the sampling 

frequency fs and the sub-carrier frequency fsc' two 

distinct cases are examined for f = nf 
s sc 

i.) when n is an integral value. In this case the 

best linear estimate of sample S should be based on the 
m 

previous sample one sub-carrier period away, e.g., 

~ 
S = S m m-n 

Substituting the above relation in equations (5.6) and 

(5.7) results in 

and 

(d2 ) . 
e m1n 

1 
= N 

m=j+N 2 

~. l Sm 
m=J+ 

(5.10 ) 

f = 2f , (n=2) (sub-Nyquist) and f = Jf ,(n=J) are s se s se 

two of the most important sampling rates which have been 

used in composite coding of PAL colour television sig-

nals (66,5J) 

iLl when n is not an integral value (95) 
• It has 

been shown in Chapter III (eqn.J.26) that 

~ 
S = - bS 1 + bS 2 + S m m- m- m-J 
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where 

b = -(1+2 Cos 
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f 
2n~ ) 

f 
s 

from equations (5.1) and (5.11) 

" S = a p (-bS 1 + bS 2 + S J) m m- m- rn-

With respect to equation (5.12), equations (5.6) and 

(5.7) can be written as 

and 

m=j+N 

= ~j+1 
m=j+N 

~j+1 

1 
= N 

bS S)2 
m-2 + m-J 

5.3. THE ADAPTIVE QUANTIZER. 

m-j+N 

2: 
m=j+1 

(-bS 1 + m-

The distribution (pdf) of the differences between 

the actual values of pels and the corresponding estimates 

is close to Laplacian, which the width of the distrib-

ution changes from block to block depending on the stat-

istical variation of each block. Therefore, it is 

sensible to use various quantizing laws according to 
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that variation. Noll(9 6) examined a uniform quantizer 

with a step-size adaptation for speech signals. The 

adaptation is performed by a variable gain ~ prior to 

G 
-1 . the quantizer and inverse gain N pr10r to the pre-

dictor. GN is proportional to the inverse of the var­

iance of the difference signal Fig.(5.2). With this 

adaptive strategy NolI has increased the dynamic range 

of the quantizer, which is a very important factor in 

speech coding. 

The technique which is described here is based on 

the selection of K possible non-uniform quantizers. The 

insertion of each quantizer in the DPCM loop depends on 

the variance of each block of incoming samples. There-

fore the selection of each quantizer is controlled auto-

- , 

matically by a set of K-1 threshold values t 1 , t2,~;.tl<_1. 

The selected quantizer remains in the loop until the 

next decision is made (after NT seconds). 
s 

In applying the above technique, the following types 

of quantizers are considered. 

i.) The block variable length quantizer (System A). 

As has been mentioned before, the probability density 

function of the differential values of pictorial material 

is close to Laplacian. The smaller the absolute value 

of a difference, the higher is its probability. To 

minimize the average number of bits per sample shorter 

code words must be assigned to the blocks containing 

highly probable differences and longer words to the blocks 
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with less probable differences. 

Therefore, K non-uniform quantizers Q1' Q2, •• QK 

are used, each having a different number of quantization 

levels, L
1

, L
2

, •• LK• The threshold values are estab­

lished according to equations (5.10) and (5.14), depending 

on the sampling frequency. This is achieved by dividing 

the variances (d
2

) of all blocks into K categories with 
e 

Each non-uniform quantizer is designed according to 

the average probability density function (pdf) of the 

blocks which lie within its threshold values. In this 

2 way blocks with smaller values of a employ quantizers e 

with smaller numbers of quantization levels. (less active 

picture regions). 

This method produces bits at a varying rate from 

block to block; e.g. if Pl' P2, •• PK represent the select­

ion probabilities for quantizers Q1' Q2, •• QK respectively, 

the average number of bits per sample of-the system is 

Information about the predictor coefficient and quant-

izer selection must be transmitted to the receiver in 

addition to the picture information. The average number 

of bits per sample required to transmit the overhead 

information (C
2

) can be shown to be 

C
2 

= (Log 2 Lp + Log2 K)/N bits/sample 
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where Lp is the number of quantization levels re­

quired to quantize the predictor coefficient. The 

overall bit-rate (B) is then 

ii.) The fixed length quantizer (System B). 

This system is identical to System A except that 

here the number of quantization levels for all K poss-

ib1e quantizers are equal. Therefore, for smaller var-

iances the encoder selects the quantizer with relatively 

more 'fine' quantization steps and vice-versa. This 

method increases the dynamic range of the system by 

reducing granular noise and slope overload distortion. 

THE TRANSMISSION BUFFER. 

In a variable length quantizer the bit-rate varies 

from block to block depending on the activity of the 

pictorial segments and the threshold values specified 

in the encoder. Therefore, a buffer is required to gen-

erate a constant transmission bit-rate. Because the 

signal must be reconstructed in proper time sequence 

aftBE transmission, another buffer store must be pro-

vided at the receiver(97). For television it may be 

possible to employ comparatively small stores as any 

loss due to overflow could be compensated by inter-

po1ation between neighbouring lines in the picture. 

However, reduction of the probability of overflow would 

require larger stores. 
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In the ca~e of block variable length codei, it 

might be possible to use comparatively small stores 

by controlling the overflow. For example; suppose there 

is already an overflow in the pth block and for the 

next incoming block an initial decision is made by a 

comparator to select the quantizerwith the maximum 

code length (e.g~ Ql) Fig.(5.3). It would then be 

possible to change the comparator decision to select 

the quantizer with smaller code length (say Q2) to pre­

vent a further overflow in the incoming block. 

No attempt has been made here experimentally to 

establish a reasonable size of the buffer. Several 

studies of this aspect 1n buffers have already been 

t d ' th ll.'terature(9 8- 101 .) repor e l.n e 

RESULTS AND DISCUSSION. 

Several experimental tests were carried out using 

computer simulation and a 100% saturated PAL colour bar 

signal as input data. 

The input samples were delayed by NT seconds (during 
s 

which each block of N samples is stored in a buffer) and 

the predictor coefficient (a) and the variance of the 

difference signal (a2
) calculated according to equations e 

(5.9) and (5.10) for f = nf (n=2 and 3), and equations s sc 

(5.13) and (5.14) for f = 2.5f • The predictor coeff-s sc 

icient is quantized by a 22 level non-uniform quantizer. 

In the first part of the experiments the amplitude 

distribution of prediction error together with the peak 
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to peak signal to r .m. s. ·prediction noise ratio were 

measured. Figure (5.4) shows the amplitude distribution . 
of prediction error of non-adaptive (f = 3f ) and s sc 

adaptive (f = 2.5f and 3f ) predictors in the absence 
s se se . . 

of a quantizer. It can be deduced from this that adapt-

ation results in the reduction of large prediction errors, 

which would otherwise cause savere system overload in 

the presence of a quantizer. Furthermore, this block ada-

ptive prediction strategy shows the similarity and improv-

ement in signal to prediction noise ratio for adaptive 

f = 2.5f and f = 3f irrespective of the selection s se s se 

of sampling frequency. 

In the 'second part of the experiments a 100% saturated 

colour bar signal sampled at f = 2f and f = 2.5f , 
5 sc s se 

was applied to the DPCM system of Fig.(5.3). The measure 

of performance was taken to be the peak to peak signal 

to r.m.s. quantization noise ratio,SNR, and the resulting 

bit-rate. The results are classified into two groups and 

are shown in Tables (5.1) and (5.2) corresponding to the 

type of quantizer used. 

Table (5.1) represents the results for the variable 

length quantizer. Four non-uniform quantizers Ql' Q2' Q3' •• 

•• Q4 with 4, 8, 16 and 32 levels respectively, have been 

used. The input range and quanti zed output levels of 

quantizers Ql' Q2' Q3' Q4 are shown in Table (5.3). In 

the case of the 32 level quantizer, the negative half of 

the quantization law was obtained by changing the sign of 

the first 2-16 input ranges and quantized output levels, 

i.e. there are 17 positive and 15 negative quantization 
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= Jf non-adaptive SNR = 22.9)dB se .' p 
= Jf adaptive (N=)O) SNR =24.45dB se p 
= 2.5f adaptive (N=)O)SNR =24.4dB se p 
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TABLE. 5.1- RESULTS OF THE VARIABLE LENGTH BLOCK ADAPTIVE AND NON-

ADAPTIVE DPCH 

NUHBER OF QUANT. OVERALL 
DPCH SAHPLING BLOCK IZATION LEVELS BIT_RATE SNR 

. SYSTEM REQUENCY LENGTH dB 

Q1 Q2 
Q

3 
Q4 

C=CfC2 
Mb s 

BLOCK 
ADAPTIVE f =2f 15. 4 8 16 32 • 28.34 50.02 

DPCM ·s se 

BLOCK 
ADAPTIVE f =2.5f 15 4 8 16 32 35.9 48.8 

DPCM s se 

. 
• BLOCK 

ADAPTIVE f =2f 100 4 8 .'16 32 .41.0 47.5 , 
DPCM 

s se 

BLOCK 
ADAPTIVE f =2.5f 100 4 8 16 32 52.8 46.7 

DPCM 
s se 

.. 
. NON 

ADAPTIVE f =2f - 54 51.0 49.8 
DPCM s se 

. NON 
ADAPTIVE f =2.5f - 54 63.78 48.2 

DPCM s se 

" 

.... 
o 
C» 
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TABLE 5.2- RESULTS OF THE 24 LEVEL FIXED-LENGTH BLOCK 

ADAPTIVE DPCM. 

OVERALL 

DPCM SAMPLING BLOCK BIT-RATE SNR C=C 1+C 2 SYSTEM FREQUENCY LENGTH dB 
Mb/s 

BLOCK ADAPTIVE f =2f 15 . 44.47 49.9 
DPCM s se 

BLOCK ADAPTIVE f =2.5f 15 55.59 49.1 
DPCM s se 

BLOCK ADAPTIVE f =2f 100 41.23 48.1 
DPCM s se 

BLOCK ADAPTIVE· f =2.5f 100 51.53 47.2 
DPCM s se 



TABLE 5.3 - Quantizing laws for variable length quantizer 

QUANTIZER Ql 
QUANTIZER Q2 QUANTIZER Q

3 
QUANTIZER Q4 

INPUT OUTPUT INPUT OUTPUT INPUT PUTPUT INPUT pUTPUr 

17 123 to 255 130 

16 35 to 255 42 107 to 122 115 

15 25 to 34 30 91 to 106 98 

14 17 to 24 19 75 to 90 83 

13 12 to 16 14 6J to 74 66 

12 8 to 11 9 53 to 62 59 

11 5 to 8 6 43 to 52 46 

10 
. 

2 to 4 3 35 to 42 39 

9 1 1 27 to 34 30 

8 4 to 255 5 0 0 21 to 26 23 , 

7 2 to 3 2 -1 -1 15 to 20 18 

6 1 
, 

1 -4 to -2 -3 .10 to 14 11 

5 0 0 -7 to -5 -6 7 to 9 8 

4 2 to 256 2 -1..' -1 -11 to -8 -9 4 to 6 5 

3 1 1 -3 to -2 -2 -16 to -12 -14 2 to 3 2 

2 0 0 -6 to -4 -5 -24 to -17 -20 1 . 1 

1 -256 to -1 -1 -256 to -7 -9 -2'56 to -25 -30 0 0 



TABLE 5.4 - Quantizinglaws for fixed-length quantizer 

QUANTIZER Q1 
QUANTIZER Q2 

QUANTIZER Q
3 

QUANTIZER Q4 

INPUT OUTPU1 INPUT OUTPU~ INPUT OUTPU1 INPUT OUTPUT 

13 33 to 255 35 50 to 255 55 73 to 255 80 130 to 255 140 

12 27 to 32 30 38 to 49 43 57 to 72 64 106 to 129 120 

11 21 to 26 23 30 to' 37 33 45 to 56 50 '. 82 to 105 92 

10 16 to 20 18 24 to 29 27 37 to 44 40 66 to 81 73 

9 13 to 15 14 18 to 23 20 29 to 36 32 50 to 65 58 

8 10 to 12 11 14 to 17 16 23 to 28 25 34 to 49 41 

7 8 to 9 8 10 to 13 11 17 to 22 19 22 to 33 27 

6 6 to 7 6 ·7 to' 9 8 11 to 16 13 14 to 21 17 

5 4 to 5 4 5 to 6 5 7 to 10 8 8 to 13 10 

4 3 3 3 to 4 3 4. to 6 5 4 to 7 5 

3 2 2 2 2 2 to 3 2 2 to 3 2 

2 1 1 1 1 1 1 1 1 

1 0 0 0 0 0 0 0 0 
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levels. 

Table (5.2) shows the results for fixed length 

quantizer with four possible non-uniform quantizers 

each having 24 quantization levels. The positive half 

of the input range and quantized output levels are 

shown in Table (5.4). 

The quantizers of Tables (5.3) and (5.4) are des-

igned according to the discussion in Section (5.3), for 

the sampling frequency of f = 2f and a block length s sc 

of 15 samples (N=15). For the purpose of comparison, 

the results in the case of N=100 are shown in Tables 

(5.1) and (5.2) using the quantizers of Tables (5.3) and 

(5.4) respectively. The results of non-adaptive DPCM 

using a 54 level non-uniform quantizer are also included 

in Table (5.1). 

Optimization of the system requires careful consid-

eration of all the factors involved in the adaptation 

strategy. The most important of these are threshold values, 

block lengths and the number of quantizers. The inter-

action of these factors make the overall optimization 

of the system a considerable task. 

The threshold values play an important role in the 
, 

systems performance in terms of SNR and resulting bit-

rate, especially in the case of variable length quantizer. 

For example; if the comparator in Fig.(5.3) selects the. 

4 or the 16 level quantizer instead of the 8 level quant-

izer (as a result of a bad decision), this would cause 

severe system overload or unnecessarily increase the 

bit-rate for the incoming block of data. 
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As mentioned earlier, threshold values were deter-

mined by dividing whole blocks o£ data into £our categ-

ories with regard~ to the number o£ quantization levels 

used, and according to their distribution (pd£) in which 

they are distinguished by their variances. Since each 

quantizer is selected according to the variance (a2
), 

e 

and, to a somewhat lesser degree, to the shape o£ the 

distribution o£ each block o£ samples, the accuracy o£ 

the decision reduces as the number o£ quantizers increases 

Another important parameter which a££ects the system 

per£ormance is the block length (N), as the number o£ 

quantizers depends-on this also., For large block lengths 

the probability o£ each block covering a relatively quiet 

area o£ the picture reduces considerably. As an example; 

in the case o£ N=100 the selection probability o£ the ~ 

level quantizer reaches zero and it is there£ore seldom 

selected. 

For variable length coding it has been established 

that the block length o£ 15 samples is the optimum length 

£or colour bar signals, given that £our non-uni£orm 

quantizers with ~, 8, 16 and 32 levels with threshold 

values o£ 5, 28, and 270 are used. For example; as the 

block length decreases from N=100 to its optimum length 

(N=15), the overall bit-rate (including overhead infor-

mation) drops from 41.0 to 28.3 Mb/s (Table 5.1). A 

further reduction in the block length causes an overall 

increase in the bit-rate due to the overhead information 
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(equation 5.16). In the case of the fixed length 

quantizer, it is found that for a sampling frequency 

of f = 2f ,block length of N=15 and threshold s sc 

values of 24, 65 and 960, quantizers with 24 levels 

are required to obtain a similar SNR. There is thus 

an increase of 16 Mb/s in the bit-rate compared with 

that of the variable length quantizer. At the same time, 

however, it does not require a buffer prior to the trans-

mission channel. Furthermore, non-adaptive DPCM with 

a comparable SNR requires a 52 level quantizer which 

yields a bit-rate ~t 51.0 Mb/s for f = 2f and 63.78 s sc 

Mb/s for f = 2.5f • s sc 

Thus, the application of this block adaptive strat-

egy highlights the fact that substantial bit-rate red-

uction can be obtained compared with the corresponding 

non-adaptive schemes {see Tables (5.1) and (5.2». 

As a result the variable length quantizer at both f =2f s sc 

and f = 2.5f can produce a 44 percent reduction in the s sc 

bit-rate without any loss in SNR. 

Fina11y, it is important to point out that with 

the variable length quantizer a minimum bit-rate of 

28.34 Mb/s is achieved at f = 2f (sub-Nyquist rate) 
s sc 

with some added complexity in combing out the aliased 

components (see Appendix B), yielding a 50dB SNR. This 

clearly shows the possibility of transmitting a broad-

cast quality colour television signal at the proposed 

European 34.368 Mb/s hierarchical level. 
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Note on publications. 

A first paper entitled 'Block Adaptive Prediction of 

Colour Television Signals' has been published in Electronics 

Letters of lEE, Vol.16, No.6, March 1980. This paper is 

an abridged version of the block adaptive predictor des­

cribed in Section (5.2). 

A second full length paper entitled 'Bandwidth Comp­

ression of Digital Colour Television Signals Using Block 

Adaptive DPCM' has been accepted for publication and is to 

be published in the October issue of lEE Proc. Pt.F. This 

paper is a brief vers~on of Chapter VI. 
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CHAPTER VI 

BLOCK ADAPTIVE DPCM OF SEC AM SIGNALS 

6.1. INTRODUCTION. 

Differential pulse code· modulation is one of the most 

efficient ways of coding composite PAL or NTSC signals. 

Block adaptive DPCM has been discussed in detail in the 

previous chapter for composite PAL colour signals. and it 

should be emphasised that a similar algorithm is equally 

applicable to the NTSC system. One.of the problems which 

exists in efficient predictive coding of composite SECAM 

signals (the principle of which system has been discussed 

in Chapter 11). is the frequency variation of the sub-carr-

ier. 

In the SECAM system the two chrominance signals 

(DR = -1.9(R-Y) an~ PB = 1.5(B-Y» are frequency modulated 

and sent in line sequence. The modulated chrominance 

signals are then passed through an r.f. pre-emphasis 

filter and added to ·the lu.'!linance component. 

The frequency of the chrominance sub-carrier has the foll­

owing nominal value; 

on lines modulated by signal DR 

(6.1) 

on lines modulated by signal DB 
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(6.2) 

where fL is the line frequency. 

The maximum frequency deviation, including the effects 

of video pre-emphasis, is equal to the following values; 

+350 and -500 KH~ 

+500 and -350 KH~ 

In SECAM the frequency of the sub-carrier changes 

according to hue and saturation. There is therefore no 

advantage in relating the sampling frequency to the sub-

carrier frequency. Devereux has stated that, for mini-

mum impairment, the sampling frequency f for SECAM 
s 

f 
(102) 

should be an integral multiple of line frequency L • 

6.2. LINEAR PREDICTION OF SECAM. 

Due to the amplitude and frequency variations of the 

sub-carrier, an accurate prediction of composite SECAM 

signals cannot be easily aChieved. 

For example, the simplest method is to sample the 

SEC AM Signal at f = 3f (foc being t?e centre frequency s ,se 

of the ,sub-carrier) using third previous sample prediction. 

This technique may give satisfactory results but the pre-

diction is not very accurate when the sub-carrier freq-

uency deviates. Therefore, to increase the accuracy of 



118 

the pr.ediction, a more sophisticated method should be 

employed. 

Design of an efficient prediction scheme requires 

a prior knowledge of the statistical variations of the 

signal. One example of the application of such statistics 

is the block adaptive prediction technique which has been 

studied in the previous chapter in the case of PAL colour 

television signals(94,103~ This technique, however, can 

be applied to the SECAM system providing a specific pre-

diction algorithm is employed. 

In this chapter various adaptive and non-adaptive 

prediction schemes are considered. 

6.3. DESCRIPTION OF THE PREDICTION SCHEMES. 

Consider the composite SECAM signal to be sampled 

at a rate f into a sequence S ,S 1::' S 2 •••• As pre-
s m m- m-

viously discussed,(see Chapter Ill), for a uniformly 

coloured area, the sample S can be estimated from the 
m 

three previous samples according to the following rel-

ationship; 

~ 
where S is defined as the unweighted estimated value 

m 

and 

b = -(1+2 Cos 

(6.3) 

(6.4:) 
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f: is the sub-carrier f:requency f:or the specif:ic .col­
o 

oured area. 

As can be deduced from the above equations, the 

value of b changes according to the variation of sub-

carrier f:requency. The linear prediction of: sample S 
m 

can be shown to be; 

A 

S = a(-bS 1 + bS 2 + S 3) m rn- rn- rn- (6.5) 

where 'a' is the overall weighting coef:f:icient (see Fig. 

6. 1) • 

With regard to the above prediction,the following 

adaptive and non-adaptive prediction algorithms are 

described. 

6.3.1. BLOCK ADAPTIVE PREDICTION BASED ON OPTIMIZATION 
OF'b' • 

In this scheme the data is first divided into blocks, 

each containing N samples. For a fixed value of: a=l, the 

coef:f:icients -b and b change with a period of NTS second 

(Ts is the sampling period) corresponding to the statist­

ical behavior of: each block of incoming samples stored in 

the input buff:er. Suppose Sj+1' Sj+2 •••• Sj+N are the video 

sample values of: the pth block stored where j=(P-1)N; the 

error between the sample S of: the input signal and its 
m 

"-predicted value S can be written as 
m 

" e = S - S m m m (6.6) 

I 
I 

I 

I 

I 

I 
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or 

e = S - S - b(-S + S ) m m m-3 m-1 m-2 
(6.7) 

The mean-square prediction error in the pth block is 

_ S ~2 
m-1] 

(6.8) 

The op±imum value of 'b' can be obtained by. equating the 

derivative of the above equation to zero., 

= 11N 
m=j+N 
.,," -2(S 2 c::... m-
m=J+1 

- S )[s - S -:-b m-1 m m-3 

(S 2 - S 1)1=0 m- m- j 

Therefore, the optimum value of 'b" is 

b opt 

- s l)(S - S ) m- m m-3 
(6.10) 

6.3.2. BLOCK ADAPTIVE PREDICTION BASED ON OPTIMIZATION 
OF 'at. 

Given that the coefficients '-b' and 'b' are unchanged, 

the optimum value of 'a' has been previously obtained in 

the case of PAL colour signals (see Chapter V, eqn.5.13) 

and can be written as 



where 

122 

b = -( 1+2 Cos2Jrf: If) sc s 

(6.11) 

where f is the sub-carrier frequency of the PAL colour sc 

signal. 

This technique has been studied here under the foll-

owing conditions: 

i.) fixi~g the value of 'b' according to the centre 

frequency f of the SECAM sub-carrier oc 

b = -(1+2 Cos 2Jrf If) oc s 

ii.) fixing the value of 'b' in line sequence 

(switched predictor) on lines modulated by DR 

on lines modulated by DB 

= -( 1+2 Cos 2JrfSB/f ) . s 

(6.12) 

(6.1) 

(6.14) 

where fSR and fSB are the mean sub-carrier frequencies 
, 

on lines DR and DB respectively. 
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The switched predictor, which is controlled s~quentially 

by line frequency, is shown in Fig.(6.2). 

6.).). NON-ADAPTIVE PREDICTION. 

For the purpose of comparison fixed predictors are 

also considered here. In this system the overall weighting 

coefficient 'a' is fixed at its optimum value and 'b' is 

obtained according to equation (6.12) for the standard pre­

dictor, and equations (6.1) and (6.14) for the switched 

predictor. 

6.4. SIMULATION AND EXPERIMENTAL RESULTS. 

In DPCM encoding systems, an estimate of each input 

sample is subtracted from the actual input sample. The 

difference is then quantized, binary encoded and transmitted. 

The DPCM system using block adaptive and fixed pre­

dictors described in the previous section has been sim­

ulated on a digital computer. The input signal was a 

100 percent saturated SECAM colour bar signal Fig.(6.). 

With respect to the earlier discussion, the sampling fre­

quency has been fixed at integral multiples of line 

frequency fs = 816fL =12.75 MHz. 

The input range and quantized output levels for a )2 

level non-uniform quantizer used in the simUlation are 

shown in Table(6.1). In the case of block adaptive pre­

diction, each block of 17 samples (N=17) is buffered and 

the short-term optimum coeff.icient for the segment cal­

culated. 
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i I 

FIG.6.) Composit.e Signal for 75 % amp!., 100% saturated 

colour bar pattern. 
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The results for various DPCM systems using adaptive 

and non-adaptive DPCM are shown in Table (6.2). In the 

results the signal to quantizing noise ratio SNR and 

signal to prediction noise ratio SNR (in the absence of 
p 

the quantizer) have been used as the criteria for perform-

ance and comparison. 

DISCUSSION AND CONCLUSIONS. 

Comparisons of various adaptive and non-adaptive 

DPCM systems for digital encoding of the SECAM colour 

bar signal indicate that the block adaptive prediction 

technique based on optimization of 'b! eqn.(6.10), can 

produce the highest SNR. This verifies the effectiveness 

of this adaptation strategy where the predictor can 

adapt itself to the sub-carrier frequency variation. 

The other adaptive technique which has been used 

. th . h t f PAL( 103). b d t ~n e prev10us c ap er or ~s ase on op -

imization of 'a' and has been considered here for the 

purpose of comparison. A's can be deduced from Table (6.1) , 

the performance of this system in terms of SNR and SNR 
p 

is inferior to the former technique. To extend this 

technique a switched predictor has been used to reduce 

the effect of frequency variations on the predictor with 

the fixed value of 'b'. However, the improvement in 

SNR is negligible. 

In this chapter adaptive prediction, where the 

adaptation was based on optimizing the predictor para-
s . 

meter 'a' or 'b'ha~ been studied. A further .possible 

technique is to 
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TABLE 6.1 - Quuntiz·ing Characteristic. 

No. INPUT OUTPUT 

17 133 to 255 140 . 
16 1.17 to 132 124 

15 101 to 116 108 

14 89 to 100 93 

13 73 to 88 77 

12 61 to 72 66 

11 49 to 60 54 

10 37 to 48 43 . 

9 27 to 36 32 

8 19 to 26 22 

7 13 to 18 . 15 

6 8 to 12 10 

5 5 to 7 6 

4 3 to 4 j 

3 2 2 

2 1 1 
, 

1 0 0 

The negative half of the quantization law is given 
by changing the sign of the input range and quant­
ized output levels nos. 2-16. 



TABLE 6.2 - SNR results of 5 bits adaptive and non~adaptive DPCM systems. 

DpCM , Prediction Parametres 
SNR dB SNR dB 

System b a p 

Block 

Adaptive variable . 1 29.82 52.33 

Predictor 

. 
Block 

Adaptive variable 0.97 29.85 52.44 , 
Predictor 

, 
Block 

Adaptive 0.06 variable 28.03 50.63 . 
Predictor 

Block 
Adaptive cR=0.13 

Switched variable 28.16 51.02 
Predictor cB=O.O 

Non- cR=0.13 Adaptive 
Switched 

cB=O.O 
fixed 27.75 48.28 

Predictor 

Non- . 

Adaptive 0.06 fixed 27.61 47.86 
Predictor 
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optimize both parameters 'a' and 'b' for each block 

of incoming samples one at a time. For example, for 

a=l, the optimum 'b' can be ca+culated according to 

eqn.(6.10l, and consequently for this value of 'b' the 

optimum 'a' is obtained according to eqn.(6.11l. Alth­

ough with this method the overall optimization can be 

obtained, it will double the computation time within one 

block period and will probably inflict too great a hard­

ware penalty. 
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CHAPTER VII 

RECAPITULATION 

7.1. INTRODUCTION. 

As is shown throughout this thesis, the objective 

of the research reported here is the application of 

differential pulse code modulation and related techniques 

tO,the encoding of broadcast quality colour television 

signals in order to reduce the high bit-rate necessary 

for the transmission of high quality digital television 

signals. Two approaches are considered; 

i.) reduction of sampling frequency and 

ii.) the development of novel adaptive techniques 

to improve encoding performance. 

Initially a simple approach was taken and the poss-

ibility of reducing the sampling frequency by developing 

a prediction algorithm with li"ttle added complexity con-

sidered. As a result, a simple predictor having three 

coefficients was developed for DPCM encoding of composite" 

PAL or NTSC colour television which can operate at any 

desired sampling frequency. Predictions based on pre-

vious pels along the line were derived for the case 

f If = 2.5. To improve the results, a simple adaptive s sc 

strategy was then employed to handle rapid luminance 

changes. As a result, this simple adaptive strategy 

showed a significant improvement in encoding performance. 

Next, two dimensional predictions were considered, 

and a sampling frequency of 2.5 times the sub-carrier 
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frequency was established for this purpose. Two 

dimensional predictors which utilize the correlation 

of pels between lines as well were designed and used 

in DPCM encoding of PAL colour bar signals. Two dim-

ensional DPCM showed a significant improvement in en-

coding performance compared with one dimensional DPCM. 

Up to this point attention was directed to the design 

of predictors which were generally non-adaptive, or if 

adaptive, the adaptation algorithm was simple to implem-

ent. However, the bit-rate for 5 and 6 b.it DPCM for 

f /f = 2.5 is 55 and 66 Mb/s which is still relatively s sc 

high compared with 5 •. 5MHz. For broadcasting the obvious 

goal is to reduce the bit-rate of the video signal to 

somewhat less than 34.368 Mb/s(104, 105)without signif-

icant loss of picture quality, such that a complete tele-

vision signal can be accommodated within the 34.368 Mb/s 

multiplex level. For this reason, it was soon realized 

that a further substantial bit-rate reduction could not 

be realized by using simple classical schemes. There-

fore, more complex techniques such as adaptive schemes 

in~ which the statistical variation, can be taken into 

account were next considered. As adaptive schemes can 

increase the complexity of a DPCM encoder considerably, 

simplified encoding algorithms were sought. 

In the first stage a novel block adaptive prediction 

scheme for colour television signals was developed. In 

this scheme the input data is partitioned into blocks of 
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N samples and a criterion based on optimization of 

mean-square prediction error within each block of 

incoming data chosen. Next the quantization process 

was considered. To take advantage of some of the math-

ematics developed for adaptive predictors, two block 

adaptive quantization strategies were established. 

One operated on a fixed length basis to improve the SNR 

performance of the system, while the other made use of 

variable length code to encode the quiet region of the 

picture with smaller code length and vice-versa. As a 

result, the aim of reducing the bit-rate of PAL colour 

bar signals below the hierarchical level of 3q Mb/s was 

achieved. Since the adaptation algorithm which was em-

ployed in the case of PAL signals can also be applied to 

NTSC signals, the idea of employing a similar strategy 

for digital coding of composite SECAM signals was then 

considered. 

To deal with frequency variation of the SEC AM sub-

carrier, a new algorithm was developed which resulted in 

a significant improvement in system performance com-

pared with other relevant techniques. 

In the following section of this chapter the main 

results of the investigations are reviewed. 

NON-INTEGER SAMPLING TO SUB-CARRIER FREQUENCY 
RATIOS 

In Chapter III a predictor based on three previous 

pels along a scan line was examined for DPCM encoding 
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of composite PAL signals. The predictor coefficients 

were described in terms of the ratio of sampling fre-

quency f to colour sub-carrier frequency f To s sc 

evaluate the effectiveness of the method, a ratio of 

f If = 2.5 was considered.(giving 5 samples in 2 cycles 
s sc 

of the sub-carrier). The predictor in the encoder and 

decoder made their predictions on the three previous 

samples along the scan line by means of computer simul-

ation for colour bar signals. The performance was inferior 

to third previous sample prediction (f If =), degradation s sc . 

arising when the colour change in the colour bar signal 

causes jumps in the luminance level. In this situation 

the predictor having fslfsc = 2.5 with coefficients a 1, 

a 2 (a 1 =-0.618) causes very poor predictions (a 1 = ° for 

fslfsc =) The predictions were improved by using a 

simple adaptive algorithm which uses previous (or second 

previous) sample prediction.for three consequtive pels 

when there is a rapid change in the luminance level. The 

results for the predictors using the previous pel or pels 

along the same scan line showed that the SNR for fslfsc 

2.5 is a close approximation to that for fslfsc = ).0 

and that the adaptive version produced a small improve-

ment in SNR compared to the non-adaptive case. The ada-

ptive strategy is more effective in combating abrupt 

changes in luminance rather than in chrominance (partic-

ularlysharp hue variations). 

Fifth previous sample prediction (f If = 2.5 giv­s sc 

ing 5 samples in two cycles of the sub-carrier) was also 

= 



examined and showed an SNR which is JdB inferior to 

that of the predictor employing three previous pels. 

PREDICTORS FOR INTRAFRAME ENCODING OF PAL 
PICTURE SIGNALS. 

Following the one dimensional prediction of Chapter 

Ill, the concept of two dimensional prediction was intro-

duced in Chapter IV. f /f = 2.5 was originally est­s sc 

ablished for the purpose of two dimensional prediction, 

the reason for this being to compensate for sample phase 

shift in relation to sub-carrier phase shift in successive 

lines. The resulting distribution of pels showed that 

for a plain coloured area of the picture, the prediction 

distance associated with a delay of 1420/f (pels on the 
s 

second previous line) is the same for each pel. Further-

more, to exploit the vertical correlation more efficiently; 

the possibility of previous line prediction was studied. 

For PAL signals and f = 2.5f ,a· cyclic five state s sc 

prediction algorithm was developed to deal with the V-axis 

switch. 

With the aid of computer simulation, two dimensional 

DPCM using a non-uniform quantizer was examined. The pre-

diction was based on samples .on the same and on either the 

previous or the second previous line. By forming the pre-

diction as the average of the previous and same line pre-

dictions SNR values were obtained. As a result, two dim-

ensional DPCM using the predictions based on a pel in the 
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previous line gained just over 1dB SNR advantage comp-

ared to that for the second previous line. Computer 

simulation results also indicate that a further 2.5dB 

increase in SNR can be obtained when the two dimensional 

predictor is combined with the one dimensional adaptive 

predictor. 

It is therefore concluded that for f- = 2.5f ,this 
s sc 

combined strategy gives the best SNR of the system. Also, 

the easiest two dimensional DPCM which uses the fifth pre-

vious pel along the line was examined. However, this 

system showed worse results when compared to the other 

two dimensional systems examined in this thesis. 

It is emphasised that the motivation behind this work 

is to develop a two dimensional prediction technique which 

can operate at a sampling rate above the Nyquist rate but 

well below f = 3f • The result is a 13.3 MHz reduction s sc 

in the bit-rate compared with that for f = 3f for 6 bit 
s sc 

DPCM. However, at the same time there is the disadvantage 

of a greater prediction distance in some cases. 

7.4. BANDWIDTH COMPRESSION OF DIGITAL COLOUR TELEVISION 
SIGNALS. 

After considering all possibilities in earlier invest-

igations for reduction of the bit-rate, it was concluded 

that a sUbstantial bit-rate reduction is not possible by 

reducing the sampling frequency or developing more complex 
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non-adaptive techniques. As a result, the concept of 

a new adaptive DPCM encoder was introduced in Chapter IV. 

In this adaptive scheme, the pictorial data is first div-

ided into small blocks and then the input samples are 

delayed by one block period, during which time the system 

can ,calculate new parameters according to the statistical 

variation of each block of incoming samples stored in the 

input buffer. The new parameters are then transmitted to 

the receiver (in addition to the main information) prior 

to the corresponding block of data. 

A generalised adaptation a~gorithm for either PAL or 

NTSC signals which can operate at any desirable sampling 

frequency was developed. In the first part of the exper-

iments an adaptive prediction technique was examined in 

which the predictor coefficient was calculated for each 

block of incoming samples for sampling frequencies of 

f = 3f and f = 2.5f • s se s se 

Computer simulation confirmed the notion that smaller 

block sizes were superior in performance to larger bloc~s, 

at the expense of greater bit-rate. Further, comparison 

of adaptive and non-adaptive predictors in terms of amp-

litude distribution of prediction error and signal to pre-

diction noise ratio,indicated that adaptive predictors re-

duce large prediction errors and thus increase the signal 

to prediction noise ratio by about 1.5dB. 

The next stage of the investigation concentrated on 

developing an adaptive quantization technique in harmony 

with the adaptive prediction strategy. The result was 
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a block adaptive quantizer comprising a combination 

of 4 non-uniform quantizers. ,The selection of each 

quantizer was dependent on the activity of each block 

of pictorial data and was judged by a set of threshold 

values according to the variance of the samples in the 

block stored in the buffer. Two different approaches 

were used: one was variable length quantizer in which 

each quantizer has a different number of quantization 

levels; the other was fixed length quantizer with the 

same number of quantization levels for each quantizer. 

The adaptive DPCM system which comprises a combination 

of block adaptive predictor and block adaptive quantizer, 

has been computer simulated. Comparisons with non-ada­

ptive DPCM have been made in terms of bit-rate. In the 

case of fixed length adaptive quantizer, a reduction of 

about 6.5· Mb/s can be obtained which, compared with a 

reduction of 23 Mb/s in the case of the variable length 

quantizer, is less significant. It is therefore concluded 

that adaptive DPCM with variable length quantizer can 

achieve a signifi'cant reduction in bit-rate without loss 

of picture quality in terms of SNR. As a result, a bit­

rate of only 28.3 Mb/s was achieved with a 50dB SNR at 

a sampling frequency of t~ice the sub-carrier frequency 

(with some added c9mplexity in combing out the aliased 

components). A buffer is also required for a constant 

transmission bit-rate. The significance of this adaptive 

DPCM system is that i t:.is capable of transmitting high qual­

ity colour television signals at somewhat' below the 
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34.368 Mb/s mu~tip~ex level. 

With the NTSC system, colour difference signals 

modulate a sub-carrier in amplitude and phase in a way 

similar to PAL. Thus, the one dimensional adaptive 

prediction a~gorithm which was deve~oped in Chapter IV, 

can equa~~y be app~ied to the NTSC system in its pres­

ent form. However, in the next stage of the invest­

igation, a simi~ar adaptive a~gorithm was app~ied to 

the SECAM system. A~though the resu~ts were satisfactory, 

it was fe~t that there shou~d be a better prediction a~­

gorithm which can cope with frequency variations for 

the SECAM sub-carrier. Consequent~y a nove~ prediction 

a~gori thm in which the predictor c.can adapt i tse~f eff­

icient~y to those variations was deve~oped. Experimenta~ 

resu~ts shm., that an improvement in SNR of about 4.5dB 

is obtained compared with the. standard non-adaptive 

system. 

Fina~~y, we fee~ any further investigation in 

re~ation to the sChemes presented in this thesis shou~d 

be based on hardware rea~ization of these schemes. A~so, 

the use of two dimensiona~ b~ock adaptive prediction may 

offer further reduction in bit-rate and shou~d be care­

fu~~y investigated. 
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APPENDIX 1 

PAL SYSTEM I SPECIFICATION AND 

COLOUR BAR GENERATION 

The principles of PAL colour signals are given in 

Chapter II,Section 2.6.2. In this Appendix some specific-

ations required for broadcast quality television and colour 

bar generation are given as follows; 

nUmber of lines per frame: 625, 

line frequency: 15.625 KHz, 

field frequency: ff = 50 Hz, 

video bandwidth: 5.5 MHZ (OdB), 

chrominance bandwidth: 

at 1. 3MHz( )dB attenuation relative to low frequencies, 

at 4.0MHzc(20dB attenuation relative to lo.w frequencies. 

The upper chrominance sideband will be restricted by 

the video bandwidth of 5.5MHz. The amplitude-frequency 

characteristic of the chrominance signal is approximately 

Gaussian. 

The saturation of a colour bar signal can be defined 

from the expression 

Saturation% = [

E. 
1 -( E m1.n 

max 
100 

where E and E are the maximum and minimum of R, G, max min 

and B respectively during coloured bars and Y is the gamma 

exponent~ A 100% saturated colour bar signal is.a comp-



140 

osition of 100% amplitude and 100% satlirationwith white 

and black.Fig.(A1.1). The Table shown below~ gives peak 

to peak amplitude of chrominance components and peal< lum-

inance components with specified chrominance angles with 

respect to the U axis. Line n refers to the odd lines 

and line n+1 to the even lines of the first and second 

fields. 
PEAK-TO-PEAK CHROMINANCE 
CHROMINANCE 

COLOUR LUMINANCE ANGLE ( )IN DEGREES 
.. ; U AXIS V AXIS TOTAL 

Y U V C. 
LINE LINE n n+1 

!white 0.700 0 0 0 - -
Yellow 0.620 0.612 0.140 0.627 167 193 
Cyan 0.491 0.206 0.861 0.885 283.5 76.5 
Green 0.411 0.405 0.721 0.827 240.5 119.5 
Magenta 0.289 0.405 0.721 0.827 60.5 299.5 
Red 0.209 0.206 0.861 0.885 103.5 256.5 
Blue 0.080 0.612 0.140 0.627 347 13.0 
Burst 0 0.212 0.212 0.300 135 225 

The generation of a colour bar signal can be arranged 

according to particular amplitudes and phases related to. 

each bar (see above Table). The instantaneous voltage 

of the composite colour signal can be defined as 

S (I) = Y + U Sin 

or 

for (() -1'-) ,= .. tan (V~ 

and 

I) + V 
f 

Cos(27T2.£. I) 
f s 

(A1.ll 
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Equation (Ai.i) can be represented as 

f 
S (I) Y C S · (2'IT_sC I _+ (f) '" + ~n., ., (Ai.2) 

f s 

Thus, the sample values of a colour bar signal can be 

obtained according to the levels of synch pulses, bursts 

and bars which are given in Fig.(A1.i). 

Special treatment is required for transitions from one 

bar to the next. It is therefore important that the trans-

ition time should be compatible with the system bandwidth 

for both luminance and chrominance in order to meet the 

specifications of PAL system I transmissions. 

For an appropriate edge shape for luminance transitions, 

the spectrum of the edge should be adjusted in order to produce 

zero frequency components at the sub-carrier frequency, 

lhus reducing cross-colour effect. The transition that 

has been chosen(ii0)for the luminance edge is obtained by 

integration of the 2T pulse (raised cosine), thus, 

(Ai.J) 

1 for T =f- , the first spectrum zero occurs at sub-carrier 
sc ui0 ) 

frequency . 

For chrominance transition, the form of spectrum 

is chosen to be Gaussian(i06). Its frequency response 

can be shown-as 

(Ai.4) 
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where the value of d (standard deviation) can be deter-

mined approximately according to the roll off in fre-

quency response ()dB for 1.)MHz and 20dB for 4.0MHz). 

The impulse response of the equation (Al.4) in the time 

domain is; 

F(t) 

t For d =T , the above equation can be shown as , 

F(t) =V2~ )T~xp[ -To/2 ] dT 
. --

(Al.6) 

A plot of this is shown in Fig.(Al.2) and this determines 

the envelope of the chrominance transitions. 

Having ,discussed the luminance and chrominance trans-

itions, a computer programme was written to generate three 

sets of bars at sampling frequencies f = 2f ,f = 2.5f s sc s se 

and f =)f • Figure (Al.) illustrates the construction s sc 

of two typical transitions; Yellow-Cyan and Green-Magenta 

for f = 2.5f • The completed 16 line colour bar samples 
s sc 

were then converted into 8-bit code words and were subseq-

uently used as the data input throughout this thesis. 
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a: Yellow-Cyan transition 
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APPENDIX 2 

SUB-NYQUIST FILTERS 

Sampling above the Nyquist rate is necessary due 

to the fact that a~nsing components will be present in 

the baseband and this will result in distortion of the 

modulating signal. This, however, presupposes that the 

modulating signal occupies the whole of the baseband 

spectrum. In a·video signal, this is not so and it is 

possible to sample at a sub-Nyquist rate and to extract 

the original video without appreciable distortion. This 

is mainly because most of the energy contained in the 

spectrum of monochrome signals is concentrated at mult-

iples of iine frequency. Thus, for sampling frequency 

(fs) ~ an odd multiple of half the line frequency and 

below the Nyquist rate, the alias components will be 

reflected from fs at intervals of fL and interleave 

between the video spectral lines. The required mono-

chrome spectrum can be separated from the al.lo,sing com-

ponents by the actions of a comb filter. It has been 

shown(66) that due to certain properties of the PAL 

television signal, it is possible with only slight im-

pairment of the final picture quality, to sample at a 

rate exactly twice the sub-carrier frequency with a part-

icular phase relationship. In order to separate the 
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wanted components from aliased components it is 

necessary to employ a comb filter at the receiving end. 

This filter should have a comb response for frequencies 

above 2f - f , where f is the maximum baseband fre-
se m m 

quency. Pre-comb filtering, prior to sampling, is also 

required to improve the performance. Figure (A2.1) 

shows a form of analogue comb filter using a one line 

delay(66). The necessary comb filtering to remove 

aliasing components can be performed digitally rather 

than by using analogue filters(108,10 7). In this way 

the analogue input signal is first sampled at 4f foll­sc 

owed by an A/D conversion with an 8 bit accuracy. The 

sampling frequency is phase~aocked in such a way that 

samples are taken at phase angles of 45°, 135 0
, 225

0 
and 

o 
315 with respect to the U component. A pre-digital 

comb filter (Fig. A2.2) is then used to remove high fre-

quency components at odd multiples of half line frequency 

(which would otherwise produce alias components at mult-

iples of line frequency) and is simultaneously converted 

to f = 2f (Fig.A2.2). A digital post comb filter is s sc 

also required at the receiving end (before D/A conversion) 

to convert the sample rate from 2f back to 4f and at 
se se 

the same time remove the high frequency alias, components 

at odd multiples of half line frequency. Figures (A2.2a) 

and (A2.2bl show block diagrams of digital pre and post 

. (106) comb f1lters suggested by Taylor • In Fig.(A2.2a) 

data at 4f (17,74 )enters the filter and is processed 
sc 



entirely at 2f (8.87 Ml-/uc). The switch shown on the sc 

left schematically represents that samples of input 

data are switched alternately to the line paths. In 

practice, this is achieved by bi-phase 2f clock­sc 

pulses. In Fig. (A2.2b) the full comb filter for up-

conversion of data from 2f to 4f is shown. The 
se se 

data is processed at 2fsc rate as far as 51 and 52' 

whereas the final adder operates at 4f sc The diagram 

shows the output from the filter comprising lo.w fre-

quency information from line N+l only, and the high 

frequency components from lines Nand N+l. 
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