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ABSTRACT

The design and analysis of various distributed space time block cod-

ing schemes for asynchronous cooperative relay networks is considered

in this thesis. Rayleigh frequency flat fading channels are assumed to

model the links in the networks, and interference suppression techniques

together with an orthogonal frequency division multiplexing type trans-

mission approach are employed to mitigate the synchronization errors

at the destination node induced by the different delays through the

relay nodes.

Closed-loop space time block coding is first considered in the context

of decode-and-forward (regenerative) networks. In particular, quasi or-

thogonal and extended orthogonal coding techniques are employed for

transmission from four relay nodes and parallel interference cancellation

detection is exploited to mitigate synchronization errors. Availability

of a direct link between the source and destination nodes is studied,

and a new Alamouti space time block coding technique with parallel

interference cancellation detection which does not require such a di-

rect link connection and employs two relay nodes is proposed. Outer

coding is then added to gain further improvement in end-to-end per-

formance and amplify-and-forward (non regenerative) type networks

together with distributed space time coding are considered to reduce

relay node complexity.

iv



Abstract v

Novel detection schemes are then proposed for decode-and-forward

networks with closed-loop extended orthogonal coding which reduce

the computational complexity of the parallel interference cancellation.

Both sub-optimum and near-optimum detectors are presented for relay

nodes with single or dual antennas. End-to-end bit error rate sim-

ulations confirm the potential of the approaches and their ability to

mitigate synchronization errors. A relay selection approach is also for-

mulated which maximizes spatial diversity gain and attains robustness

to timing errors.

Finally, a new closed-loop distributed extended orthogonal space

time block coding solution for amplify-and-forward type networks which

minimizes the number of feedback bits by using a cyclic rotation phase

is presented. This approach utilizes an orthogonal frequency division

multiplexing type transmission structure with a cyclic prefix to mitigate

synchronization errors. End-to-end bit error performance evaluations

verify the efficacy of the scheme and its success in overcoming synchro-

nization errors.
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Chapter 1

INTRODUCTION

In recent decades, wireless networks have been motivated by their abil-

ity to provide “anywhere, anytime and anymedia” wireless access at a

reasonable low price. Nevertheless, in wireless communications, signal

transmission can be obstructed by channel impairments such as channel

fading, shadowing, path loss and interference [4]. Therefore, recent de-

velopments in multi-input multi-output (MIMO) techniques have been

proposed to exploit spatial diversity and provide an attractive way to

combat the channel impairments in a wireless environment [4], creating

different signal paths between the transmitter and the receiver, which

can be modelled as a number of separate, independent fading links;

although this generally comes with the price of increased transceiver

complexity.

The use of the MIMO technique with space-time coding (STC)

has been recognized as a promising scheme to exploit spatial diversity

gain with a low complexity encoder/decoder through multiple trans-

mit and/or receiver antennas [5]. However, the MIMO technique only

promises an increase in spatial diversity if uncorrelated paths are formed

between the transmit and receive antennas. In order to overcome this

drawback, a new paradigm of gaining spatial diversity gain, called co-

operative diversity, which is achieved by utilizing the antennas of other

1
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terminals as relay nodes has been proposed. These relay nodes can gen-

erate copies of the same signal, which can provide spatial diversity gain

and high signal-to-noise ratio (SNR) benefits by sharing their physical

resources through a virtual transmit and receive antenna array.

Recently, space time block coding (STBC) in a distributed fash-

ion for cooperative relay networks has attracted much research inter-

est [6], [7], [8] and [9]. The design of STBC for cooperative relay net-

works has some new challenges which are different from the design of

STBC for point-to-point MIMO systems. The synchronization issue is

one of the most important challenges in the design of distributed STBC

for cooperative relay networks, since the cooperative systems are asyn-

chronous in nature, e.g., there may exist timing errors and multiple

frequency offsets in the relay nodes forming the cooperative system.

This will induce intersymbol interference (ISI) between the relay nodes

at the destination node, which degrades the system performance and

makes it impossible to exploit full cooperative diversity.

The overall context of this thesis is to provide a contributive step

towards addressing this challenge, with particular focus on the design

of space time block codes (STBCs) for cooperative relay networks with

different system models and in asynchronous scenarios over frequency

non-selective (flat) Rayleigh fading channels.

Some basic definitions relevant to the work within this thesis are

next presented.
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1.1 Basic Definitions

1.1.1 Basic Concepts of Cooperative Relay Networks

The concept of cooperative relay networks is to exploit the broadcast

nature of wireless networks. Cooperative relay wireless communication

networks have gained much interest due to their ability to realize the

performance gain of MIMO wireless systems whilst resolving the diffi-

culties of co-located multiple antennas at individual nodes. Figure 1.1

represents the classical example of a two-hop cooperative relay network

within which the relay node can cooperate and assist the transmission

between the source node and the destination node, in order to increase

the link quality, reliability of wireless communication link and possibly

the data transmission rate of the system without the requirement of

additional antennas and the associated complexity at each node.

� Source 

� Relay node 

� Destination 

� S 

� R � D 
 Direct link 

 First phase  Second phase 

 Figure 1.1. Basic structure of a cooperative relay network with two
phases for the cooperative transmission process.

Due to the low complexity at each node, it is usually assumed that

each node cannot transmit and receive simultaneously in the same fre-

quency band (half-duplex). The overall transmission can be divided
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into two phases. The source node first broadcasts its signals to both

the relay node and the destination node. Whereas, during the second

phase the relay node processes the source signals and then forwards

them to the destination node as shown in Figure 1.1. The relay nodes

may either just act as a repeater where it amplifies the measured signals

from the source node and forwards them or it may decode the measured

signals from the source node, re-encode and forward them to the des-

tination node. The former cooperative strategy which can be applied

at the relay node to process the received signals from the source node

is called non-regenerative or amplify-and-forward (AF) relaying, while

the latter technique is called regenerative or the decode-and-forward

(DF) strategy [10]. Therefore, the main advantage of cooperative relay

wireless communication networks is to increase the communication re-

liability, decrease power consumption due to transmitting over shorter

links and improve the outage probability in a wireless network.

Furthermore, cooperative relay wireless relay networks can take

many forms depending on their application [11]. In Figure 1.2 , for

example, the source node communicates with the destination node

through parallel relay nodes to improve the cooperative diversity gain.

The maximum cooperative diversity gain can be achieved by using this

model is equal to the number of transmitting relay nodes [6]. When the

link between the source node and destination node is too unreliable for

example due to high pathloss to guarantee reliable communications [11],

the architecture reduces to the case of a cascade multi-stage communi-

cation.
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� Relay Nodes 

� Source � Destination 
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 First phase  Second phase 

 

Figure 1.2. Basic structure of a parallel cooperative relay network
with two phases for the cooperative transmission process.

However, a solution to overcome this problem as suggested in [12]

would be the use of multi-source multi-relay (MS-MR) transmission

model as shown in Figure 1.3, which includes an adjacent mobile ter-

minal(AMT).

 

 

  

  

 

 

  

  

 

 

  

  

 

Virtual MIMO 
channel 

Virtual MIMO 
channel 

Cooperative relay 
terminals 

Cooperative transmitter 
terminals 

Cooperative receiver  
terminals 

 Destination node  
Source node 

 Adjacent mobile terminal 

Figure 1.3. Basic structure of MS-MR network with two phases for
the cooperative transmission process.

In this model the source node and its adjacent mobile terminal

(AMT) share their antennas and send the same information through in-

dependent fading paths to the destination node via parallel cooperative

relay nodes. then the destination node together with its AMT receives
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the information which is jointly decoded and the required information

extracted to provide cooperative diversity gain equal to the number of

transmitting relay nodes. Recently, the area of cooperative communi-

cations has sparked much attention among researchers [10], [11], [13]

and [14]. If the transmission from all relay nodes arrives at the desti-

nation node at the same time, then the term synchronous cooperative

relay networks is used. Otherwise, the expression asynchronous coop-

erative relay networks is used. Among the several types of cooperative

relay networks, this thesis considers asynchronous two-stage relay net-

works with the assumption that all nodes are equipped with a single or

two half-duplex antenna at the relay nodes.

1.1.2 Design of Space-Time Codes and their Enhancement for

Cooperative Relay Networks

In recent years it has been found that the framework of distributed1

STBC also plays an important role in coding for cooperative relay net-

works. Distributed STBC refers to a cooperative strategy where the

conventional STBC for co-located antennas is implemented between

the relay nodes in a distributed manner. More specifically, when the

relay nodes receive the signals from the source node, they are linearly

processed and then broadcast to the destination node in the form of a

space time codeword [6] and [7]. Distributed STBC in a cooperative

relay network allows the relay nodes to maximize cooperative diversity

gain without the availability of channel state information (CSI)2 at the

1In this thesis the term “distributed” is used to qualify the use of STBC with
relay nodes, either with DF or AF type transmission.

2CSI characterizes the channel properties of the communication link and can be
estimated at the receiver side during the training period in which the transmitter
sends a pilot or training sequences.
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relay nodes, similar to the conventional STBC in point-to-point MIMO

systems, where transmit diversity is exploited without the need of CSI

at the transmit antennas. As a consequence, it is well known that the

transmission reliability of the source signals over the cooperative relay

networks utilizing distributed STBC can be significantly improved.

Current distributed STBCs include distributed orthogonal STBC

(O-STBC) and distributed quasi orthogonal STBC (QO-STBC) [7].

Distributed O-STBC with full transmission rate design and complex

elements in its transmission matrix is impossible for more than two

relay nodes. The only example of full data transmission rate, full coop-

erative diversity, complex STBC using orthogonal design is distributed

Alamouti STBC (A-STBC) [5]. Consequently, distributed QO-STBC

was proposed in which the constraint of orthogonality is relaxed to

achieve full data transmission rate. In general distributed QO-STBC

does not achieve full cooperative diversity provided in proportion to

the number of transmitting relay nodes and it has pair-wise decoding

complexity as compared to distributed O-STBC [7]. Therefore, a num-

ber of closed-loop (CL STBC) technique were proposed to provide full

data transmission rate and full diversity gain with simple-wise decod-

ing complexity in a point-to-point MIMO system [15], [16] and [17].

Basic definitions of closed-loop and open-loop systems are given in the

following section.

1.1.3 Closed-Loop Versus Open-Loop System

When the relay nodes do not have any knowledge about the channel co-

efficients and the destination node is capable of estimating the channel

coefficients accurately through some pre-defined training data sequence
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and then use the CSI for decoding operations, the system is called an

open-loop system as shown in Figure 1.4 (a). However, if the relay

node can have access to the channel information improvement in the

error rate performance may result and this should be exploited provided

complexity and system overhead is minimized. Therefore, in some com-

munication systems the relay nodes are assumed to obtain knowledge

of the channel condition through a feedback link from the destination

node to the relay node, in this case it is called a closed-loop system as

depicted in Figure 1.4 (b).

Source 

 Relay node  Destination  Destination 

 Relay node  Source 

 Feedback link  (b)  (a) 

S  S 

 R  R  D  D 

Figure 1.4. Basic structure of (a) open-loop cooperative relay network
and (b) closed-loop cooperative relay network with feedback link from
the destination node to the relay node.

In a closed-loop system, the gain achieved by additional processing

at the relay node and the destination node can be termed as array gain.

Similar to diversity gain, the array gain results in an increase in average

SNR. In most practical applications, the amount of feedback informa-

tion required from the destination node to the relay node should be

kept as small as possible due to limited available feedback bandwidth.

Therefore, the feedback information should be quantized into levels,
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and these levels can be fed back to the relay node to improve the sys-

tem performance [15]. In particular, the feedback can be made available

to all relay nodes through a separate feedback channel which is practi-

cally achievable in bi-directional control channels present in many com-

munication systems. Thus, in this thesis, distributed CL STBC that

achieves full data transmission rate and full cooperative diversity gain

with linear decoding for asynchronous two-stage relay networks with

and without outer coding is investigated and also a new closed-loop

extended orthogonal STBC (EO-STBC) scheme with one-bit feedback

information is proposed to enhance the system performance of cooper-

ative relay networks as compared to previous closed-loop methods [15]

and [16] in asynchronous distributed manner.

1.2 Impairments on Cooperative Relay Channels

1.2.1 Wireless Fading Channels

One of the most challenging phenomena in wireless communication

channels is the signal attenuation caused by the fading nature of the

channels. The transmitted signal in a wireless network usually reaches

the receiver node via multiple paths and these paths change with time

due to the mobility of the user nodes and/or reflectors in the envi-

ronment [18]. The changing strength of each path and the changing

interference between these paths result in fading. Fading can be char-

acterized on large and small time scales. Large fading is a result of

movement distance large enough to cause total variation in the over-

all path between the source node and the receiver nodes. However,

the short term fluctuation in the signal amplitude effect by movement
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of the user over distances of a small number of wavelengths is called

small-scale fading. Small-scale fading itself can be categorized as fre-

quency flat or frequency selective fading [4]. In frequency flat fading,

the channel has a constant gain and linear phase response over a band-

width which is greater than the bandwidth of the transmitted signal.

Therefore, all frequencies of the transmitted signal experience the same

channel condition. Nevertheless, in frequency selective fading, the chan-

nel possesses a constant gain and linear phase over a bandwidth that

is smaller than the signal bandwidth, ISI exists and the received signal

at the received node is distorted [1].

Throughout this thesis, all communication channels are modelled

as frequency flat fading, which is the most common type of fading

described in the technical literature due to its simplicity. However, this

assumption is always not realistic, since the communication channels

often experience time varying frequency selective fading, but orthogonal

frequency division multiplexing (OFDM) can convert such channels to

frequency flat form.

1.2.2 Interference Between Cooperative Relay Nodes

The use of multiple relaying nodes provides high cooperative diversity

gain thereby improving robustness against channel impairments, in or-

der to maximize the cooperative diversity gain of cooperative relay

networks in proportion to the number of transmitting relay nodes [19],

the relay nodes are scheduled to transmit simultaneously with perfect

synchronization among the cooperative relay nodes at the symbol level,

which means that the timing, carrier frequency and propagation delay

relay nodes are identical as shown in Figure 1.5 (a) [11].
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Figure 1.5. Basic structure of the received signals at the destination
node from the relay nodes, (a) shows the received signals which arrive
at the destination node at the same time instants (perfect synchroniza-
tion) (b) shows the received signals arrive at the destination node with
different time delay τ1R (imperfect synchronization).

However, perfect synchronization in cooperative relay networks does

not exist in practice. To achieve exact synchronization among the relay

nodes positioned at different locations, which are probably subject to

movement, each having its own oscillator, is difficult or impossible to

achieve [20]. As shown in Figure 1.5 (b), the major synchronization

issue is the time delay τ1R of signals, when they arrive at the destina-

tion node in the next hop, where R is the number of relay nodes in the

network. Propagation delays may be unknown to them, while trans-

mission time instants may be different at the destination node. This

lack of synchronization results in ISI between the received signals from

the relay nodes at the destination node. As such the channel becomes

dispersive even under a flat fading environment; and will lead to sub-

stantial performance degradation. Mitigating this problem is the main

research focus of this thesis.
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1.3 Challenges and Thesis Contributions

MIMO systems are an emerging technology which involve in using mul-

tiple antennas at transmit and/or receive antennas in order to ex-

ploit spatial diversity between transmitter and receiver. The success

of MIMO technology has led to the concept of cooperative communica-

tions where multiple nodes equipped with a single or multiple antenna

cooperate together in order to form a virtual MIMO array and offer

cooperative diversity. Cooperative system is a promising solution for

high data-rate coverage required in future wireless communications sys-

tems. Combining a cooperative system with a MIMO transmission is

an interesting way to overcome the channel impairments and to im-

prove the system performances [14]. In wireless cooperative communi-

cation networks, several previously proposed distributed STBCs have

been adapted for use in synchronous cooperative scenarios [6], [8], [20]

and [21]. However, the asynchronism between the relay nodes can be a

source of system performance degradation as mentioned in the previous

section [20], [22], [23], [24] and [25]. Therefore, the scope of this thesis

to achieve the objective of eliminating the issue of imperfect synchro-

nization among the relay nodes over frequency flat fading channels. Full

cooperative diversity order in proportion to the number of transmitting

relay nodes will be exploited together with full data transmission rate

over each stage and low decoding and detection complexity either at the

relay nodes or the destination node. Furthermore, this thesis focuses

on developing a new closed-loop coding scheme with limited feedback

information that requires channel knowledge to achieve full data trans-

mission rate, full cooperative diversity and array gain, i.e., exploitation

of CSI at the relay nodes for cooperative relay networks.
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The work presented in this thesis has been inspired by the contribu-

tions of [15], [16] and [17] on STBCs as applied to MIMO systems; [6], [7]

and [12] on distributed STBCs for synchronous cooperative relay net-

works; [2] on distributed STBCs for asynchronous cooperative relay

networks over frequency flat fading channels.

Firstly, the core aim of this thesis is to exploit the advantages of

the closed-loop EO-STBC (CL EO-STBC) in [15] and [16], and closed-

loop QO-STBC (CL QO-STBC) in a point-to-point MIMO system to

asynchronous cooperative relay networks in a DF strategy, and thereby

provide a framework in which the advantages of theses codes are more

likely to be practically realized. Moreover, an important issue in multi-

stage multi-source cooperative relay networks is in the effective use

of the available network resources among all participation nodes, this

has been studied by many researchers including [12]. The framework

provided in [12] has made it possible to extend the resource allocation

strategies to asynchronous cooperative communication systems.

Secondly, in [7] the author has used existing distributed STBC de-

signs without outer coding in a synchronous cooperative relay network

without any decoding complexity at the relay nodes utilizing AF type

transmission. Nevertheless, full cooperative diversity and symbol-wise

decoding at the destination node will not be achieved if the number

of relay nodes is more than two. In this thesis, the framework in [7]

has been extended to distributed A-STBC and distributed CL EO-

STBC [15] with outer coding for asynchronous cooperative relay net-

works and solutions have been proposed to overcome the said issues.

Thirdly, considerable research in [2] has recently considered the

case of imperfect synchronization among the relay nodes employing
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distributed STBC without outer coding. However, a drawback of the

proposed scheme has been highlighted in [26], namely that the near-

optimum detector, which is used in this approach can achieve near-

Alamouti simplicity, however cannot be extended to the case of more

than two relay nodes. A novelty in this thesis is that it lays out a new

framework for distributed CL EO-STBC with outer coding for more

than two relay nodes under imperfect synchronization with and with-

out a direct transmission (DT) connection between the source node and

the destination node, and proposes a solution to overcome the drawback

described above.

Finally, several closed-loop methods for STBC in [15] and [16] have

been proposed to exploit full data transmission rate and full diversity

gain in point-to-point MIMO systems as mentioned earlier. However,

these methods require more than a single bit of feedback for each trans-

mission block, which lead to increase feedback overhead. Therefore, in

this thesis a new closed-loop method which uses only one-bit feedback

in distributed STBC for cooperative relay networks over frequency flat

fading channels is proposed and the system performance of it is com-

pared to previous closed-loop methods in [15] and [16] in cooperative

relay networks. Furthermore, the work in [27] is extended to achieve full

cooperative diversity order of four and full data transmission rate using

the combination of the proposed new one-bit feedback scheme with an

orthogonal frequency division multiplexing (OFDM) type transmission

to overcome the issue of timing error among the relay nodes.

The next section presents the original contribution of this research

work that distinctly provides a solution to the above mentioned chal-

lenges.
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1.3.1 Original Contribution

The contributions of this thesis are concerned with cooperative relay

based wireless communications systems with particular emphasis on

distributed STBCs under imperfect synchronization. The contributions

are supported by six published conference papers, together with one

published IET journal in the communications area, and another one

submitted to IET journal in the communications area. These contri-

butions can be summarized as follows:

In Chapter 3, a closed-loop method for DF cooperative relay net-

works with perfect synchronism are proposed using distributed CL EO-

STBC and CL QO-STBC to achieve full cooperative diversity gain with

full data transmission rate between the relay nodes and the destination

node. Parallel interference cancellation (PIC) detection is used at the

destination node to overcome the problem of imperfect synchronization

among the relay nodes. The performance of the architecture is studied

for frequency flat channels. The results have been published in:

• A.M. Elazreg, and J.A. Chambers, “Closed-Loop Extended Or-

thogonal Space-Time Block Coding for Four Relays Node: Under

Imperfect Synchronization,” IEEE Workshop on Statistical Sig-

nal Processing (SSP), pp. 545-548, Aug. 2009.

• A.M. Elazreg, F.M. Abdurhaman, and J.A. Chambers, “Dis-

tributed Closed-Loop Quasi Orthogonal Space-Time Block Cod-

ing for Four Relays Node: Overcoming Imperfect Synchroniza-

tion,” IEEE International Conference on Wireless and Mobile

Computing, Networking and Communications (WiMob), pp. 320-

325, Oct. 2009.
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Moreover, in Chapter 3, a simple Alamouti code for an asynchronous

multi-stage multi-source cooperative relay network over frequency flat

fading channels is proposed, wherein full data transmission rate and full

cooperative diversity STBC scheme is used at each stage. The end-to-

end bit error rate (BER) performance is studied when the distributed A-

STBC approach is employed at both stages. Furthermore, the problem

of synchronization at the relay nodes and destination node and its AMT

is solved by using the PIC detection at each stage. The results have

been published in:

• A.M. Elazreg, S.K. Kassim, and J.A. Chambers, “Cooperative

Multi-Hop Wireless Networks with Robustness,” IEEE 16th Eu-

rope Wireless Conference (EW), pp. 449-453, Apr. 2010.

In Chapter 4, the cooperative strategy of distributed STBC in [6]

and [7] with outer convolutive coding in the presence of asynchronism

is investigated. The design of end-to-end distributed A-STBC with

outer coding for two relay nodes and distributed CL EO-STBC with

outer coding for four relay nodes with PIC detection to mitigate the im-

pact of imperfect synchronization among the relay nodes for frequency

flat fading channels is addressed and achieves full cooperative diversity

and half data transmission rate in each stage. The results have been

published respectively in:

• A.M. Elazreg, U. Mannai, and J.A. Chambers, “Distributed

Cooperative Space-Time Coding with Parallel Interference Can-

cellation for Asynchronous Wireless Relay Networks,” IEEE 18th

International Conference on Software, Telecommunications and

Computer Networks (SoftCOM), pp. 360-364, Sep. 2010.
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• A.M. Elazreg, W.M. Qaja, and J.A. Chambers, “PIC Detector

with Coded Distributed Closed-loop EO-STBC Under Imperfect

Synchronization,” IEEE 20th International Conference on Soft-

ware, Telecommunications and Computer Networks (SoftCOM),

pp. 1-5, Sep. 2012.

In Chapter 5, a novel sub-optimum and near-optimum detection

scheme in DF asynchronous cooperative relay networks which utilizes

distributed CL EO-STBC with convolutive coding is proposed. A

sub-optimum detection scheme for four relay nodes, each of which is

equipped with a single antenna and with the assumption there is a

DT connection between the source node and the destination node is

proposed; and a near-optimum detection scheme is designed for two

relay nodes, each of which is equipped with two antennas and no DT

connection is assumed between the source node and the destination

node, owing to path loss between the source node and the destination

node. The performance of both proposed schemes is studied for fre-

quency flat fading channels and they are shown to be very effective

to mitigate ISI at the destination node with low detection complexity

as compared to PIC detection and to achieve full cooperative diversity

with unity data transmission rate between the relay nodes and the des-

tination node. Furthermore,a relay selection technique is investigated

with near-optimum detection scheme. The results have been published

and submitted respectively in:

• A.M. Elazreg, and J.A. Chambers, “Sub-Optimum Detection

Scheme for Asynchronous Cooperative Relay Networks,” IET Com-

munications. vol. 5, no. 15, pp. 2250-2255, Nov 2011.
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• W.M. Qaja, A.M. Elazreg, and J.A. Chambers, “Near-optimum

Detection Scheme with Relay Selection Technique for Asynchronous

Cooperative Relay Networks,” submitted to IET Communica-

tions.

In Chapter 6, a new closed-loop scheme for distributed EO-STBC

with one-bit feedback based on selection cyclic phase rotation for two

relay nodes, each of which is equipped with two antennas, is proposed.

In this scheme, only one-bit feedback is used to determine the trans-

mission phase terms applied to the symbols from the antennas of each

relay node. This is considerably lower feedback overhead than previous

feedback schemes. This technique can effectively provide full coopera-

tive diversity while satisfying full data transmission rate in each stage.

Furthermore, this approach is applied to asynchronous cooperative re-

lay networks using OFDM type transmission over frequency flat fading

channels.

• A.M. Elazreg, and J.A. Chambers, “Distributed One-Bit Feed-

back Extended Orthogonal Space Time Coding Based on Selec-

tion of Cyclic Rotation for Cooperative Relay Networks,” IEEE

36th International Conference Acoustics, Speech and Signal Pro-

cessing (ICASSP), pp. 3340-3343 , May 2011.

The outlines of this thesis are structured and organized in the fol-

lowing section.
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1.4 Outline of Thesis

This thesis is organized as follows: an introduction and discussion of

distributed STBCs and wireless communication channel impairments

and cooperative diversity are presented in Chapter 1.

In Chapter 2, a detailed literature survey is provided together with

the necessary theoretical background for point-to-point MIMO systems,

details of transmit and receiver diversity, followed by the introduction

of STBCs and a review of uncoded and coding gain. Then the PIC de-

tection scheme and the OFDM type transmission are included. Finally,

some background material and a review of previous work in synchronous

and asynchronous cooperative relay networks are given.

The core research is presented in Chapters 3, 4, 5 and 6. Chap-

ter 3 focuses on the development of distributd CL EO-STBC and dis-

tributed CL QO-STBC with PIC detection for four relay nodes in a

DF asynchronous cooperative relay networks with a DT link between

the source node and the destination node. Furthermore, without the

DT link between the source node and the destination node, the new

relaying solution that employs distributed A-STBC with PIC detection

at both the relay nodes and the destination node is presented.

Since using the DF strategy at the relay nodes results in increased

decoding complexity at the relay node, Chapter 4, investigates dis-

tributed A-STBC and distributed CL EO-STBC using two-bit feedback

information with outer convolutive coding and a PIC detection scheme

for asynchronous two and four relay nodes, respectively; where the re-

lay nodes generate a linear A-STBC and EO-STBC codeword at the

destination node, which leads to decrease in the decoding complexity

at the relay nodes. Moreover, the pairwise error probability (PEP) is
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analyzed to exploit the cooperative diversity of both proposed schemes

in this chapter.

Chapter 5, proposes two novel detection schemes for the DF asyn-

chronous cooperative relay networks utilizing distributed CL EO-STBC

using two-bit feedback information with outer convolutive coding. Fur-

thermore, the relay selection technique is considered in this chapter.

In Chapter 6, a new closed-loop scheme for distributed EO-STBC

using one-bit feedback is proposed based on selection cyclic phase ro-

tation for wireless relay networks over frequency flat fading channels to

achieve full data transmission rate with full cooperative diversity and

reduce the amount of feedback information required from the destina-

tion node. Moreover, to mitigate the timing error between the relay

nodes, a one-bit CL EO-STBC is concatenated with the OFDM type

transmission. Note that only spatial diversity gain (cooperative diver-

sity gain) is exploited.

Finally, a concluding summary and suggestions for future research

are provided in Chapter 7.



Chapter 2

LITERATURE SURVEY AND

BACKGROUND ON

CONVENTIONAL

DISTRIBUTED STBC

2.1 Introduction

In this chapter a necessary theoretical background of communication

systems employing multiple transmit and receiver antennas, and a re-

view of previous work in synchronous and asynchronous cooperative

relay networks are presented. In Section 2.2 a review of multiple-

input multiple-output (MIMO) communication systems is presented

both from information theoretic and practical implementation perspec-

tives. In Section 2.3 several types of orthogonal space time block codes

(O-STBCs) techniques are investigated leading to the discussion on

the concept of maximum likelihood (ML) decoding and pairwise error

probability (PEP). The definition of uncoded and coded transmission

is introduced in Section 2.4. Then the principle of parallel interference

cancellation (PIC) is presented in Section 2.5. Also in Section 2.6 the

21
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principle of the orthogonal frequency division multiplexing (OFDM)

type transmission and its advantages and disadvantages are introduced.

A review of synchronous cooperative relay networks and cooperative

operation is provided in Section 2.7. The ability of a cooperative re-

lay network to mimic the performance advantages of point-to-point

MIMO is discussed. Finally, Section 2.8 reviews the literature relevant

to asynchronous cooperative relay networks is presented. This back-

ground material is essential for the reader to appreciate the research

which relates to this thesis.

2.2 Multiple Antenna Communication Systems and Diversity Tech-

niques

2.2.1 Multiple-Input Multiple-Output Communication Systems

MIMO systems can enhance the performance of wireless communication

systems to improve the capacity, data transmission rate and reliability

of a wireless communication link in a fading environment without the

need for additional transmission power or bandwidth [28], [29], [30], [31]

and [32]. This is already happening in the IEEE 802.11n system wireless

fidelity (WiFi) [33] system, IEEE 802.16e worldwide interoperability for

microwave access (WiMax) system [34] and is a major focus for 4G [35]

long term evolution (LTE) cellular systems [36].

MIMO channels are constructed through the use of multiple anten-

nas at the transmitter and/or receiver in a communication system which

can result in the creation of a number of independent fading channels

between the transmitter and the receiver as shown in Figure 2.1. This

extra degree of freedom brought about by these independent channels
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is termed spatial diversity (antenna diversity). Under this model, con-

sider a transmitter with NT transmit antennas and a receiver with NR

receiver antennas as shown in Figure 2.1.� ��� � ����
������������	������
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 Receiver  Transmitter 

 ��  

 

Figure 2.1. Basic structure of wireless MIMO channels with NT trans-
mitter and NR receiver antennas which provides spatial diversity.

The channel can be represented by an NT ×NR matrix H of channel

gains and the NR × 1 received signal y is equal to

y = Hs+ n (2.2.1)

where s is an NT × 1 transmitted vector and n is an NR × 1 additive

white circularly symmetric complex Gaussian noise vector (AWGN) 1.

If H is known to the receiver, it is referred to as the coherent case. The

case of unknown H at both transmitter and receiver sides is called the

non-coherent case, but is not considered in this thesis.

To obtain the best use of multiple transmit antennas depends on

having channel state information (CSI) available to both the transmit-

ter and receiver sides [32]. Moreover, coding across space and time

1A complex Gaussian random variable n is circularly symmetric if for any θ =
[0, 2π], the distribution of n is the same as the distribution of ejθ times the random
variable [32].
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is generally necessary to obtain the spatial diversity benefit of MIMO

systems [31]. In most practical cases, the system estimates the channel

at the receiver side through the exploitation of training sequences [37].

MIMO systems can potentially offer increased diversity gain, array

gain and spatial multiplexing gain [38] over conventional single-input

single-output (SISO) wireless communication systems. These gains are

described in brief below.

• Diversity gain: Spatial diversity gain mitigates fading and is real-

ized by providing the receiver with multiple (ideally independent)

copies of the transmitted signal in space, frequency or time. With

an increasing number of independent copies2, the probability that

at least one of the copies is not experiencing a deep fade in-

creases, thereby improving the quality and reliability of reception.

A MIMO channel with NT transmit antennas and NR receive an-

tennas potentially offers NT ×NR independently fading links, and

hence a spatial diversity order of NT × NR [4] [31].Furthermore,

for the MIMO channel shown in Figure 2.1 with NT transmitter

and NR receiver antennas the diversity gain Dg in terms of error

probability is given by [32]

Dg = − lim
SNR→∞

log(Pe)

log(SNR)
(2.2.2)

where Pe denotes the probability of error of a communication

system at a given signal-to-noise ratio (SNR)3. The diversity gain

Dg can be defined as the slope of error probability curve in term

2The number of copies is often referred to as the diversity order.
3The SNR at the receiver is equal to the sum of the SNR on the individual

transmission paths.
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of received SNR on a log-log scale. In other words, the diversity

gain Dg describes how fast the probability of the error decreases

asymptotically with increasing SNR [39]. Hence diversity gain Dg

is an important parameter of interest especially for systems that

operate at high SNR.

• Array gain: Refers to the average increase in SNR at the receiver

that can be obtained by the coherent combining effect of multiple

antennas at the receiver or at the transmitter or at both sides. In

MIMO channels, array gain exploitation requires channel knowl-

edge at the transmitter side [31].

• Multiplexing gain: MIMO systems offer a linear increase in data

rate through spatial multiplexing [40], i.e., transmitting multi-

ple, independent data streams within the bandwidth of operation.

Under suitable channel conditions, such as rich scattering in the

environment, the receiver can separate the data streams. Fur-

thermore, each data stream experiences at least the same channel

quality that would be experienced by a single-input single-output

system, effectively enhancing the capacity by a multiplicative fac-

tor equal to the number of streams. In general, the number of

data streams that can be reliably supported by a MIMO chan-

nel equals the minimum of the number of transmit antennas and

the number of receive antennas, i.e., min{NT , NR}. The spatial

multiplexing gain increases the capacity of a wireless network.

However, only diversity gain and array gain are considered in this

thesis.
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Coding across space and time is generally necessary to exploit the

potential spatial diversity available within MIMO systems to achieve

a higher reliability, higher spectral efficiency and higher performance

gain. Such coding is well known [5] and [41] to provide diversity as

high as the number of transmit antennas times the number of received

antennasNT×NR. In all chapters of this thesis, these coding techniques

are considered for the case that the receiver side (destination node)

knows the CSI and are presented in the next section.

2.3 Space Time Block Codes

Space time block codes (STBCs) are already playing an important role

in wireless communication systems and are very attractive for next gen-

eration wireless communication systems. STBCs refer to coding across

space by using multiple transmit antennas and receiver antennas and

across time by using multiple symbol transmission periods. Their aim

is to exploit the spatial diversity available to the system with linear

processing at the receiver, which is preferable in practical wireless com-

munication systems. Furthermore, STBC is easy to concatenate with a

convolutional code to enhance the coding gain4, even though the spatial

diversity is achieved from STBC.

There are several types of STBCs, these include Alamouti STBC (A-

STBC) [5], orthogonal STBC (O-STBC) [42], quasi orthogonal STBC

(QO-STBC) [43] and extended orthogonal STBC (EO-STBC) [16].

4The effect of coding gain is similar to that of array gain.



Section 2.3. Space Time Block Codes 27

2.3.1 Alamouti Space Time Block Coding

The Alamouti code is probably the most well-known STBC and the

simplest transmit diversity scheme [5]. It is the first STBC scheme

that can provide full diversity order of 2NR and full data transmis-

sion DR rate5 for complex constellations by transmitting signals across

two transmit antennas and NR receiver antennas with different symbol

transmission periods. The block diagram of an A-STBC operation with

a single receiver antenna is presented in Figure 2.2. ℎ1   ℎ2   ��������  �ℎ�����  ����	��
�    ��    ��������  ℎ1   ℎ2   ℎ2   ℎ1   �1  �2  �2 
 �1  �̂1  �̂2  �̃1  �̃2  �1∗ −�2∗ 

Figure 2.2. Basic structure of Alamouti’s STBC for two transmit an-
tennas and one receive antenna, depicting transmission over two symbol
periods.

STBCs are represented by a code matrix, which defines what is to

be broadcasted from the transmit antennas during the transmission of

a block. The code matrix is dimension of NT ×T , where NT represents

the number of transmitter antenna an T the number of symbol trans-

mission periods.

5Data transmission rate DR is defined as the ratio between the number of trans-
mitted symbols that can be sent in one codeword and the number of symbol trans-
mission periods used in transmitting the codeword.
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As shown in Figure 2.2 for a two transmit antennas and one receive

antenna scheme with a frequency flat Rayleigh fading channel, the code

matrix for Alamouti’s code is given by

S =

 s1 s2

−s∗2 s∗1

 (2.3.1)

where (.)∗ denotes complex conjugate. It is readily apparent that the

data transmission rate DR is unity6. The columns of the matrix in

(2.3.1) represent the number of transmitter antennas and the rows rep-

resent the number of symbol transmission periods. The orthogonality

of the columns of the matrix S can be easily verified by calculating

the inner product of the columns S1 and S2 of (2.3.1) and the inner

product is given by

< S1,S2 >= s1s
∗
2 − s∗2s1 = 0 (2.3.2)

From (2.3.2) the inner product between columns of matrix is zero, as

this is the basis for it to be orthogonal. During the first symbol trans-

mission period, the transmitter sends s1 from the first antenna and s2

from the second antenna, during the second symbol transmission pe-

riod, it transmits −s∗2 and s∗1 from the first and second antenna, respec-

tively. Exploiting the basic feature of code matrix S, the orthogonal

columns of code matrix S as in (2.3.2) provide a linear decoding scheme

and give rise to a simplified ML decoding scheme [44]. Therefore, the

symbols in the same symbol transmission period must be synchronized

and transmitted together so that they can be detected independently

at the receiver. As shown in Figure 2.2 in the case of one receive an-

6Because two symbols are transmitted during two symbol transmission periods.
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tenna, the received signals at this antenna, at two symbol transmission

periods can be represented with a 2× 1 vector y as follows

y =

 y1

y2

 =

 s1 s2

−s∗2 s∗1


 h1

h2

+

 n1

n2

 (2.3.3)

where y1 and y2 are the received signals at two symbol transmission

periods, h1 and h2 are the fading channel coefficients from transmitter

antenna one and two which are assumed to remain constant across

these two symbol transmission periods, and n1, n2 are independent,

zero-mean circularly symmetric, additive Gaussian noise terms across

the channel at two symbol transmission periods, respectively. Therefore

(2.3.3) can be written in matrix form as

y = Sh+ n (2.3.4)

where y represents a 2× 1 column vector, h is a 2× 1 column vector,

S is a 2× 2 vector, and n represent a 2× 1 column vector. Alternately,

without loss of generality, by conjugating the second row in (2.3.3),

then the received signals can be equivalently written in the following

form  y1

y∗2

 =

 h1 h2

h∗
2 −h∗

1


 s1

s2

+

 n1

n∗
2

 (2.3.5)

also (2.3.5) can be written in matrix form as

ỹ = Hs+ ñ (2.3.6)

where ỹ represents a 2 × 1 column vector, H is a 2 × 2 matrix of the

transmission path vector, s is a 2× 1 column vector, and ñ represents

a 2 × 1 column vector. Assuming perfect channel knowledge at the
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receiver, Alamouti’s combiner can be performed by multiplying both

sides of (2.3.6) by HH , where (.)H denotes Hermitian conjugate, it is a

scaled unitary matrix i.e., HHH = λI2, where I2 is the 2 × 2 identity

matrix and λ is the gain of the channel with λ = |h1|2 + |h2|2, which is

due to fact the transmitted symbol block has an orthogonal structure

as shown in (2.3.2). Therefore, the combiner combines the received

signals as follows

s̃ = HH ỹ (2.3.7)

Thus

s̃1 = λs1 + h∗
1ñ1 + h2ñ

∗
2

s̃2 = λs2 + h∗
2ñ1 + h1ñ

∗
2 (2.3.8)

From (2.3.8), it can be noted that the decision for s̃1 depends on s1

and the decision for s̃2 depends on s2. As shown in Figure 2.2, these

combined signals are then sent to the ML decision rule used at the

receiver to choose which symbol was actually transmitted by applying

least squares (LS) detection as follows

ŝk = arg min
sk∈S

|s̃k − λsk|2 for k ∈ 1, 2 (2.3.9)

where S is the alphabet containing M symbols of phase shift keying

(PSK) and |.| is a magnitude operator. It can be observed that the ML

detection is a very simple decoding scheme which includes decoupling of

signals transmitted from different transmitter antennas via linear pro-

cessing at the receiver side. Alamouti further extended this scheme to

the case of two transmit antennas and NR receive antennas and showed

that the new scheme provided a maximal diversity order of 2NR [44].
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The Alamouti scheme is a very popular scheme in practical applica-

tion in several wireless communication systems such as WiFi, WiMax

and 3G LTE [45] because it provides two important properties, simple

decoding combined with maximal spatial diversity gain advantage.

2.3.2 Orthogonal Space Time Block Coding

Alamouti’s code in (2.3.1) is only designed for two transmit anten-

nas to achieve both full diversity order and full data transmission rate

(unity) for complex constellations with simple decoding algorithm at

the receiver. In [42] a general design of O-STBC for more than two

transmit antennas is proposed, which may achieve full diversity order

that is identical to the number of transmit antennas however with a

data transmission rate less than unity. All O-STBC share the common

unitary-type property as follows

SHS = (
ns∑
k=1

|sk|2)INT
(2.3.10)

where ns is the number of symbols to be transmitted within a codeword.

Some other examples of O-STBC are given below [9], [42] and [46]

S =



s1 s2 s3

0 s∗1 −s∗2

−s∗1 0 −s∗2

s∗2 −s∗3 0


(2.3.11)

and
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S =



s1 s2 s3 0

−s∗2 s∗1 0 − s3

−s∗3 0 s∗1 s2

0 s∗3 −s∗2 s1


(2.3.12)

where the rows of the code matrix S represent the number of symbol

transmission periods and the columns of the code matrix S denote the

number of transmitter antennas. Therefore, the code matrix in (2.3.11)

and (2.3.12) correspond to transmission of three symbols s1, s2, s3 over

four time symbol transmission periods, achieving full diversity order

of four and data transmission rate equal to DR = 3/4 for three and

four transmitter antennas, respectively. The zeros in both transmis-

sion code matrices S represent that there is no transmitted signal from

that particular antenna during that symbol transmission period. Their

performance is presented and simulated in Chapter 3 for asynchronous

cooperative relay networks. Furthermore, there are O-STBCs that can

achieve a data transmission rate equal to DR = 1/2 for any given num-

ber of transmitter antennas. For example the code matrix in (2.3.13)

which denotes transmission of four symbols over eight time symbol pe-

riods from three transmit antennas, achieving full diversity order of

three and 1/2 data transmission rate [42];
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S =



s1 s2 s3

−s3 s1 −s4

−s3 s4 s1

−s4 −s3 s2

s∗1 s∗2 s∗3

−s∗2 s∗1 −s∗4

−s∗3 s∗4 s∗1

−s∗4 s∗3 s∗2



(2.3.13)

In summary, O-STBCs can provide full diversity order and have a

simple decoding algorithm. However, they suffer from low data trans-

mission rate when used with more than two transmit antennas and

complex constellation, which result in bandwidth expansion. It is de-

sirable to construct STBCs from complex orthogonal design that have

higher data transmission rate when there are more than two trans-

mit antennas. This class of codes is called QO-STBCs [43], [46], [47]

and [48], which are considered in the following section.

2.3.3 Quasi Orthogonal Space Time Block Coding

QO-STBCs with full data transmission rate for four transmit antennas

have been proposed in [43] and [47] to overcome the shortcoming of

O-STBCs as mentioned in the previous section. Although the code

matrices presented in these publication are different, it has been shown

that their properties and performance are identical. Therefore, only the

code matrix proposed in [43] is considered in Chapter 3 for cooperative

relay networks under imperfect synchronization, which provides more

insight into the behavior of QO-STBC. In this scheme, the A-STBC
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defined in (2.3.1) is extended to construct the code matrix by using

two Alamouti codes Sk (hence with four data symbols), where k ∈ 1, 3,

Sk =

 sk sk+1

−s∗k+1 s∗k

 (2.3.14)

Therefore, the QO-STBC matrix of [43] is represented as

S =

 S1 S3

−S∗
3 S∗

1

 =



s1 s2 s3 s4

−s∗2 s∗1 −s∗4 −s∗3

−s∗3 −s∗4 s∗1 s∗2

s4 −s3 −s2 s1


(2.3.15)

It can be clearly observed that from the codeword in (2.3.15), the data

transmission rate DR is unity7, nevertheless the diversity order is re-

duced by half (2NR)
8 due to coupling between the symbols in the code-

word (2.3.15) and the relaxation of the orthogonality of QO-STBC

increases the ML decoding complexity and in fact, the ML decoding of

QO-STBC is in general complex symbol pair-wise decoding9.

To show this, the codeword in (2.3.15) is considered to be transmit-

ted through four transmit and one receive antennas in frequency flat

quasi-static fading environment with Rayleigh distributions. After tak-

ing the complex conjugate of the symbols in the second and third row

of the matrix (2.3.15), the received signal can be expressed as follows

7Because four data symbols are transmitted over four symbol transmission peri-
ods.

8It has proved in [42] that the maximum diversity order of 4NR for unity data
transmission rate is impossible in the case of QO-STBC.

9The decoder of QO-STBC works with pair of transmitted symbols instead of
single symbols.
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y1

y∗2

y∗3

y4


=



h1 h2 h3 h4

−h∗
2 h∗

1 −h∗
4 −h∗

3

−h∗
3 −h∗

4 h∗
1 h∗

2

h4 −h3 −h2 h1


︸ ︷︷ ︸

H



s1

s2

s3

s4


+



n1

n∗
2

n∗
3

n4


(2.3.16)

Therefore, (2.3.16) can be expressed in vector form as follows

ỹ = Hs+ ñ (2.3.17)

where ỹ represents a 4× 1 column vector of the received signal, H is a

4× 4 matrix of the transmission path vector, and ñ represents a 4× 1

column vector containing the zero-mean circularly symmetric complex

valued Gaussian noise components. After applying the matrix HH to

perform matched filtering, i.e. perfect CSI is assumed to be available

at the receiver, then the estimates of the transmitted symbols can be

expressed as in (2.3.7). Therefore (2.3.7) can be represented in matrix

form as follows

s̃1

s̃2

s̃3

s̃4


=



γ 0 0 α

0 γ −α 0

0 −α γ 0

α 0 0 γ


︸ ︷︷ ︸

∆



s1

s2

s3

s4


+HH



ñ1

ñ∗
2

ñ∗
3

ñ4


(2.3.18)

where ∆ = HHH is a 4 × 4 matrix with entries γ =
∑4

k=1 |hk|2 and

α = ℜ(h∗
1h4 − h∗

2h3), where ℜ{.} denotes the real part operator. As

mentioned in the previous sections, for O-STBC, all the off-diagonal

terms of ∆ will be zeros as in Alamouti’s scheme [5]. However, for the

QO-STBC it can be seen that due to the term α (some non-zeros off
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diagonal terms appear), there is a form of coupling between estimated

symbols reducing the diversity gain of the code, which increases the

complexity of ML decoding to a pair-wise operation.

Several interesting methods have been proposed to increase the per-

formance of the open-loop QO-STBC by minimizing or removing this

coupling factor. One methods is proposed in [17] to achieve full diver-

sity order and full data transmission rate for four transmit antennas. A

feedback method is used to orthogonalize the QO-STBC and is achieved

by rotating the transmitted symbols from the third and fourth antenna

with particular angles ϕ and θ while the other two antennas are kept un-

changed. Therefore, full diversity order and full data transmission rate

are achieved by eliminating the off-diagonal elements α = 0, however

at the expense of feedback overhead as follows

α = ℜ{h∗
1h4e

jθ − h∗
2h3e

jϕ}

= |κ| cos(θ + ∠κ)− |κ̀| cos(ϕ+ ∠κ̀) (2.3.19)

where κ = h∗
1h4 and κ̀ = h∗

2h3. Here, |.| and ∠ denote respectively, the

absoulute value and the angle operator. In order to orthogonalize the

QO-STBC, it is sufficient to set the phase angle value θ to

θ = cos−1(
|κ̀|
|κ|

cos(ϕ+ ∠κ̀))− ∠κ (2.3.20)

provided that ϕ is in the range ϕ ∈ [0, 2π] if |κ̀| < κ, or otherwise,

ϕ ∈ [π − µ − ∠κ̀, µ − κ̀] ∪ [−µ − κ̀, π + µ − κ̀], where µ is defined by

µ = arccos(κ/κ̀) [17]. However, in a practical application this may

not be possible due to the very limited feedback bandwidth. It was

further shown in the same work that identical performance of the sys-
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tem can also be obtained by rotating the third and fourth antennas by

a common phaser to keep the feedback from the receiver to transmit

antenna as small as possible. It is shown in [49], [50] and [51] that

QO-STBC achieves full data transmission rate by using constellation

rotation and partial feedback, however all these methods either have

increased decoding complexity or reduced diversity order.

In the context of this thesis only the single phase approach in [17]

is presented in Chapter 3 for asynchronous cooperative relay networks,

as it requires minimum feedback information while minimizing the de-

coding complexity of ML decoding, thereby making it symbol-wise de-

coding with full data transmission rate and full cooperative diversity

order.

2.3.4 Extended Alamouti Space Time Block Coding

As was discussed in the last section due to data transmission rate lim-

itations in O-STBCs, Alamouti’s codeword matrix in (2.3.1) can also

be used to build a new class of codes named EO-STBC, which was

introduced in [16]. Slightly different from the QO-STBC, this code

achieves full data transmission rate of unity10 with symbol-wise decod-

ing by transmitting two symbols over two symbol transmission periods

through four transmitting antennas. Therefore, the codeword matrix

of EO-STBC is represented as

S =

 s1 s1 s2 s2

−s∗2 −s∗2 s∗1 s∗1

 (2.3.21)

10Because two data symbols are transmitted over two symbol transmission peri-
ods.
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Assuming that the codeword matrix in (2.3.21) is transmitted over

a four transmit and one antenna channel with each path experienc-

ing independent flat fading with a Rayleigh distribution, the received

signal at the receiver side over two symbol transmission periods after

taking the complex conjugates of the symbols in the second symbol

transmission period can be modelled as

 y1

y∗2

 =

 h1 + h2 h3 + h4

h∗
3 + h∗

4 −h∗
1 − h∗

2


 s1

s2

+

 n1

n∗
2

 (2.3.22)

Therefore, (2.3.22) can be rewritten in vector form as follows

ỹ = Hs+ ñ (2.3.23)

where ỹ denotes a 2 × 1 column vector of the received signal, H is a

2× 2 matrix of the channel gain vector representing the paths between

the transmit antennas and receive antenna, and ñ represents a 2 ×

1 column vector containing the additive Gaussian noise term at each

receive antenna. Applying the matrix HH as in (2.3.7) to perform

matched filtering at the receiver, the Grammian matrix can be obtained

as follows

∆ = HHH =

 λc + λf 0

0 λc + λf

 (2.3.24)

where λc =
∑4

k=1 |hk|2 is the conventional channel gain for four trans-

mit antennas and λf = 2ℜ(h1h
∗
2+h3h

∗
4) can be interpreted as the chan-

nel dependent interference parameter. From (2.3.24) it can be noted

that the Grammian matrix ∆ of the EO-STBC is orthogonal (unlike
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that of QO-STBCs), which indicates that the codeword in (2.3.21) can

be decoded a simpler receiver decoding with linear detected signal as

follows

 s̃1

s̃2

 = ∆

 s1

s2

+HH

 ñ1

ñ∗
2

 (2.3.25)

Then, the ML decision is used at the receiver to estimate which

symbol was actually transmitted by applying LS detection as in (2.3.9).

However, although the decoding complexity is low, λf in (2.3.24) may

be negative, which leads to some diversity loss [15] and [16]. In order to

overcome this issue and maximize the diversity order achieved by the

codeword in (2.3.21), several feedback methods are utilized to ensure

the channel dependent interference λf in (2.3.24) is positive during

the whole transmission to achieve full data transmission rate and full

diversity order with the array gain.

In [15] and [16] a closed-loop EO-STBC scheme for four transmit

and one receive antenna is proposed, where phase rotation is applied to

rotate the phases of the symbols for certain transmit antennas based

on CSI feedback from the receive antenna. The analysis of these two

closed-loop methods are presented in Appendix A, respectively.

Therefore, in the context of this thesis both proposed schemes are

adopted for application in an asynchronous cooperative wireless relay

network with relay nodes deploying the distributed EO-STBC scheme

with and without outer coding and a new one-bit feedback EO-STBC

is proposed in Chapter 6.
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2.3.5 Maximum Likelihood and Pairwise Error Probability

As mentioned in the previous sections, all STBC are designed for quasi-

static channels, where the channels are constant over a block of T sym-

bols periods and the channels are unknown at the transmitter, while

the receiver has knowledge of the channel matrix H. Under ML de-

tection it can be shown using similar techniques as in (2.3.9), giving

received matrix Y, the ML estimate of the matrix Ŝ can be represented

as follows [4]

Ŝ = arg min
S∈χNT×T

||Y−HS||2F = arg min
S∈χNT×T

T∑
k=1

||yk−Hsk||2 (2.3.26)

where ||A||F is the Frobenius norm11 of matrix A and minimization is

taken over all possible space time input matrix χMT×T . The pairwise

error probability (PEP) for mistaking a transmit matrix S for another

matrix Ŝ, represented as Pe(Ŝ → S), depends only on the distance

between the two matrices after transmission through channel matrix H

and noise power of N equal to σ2 can be represented as follows

Pe(Ŝ → S) = Q

(√
||HSs||2F

2σ2

)
(2.3.27)

where Q(.) represents the Gaussian Q function and Ss = S− Ŝ repre-

sents the different between these two matrice. By applying the Chernoff

bound to (2.3.27), an upper bound of (2.3.27) becomes

Pe(Ŝ → S) ≤ exp

[
−||HSs||2F

4σ2

]
(2.3.28)

11The Frobenius norm of a matrix A is defined to be ||A|| =
√∑

ij |aij |2.



Section 2.3. Space Time Block Codes 41

Let hk denote kth row of H, k ∈ 1, ..., NR. Then

||HSs||2F =

NR∑
k=1

hkSsS
H
s h

H
k (2.3.29)

Substituting (2.3.29) into (2.3.28) and taking statistical expectation

relative to all possible channel realizations yields [4]

Pe(S → Ŝ) ≤
(
det

[
INTNR

+
E[SH

s H
HHSs]

4σ2

])−1

(2.3.30)

Assuming that the channel matrix H has elements which are uncor-

related Gaussian random variables with zero-mean and unit-variance,

then (2.3.30) becomes

Pe(S → Ŝ) ≤
(

1

det[INT
+ 0.25ρB]

)NR

(2.3.31)

where INT
is the NT ×NT identity matrix and B = (1/P )SsS

H
s , where

P denote the signal power. This can be simplified to

Pe(S → Ŝ) ≤
RB∏
k=1

(
1

1 + 0.25ρλk(B)

)NR

(2.3.32)

where ρ = P/σ2 is the SNR per input symbol, λk(B) is the kth nonzero

eigenvalue of B, k ∈ 1, ...RB, where RB is the rank of B. In the case

of high SNR i.e., for ρ ≫ 1, this can be simplified to

Pe(S → Ŝ) ≤

(
RB∏
k=1

λk(B)

)−NR (
1

4
ρ

)−RBNR

(2.3.33)

The result of PEP in (2.3.33) indicates that the probability of error

decreases as ρ−Dg for Dg = RBNR, where RBNR is the diversity gain

of the STBC [4]. Therefore, the PEP in (2.3.33) gives rise to the main

criteria for design of STBC, described in Section 2.3.
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2.4 Uncoded Versus Coded Transmission

2.4.1 Coding Gain

Coding gain is the measure in the difference between the SNR levels

between the uncoded system and coded system required to reach the

same bit error rate (BER) levels. Therefore, when SNR is in dB the

coding gain is defined as [52]

Cg = (SNR)uncoded − (SNR)coded (2.4.1)

This also can reduce error rate to improve system performance, but,

compared with diversity gain, the nature of coding gain is different.

Figure 2.3. The difference in the effects of coding gain and diversity
gain on bit error rate [1].

Diversity gain attests itself by rising the magnitude of the slope of

the BER curve, whereas coding gain generally just shifts the error rate

curve to the left [31] as shown in Figure 2.3 and as mentioned in Section

2.2.
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2.4.2 Convolution Coding

Convolutional codes are used extensively in numerous applications in

order to achieve reliable data transfer, i.e. third generation (3G) cellular

communication system [53] and [54]. A convolution code generates

coded symbols by passing the information bits through a linear finite-

state shift register as shown in Figure 2.4. The shift register consists

of K stages with IBits bits per stage. There are OBits binary addition

operations with input taken from all K stages: these operators produce

a codeword of length OBits for each IBits bit input sequence. Moreover,

the rate of the code CR is IBits/OBits, because the binary input data

is shifted into each stage of the shift register IBits bits at a time, and

each of these shifts produces a coded sequence of length OBits.

 

1 2 ����� 

1 ����� 2 1 ����� 2 1 ����� 2 

Stage 1 Stage 1 Stage ����� 

Encoder 
output 

Length ����� codeword 

����� bits 
Encoder 

Input 

Figure 2.4. Basic structure of a simple binary linear convolutional
encoder.

The number of shift register stagesK is called the constraint length.

In Chapters 4 and 5, a half rate12 (OBits = 2, IBits = 1, K = 3) con-

volution coding will be used to improve the BER performance. A well

12For every binary digit that enters the encoder, two code digits are output, hence
code rate CR = 1/2.
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known scheme can be employed to decode the convolution coding, which

is the Viterbi algorithm, full details of which can be found in [1], [53]

and [54].

2.5 The Parallel Interference Cancellation Detection

The PIC detector is a popular method for interference cancellation and

was presented in [55] and a block diagram of a multistage PIC detector

is shown in Figure 2.5. The PIC detector is based on a technique that

employs multiple iterations in detecting the desired information bits

and cancelling the ISI at the receiver side. As shown in Figure 2.5, the

PIC detector at the receiver uses a conventional blank of matched filter

at the front end followed by two stages of cancellation.

 

Figure 2.5. Basic structure of parallel interference cancelation (PIC)
scheme that uses a two cancellation stage.

In the first and the second stages , the reconstruction, subtrac-

tion and re-estimation operations are repeated using the outputs of the

previous stage as the information inputs. In this way, a new set of

better information bit estimates will be generated at the output of the

next stage. multiple cancellation stages maybe used to yield improved
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estimates of the received signals at the destination node for further can-

cellation. In general, the PIC algorithm can be represented as follows

• Initialization

• Set the iteration number q = 0

• Remove ISI from the r(0)(i)

• Set the iteration number q = 1, 2, ..., n

• Subtract more ISI from the received signals r(q)(i) using the pre-

vious estimated signals

• Repeat the process from point 4 until q = n

One problem with the multistage PIC detector is that it cannot guar-

antee a performance improvement with more stages; when a wrong

estimation of the received signal is applied, degradation is introduced.

Furthermore, increasing the number of stages of the multistage PIC

detector also makes the system computationally more intensive as a

greater number of operations have to be preformed. Therefore, in Chap-

ter 3 and 4, the PIC detection scheme is adapted for application in an

asynchronous cooperative relay network with the relay nodes utilizing

the distributed closed-loop STBC.

2.6 Orthogonal Frequency Division Multiplexing

Recently, wireless communications has evolved towards broadband sys-

tems to achieve high data transmission rate and better transmission

quality. OFDM is an emerging technology for high data transmission

rates, with increased robustness to shadowing and multipath fading,
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through insertion of the guard period Gp and using digital signal pro-

cessing. OFDM modulation for wireless communication networks is

designed to more fully utilize existing bandwidth, and can be very ef-

fective against the frequency selective fading and narrowband interfer-

ence [18] [56]. Due to these characteristics of OFDM, it is used widely

in many applications such as digital audio broadcasting and the IEEE

802.11a/g WLAN standard, and is the preferred candidate for next

generation mobile systems, such as 4G LTE.

A review of OFDM is given in the following sections and it is used

in Chapter 6 within a distributed closed-loop EO-STBC-OFDM for

asynchronous cooperative relay networks.

2.6.1 OFDM principle

A typical baseband OFDM transmission system is shown in Figure

2.6, which can be divided into three main parts. The first part is the

transmitter, the second the channel and finally the receiver. To gen-

erate OFDM successfully the relationship between all the subcarriers

must be carefully controlled to maintain the orthogonality of the sub-

carriers [57]. Orthogonality is achieved by making the peak of each

subcarrier signal coincide with the nulls of other subcarrier signals. For

this reason, OFDM is generated by firstly choosing the frequency spec-

trum required, based on the input data, and the modulation scheme

used can, for example, be binary phase shift keying (BPSK), quadra-

ture phase shift keying (QPSK) and quadrature amplitude modulation

(QAM).
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Figure 2.6. Basic diagram of a baseband OFDM transmitter and
receiver, exploiting the FFT and serial to parallel and parallel to serial
converters.

Then the frequency spectrum is converted into the time domain sig-

nal by applying an inverse fast Fourier transform (IFFT). The IFFT

is useful for OFDM because it generates samples of a subcarrier with

frequency components satisfying the orthogonality condition, assum-

ing perfect synchronization. In addition to that the FFT algorithm

provides an efficient way to implement the DFT and the IDFT. “It

reduces the number of complex multiplications from of the order of N2

to N/2 log2N for an N -point DFT or IDFT, hence, with the help of

the FFT algorithm, the implementation of OFDM is very simple” [18].

The IFFT calculated from the subcarrier S(k) can be represented as

follows

s(m) =
1√
N

N−1∑
k=0

S(k)ej2πkm/N for m ∈ 0, ...., N − 1 (2.6.1)

where N denotes the duration of one OFDM symbol, k is the frequency

index for the IFFT and m is the index for the samples of s(m). That

means, the IFFT converts the discrete frequency domain signal into
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a discrete time domain signal which maintains the orthogonality. On

the other hand, in the receiver side the FFT converts the time domain

signal into the frequency domain to recover the information that was

originally sent. However, multipath interference and timing errors are

a important phenomena in wireless communication systems. Different

versions of the transmitted signals arrive at the receiver side by different

paths showing different time delays. Such delayed signals are the result

of refections and refractions from objects, which are surrounding the

receiver as mentioned in Section 1.2.

This makes the correct synchronization to all signals impossible. To

avoid this phenomenon of intersymbol interference (ISI) completely, a

cyclic prefix (CP) is introduced, with the constraint that the CP dura-

tion at least matches the maximum delay spread of the channel. The

time domain duration of the OFDM symbol is extended by the CP,

which adds a copy of the last part of the OFDM symbol to the front

to create a guard period as shown in Figure 2.7. To avoid destroying

the orthogonality the length of the CP should be longer than the de-

lay spread. At the receiver side this extension of the guard period is

removed.

 Original OFDM signal 

 Copy 

 Cyclically extended OFDM signal 

 �� 

 Figure 2.7. Illustration of cyclic prefix (CP) concept to the original
OFDM signal.
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As long as the length of the guard period is greater than the channel

delay spread, then all the time delays of the reflections are removed and

the orthogonality still exists. The next step is to convert the received

signal from the time domain to the frequency domain by applying the

FFT to recover the transmitted signals.

2.6.2 OFDM Advantage and Disadvantage

As discussed earlier, OFDM is commonly implemented in many emerg-

ing wireless communication systems, because it provides several advan-

tages over a traditional single carrier modulation approach to wireless

communication channels as follows

• OFDM has very high frequency spectrum efficiency.

• By dividing the channel into narrowband flat fading sub chan-

nels, OFDM is more resistant to frequency selective fading, which

greatly simplifies the structure of the receiver complexity.

• OFDM is computationally efficient by using simple FFT tech-

niques to implement the modulation and demodulation functions.

• The OFDM signal has robustness in the multipath propagation

environment and is more tolerant to delay spread13.

However, OFDM also has some shortcomings as follows

• Relatively higher peak-to-average power (PAPR) compared to a

signal carrier system, which tends to reduce the power efficiency

of the radio frequency (RF) amplifier.

13OFDM is robust against multipath effect, first because of using many narrow-
band subcarriers instead of one wide-band carrier for transmission and secondly
because of the inserting of a cyclic prefix.
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• OFDM is sensitive to frequency offsets, timing errors and phase

noise.

More detailed discussion of these points can be found in [18] and [58].

2.7 Synchronous Cooperative Relay Networks

As mentioned earlier in Section 2.2 , a MIMO system can be used to

mitigate the fading phenomena in wireless communication and increase

the data transmission rate of the system [4]. It is affordable to have

multiple antennas at the base station however impractical to equip the

small mobile node with multiple antennas due to space constraints of

the mobile node14, power limitation and hardware complexity of the

mobile node [59].

In order to overcome these limitations, a new communication scheme,

so-called cooperative communications (also known as cooperative di-

versity or user cooperation), has been proposed in order to reap the

benefits of MIMO communications systems in a wireless scenario with

single antenna network nodes cooperatively transmitting and receive-

ing by forming a virtual antenna array (VAA) [12]. Since cooperative

communications is a recent paradigm for wireless relay networks, it has

become a very active area of communications and networking research

with promising developments, where the signals can be relayed from the

source node to the destination node through half-duplex relay nodes.

The basic idea behind cooperative communications was proposed

in [60] wherein the relay channel was introduced and then investigated

extensively in [61] to provide a number of relaying strategies to find

14If the antennas are located close to each other, the channel fades may have some
correlation which reduces the achievable diversity.
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achievable regions and provide upper bounds upon the capacity of a

general relay channel in [60], a more detailed description of which can

be found in [62].

The recent surge of interest in cooperative communications is rep-

resented by [10], [11], [19], [12], [63] and [64]. In [19] and [63], the

concept and the potential benefits of cooperative communications have

been introduced for a two user code division multiple access (CDMA)

cellular network, where both users are active and orthogonal codes are

used to avoid multiple access interference. Likewise, cooperative com-

munication strategies have been analyzed in terms of their performance

outage behavior in [10]. It has been shown that the outage gains and

the cooperative diversity gain are proportion to the number of transmit-

ting relay nodes. These benefits are achieved by deploying the relaying

strategies rather than a direct link. The two main relaying strategies

studied in [10] are amplify-and-forward (AF) and decode-and-forward

(DF), which can be applied at the relay node to process the received

signals from the source node and then forward them to the destination

node. The key difference between AF and DF strategies is the amount

of processing at the relay node. In an AF strategy, the relay node

simply receives the signals from the source node, amplifies them and

then re-transmit them to the destination node. Therefore, AF does not

require sophisticated processing at the relay node, which implies low-

complexity relay transceivers and lower power consumption. However,

in the DF strategy the relay node decodes its received signals from the

source node to eliminate the effects of noise and interference before re-

transmitting them to the destination node. Therefore, the AF strategy

has the advantage of simple implementation in a practical scenario as
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compared to the DF strategy although its noise immunity is lower.

In [12], the ideas in [10] have been extended to a more refined dis-

tributed MIMO multi-stage cooperative communications system, where

cooperation between spatial distributed nodes not only takes place at

the relaying stage, but also at the source node and the destination node.

This will achieve the maximum cooperative diversity gain, nevertheless,

at the expense of reducing the data rate15. Furthermore, in [12] a signif-

icant discussion on the fractional power allocation at every stage in the

network for different cooperative communications scenarios mentioned.

Another technique known as coded cooperation has been introduced

in [64] to achieve cooperative diversity and further analysis for coded

cooperation can be found in [65].

A different approach, which can obtain the maximum spatial di-

versity gain, without suffering from the rate loss of repetition coding

consists of combining the idea of cooperation with STBC, resulting in

what is known as a distributed STBC. The case of distributed STBC

has been first applied to wireless relay networks under the framework

of cooperative communications in [11] and [8], in order to improve the

bandwidth efficiency without losing any spatial diversity order (cooper-

ative diversity) available in cooperative networks. As mentioned earlier

in this section, this approach will involve a two phase protocol; in the

first phase the relay nodes receive the signals from the source node and

then in the second phase the relay nodes linearly process the signals re-

ceived from the source node and forward them to the destination node

such that the signals at the destination node appear as a STBC [5].

One such method can be found in [12], where orthogonal STBCs

15If the number of relaying stages increases, the total data transmission rate DR

will decrease.
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are deployed in distributed fashion for a VAA multi-stage network.

Likewise, in [66] and [67] a simple Alamouti design [5] is introduced

into cooperative relay networks because of its symbol-wise ML detector

which achieves high diversity gain to combat channel impairments in

wireless communications environments.

In [6] and [7] a distributed linear dispersion coding scheme for a

wireless relay network in which every node is equipped with a single

antenna has been proposed, where the signals are sent by the relay

nodes in the second phase as a linear function16 of its received informa-

tion. It has been shown that by cooperating distributively, the relay

nodes generate a linear STBC codeword at the destination node and

a full cooperative diversity gain of a multiple antenna system17 can be

obtained, where the relay nodes are assumed to be synchronized at the

destination node and also the destination node has full knowledge of

the fading channels from the source node to the destination node.

Furthermore, distributed linear dispersion STBC [68] among the re-

lay nodes can be found in [21] and [69]. However, in [70], the idea of

distributed STBC has been extended to wireless cooperative relay net-

works, in which every node has multiple antennas and the achievable

cooperative diversity has been analyzed18. After these works, [7] has

attempted to exploit the distributed coding techniques using orthog-

onal designs [5] and quasi-orthogonal designs [43] with more cooper-

ating nodes, which leads to reliable communications in wireless relay

networks. This approach provides many advantages such as maximum

16No decoding or demodulation is needed at relay nodes.
17Cooperative diversity gain equal to R × 1, where R denotes the number of

transmitting relay node antennas.
18Cooperative diversity equal to min{M,N}R if M ̸= N and equal to MR if

M = N , where M denotes antennas at the source node, N denotes antennas at the
destination node and R represent antennas at all the relay nodes.
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cooperative diversity, low ML decoding complexity and linear encoding

of the information symbols. Regrettably, the maximum data transmis-

sion rate of orthogonal design [5] can not be achieved for more than

two relay nodes [71] and the linear decoding complexity is no longer

available. On the other hand, a quasi-orthogonal design [43] is only

applicable to four relay nodes and its decoding complexity is higher

than that of an orthogonal design. However, by applying feedback in

the form of phase rotations [15], [16] and [17] at the relay nodes, it is

possible to extract full data transmission rate at each hop and full co-

operative diversity in proportion to the transmitting relay nodes from

the orthogonal design [5] for more than two relay nodes and quasi-

orthogonal design [43] for four relay nodes with simple linear decoding

at the destination node. These approaches are presented in this the-

sis with the assumption of imperfect synchronization among the relay

nodes and other distinctions are outlined in the introductory parts of

Chapter 3 and 4.

Most cooperative relay communication scenarios investigated so far

are built upon the assumption that all nodes are equipped with a sin-

gle half-duplex antenna, more recent work has however exploited the

benefits of multiple antennas at the relay nodes. It is forward to have

a small number of multiple antenna arrays within the infrastructure of

fixed relay networks [72]. This model for the cooperative relay node is

considered in Chapters 5 and 6.

The next section presents a review of research works that led to

the deployments of STBCs in the context of asynchronous cooperative

relay networks.
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2.8 Asynchronous Cooperative Relay Networks

As mentioned in the previous section to reap the benefits of cooper-

ative communications, it is necessary for the network to operate syn-

chronously . However, perfect synchronization in cooperative relay net-

works is highly unlikely in practice [20]. This lack of synchronization

results in ISI between the received signals from the relay nodes at the

destination node, and also when the relay nodes use STBC to forward

the received signals from the source node to the destination node, the

code structure at the destination node is not orthogonal thereby pre-

venting the transmitted signals from being successfully detected at the

destination node with the normal STBC decoder. Therefore, the im-

pact of imperfect synchronization between the relay nodes is one of the

most critical and challenging issues when designing a space time cooper-

ative relay network. Recently, there have been studies for asynchronous

cooperative systems based on STCs to exploit cooperative diversity.

In [25] and [73], a DF two-phase protocol with a distributed space

time trellis codes (STTCs) that achieves full cooperative diversity and

coding gain without the synchronization assumption between relay nodes

has been proposed. However, the decoding complexity becomes high

when the number of relay nodes is not small, this is because the mem-

ory size of the corresponding STTCs grows exponentially in term of

the number of relay nodes. To overcome this problem, in [23] the sys-

tematic construction of such a trellis code with minimum memory size

for any number of relay nodes is developed to achieve full cooperative

diversity in asynchronous cooperative communications.

Furthermore, there has been limited work reported in the literature

addressing distributed STBC regarding the mitigation of interference
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at the symbol level in [73] and [22], where an equalization technique

is employed at the destination node to reduce the effect of imperfect

synchronization among the relay nodes at the destination node, how-

ever, this leads to increased receiver complexity at the destination node.

While in [74], [75], [76] and [26], the distributed STBC with PIC de-

tection scheme for the case of two and four relay nodes is proposed

and shown to be a very effective approach to mitigate the impact of

imperfect synchronization at the destination node. Nevertheless, the

schemes in [74] and [75] are limited by the number of relay nodes and

can only achieve the diversity order between the relay nodes and the

destination of two, also the work in [76] and [26] is limited since com-

plex O-STBC with data transmission rate DR = 3/419 is used between

the relay nodes and the destination node.

To achieve both full cooperative diversity and full data transmission

rate for four relay nodes under the assumption of imperfect synchro-

nization, distributed closed-loop EO-STBC [77] and closed-loop QO-

STBC [78] with PIC detection scheme as in Section 2.5 are proposed.

All these proposed schemes have the potential of delivering cooperative

diversity order of cooperating relay nodes using a DF protocol, which

leads to complexity increase at the relay nodes.

To avoid this complexity, the proposed scheme in [6] and [7] is ex-

tended to the case of imperfect synchronization in [79] and [80], where

the signals broadcast by all relay nodes are designed as linear functions

of their received information, therefore, no decoding operation at the

relay nodes is required as compared to the DF scheme. However, all dis-

tributed STBCs based on the PIC detection scheme mentioned above

19Because three symbols transmit from the relay nodes over four time symbol
transmission periods.
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have the disadvantage that their computational complexity is depen-

dent upon the number of PIC detection iterations. It has been shown

in simulation results that the PIC detection scheme is very effective in

mitigating synchronization error and normally two or three iterations

will deliver most of the performance gain.

While in [2], an equalizer has been proposed to combat the interfer-

ence components caused by timing misalignment in a decision feedback

manner, and then a symbol-by-symbol ML detection is implemented.

Nevertheless, the low computational complexity of the Alamouti code

remains but this only applies in the case of two cooperative relay nodes

and cannot be extended to more than two cooperative relay nodes.

Recently, two novel detection scheme for more than two relay nodes

under imperfect synchronization are proposed [3] and [80] to overcome

the drawback in [2].

All the above works have been performed under the assumption that

the wireless transmission channels are frequency flat fading channels.

In [27] and [81] a distributed A-STBC transmission scheme based on

OFDM for asynchronous AF protocol is proposed to cancel the timing

error among the relay nodes and achieve asynchronous cooperative di-

versity, where the relay nodes only need to perform a few very simple

operations, time reversion and complex conjugation, and the destina-

tion node has the Alamouti code structure. However, this proposed

scheme is only valid for the case of two relay nodes.

The idea in [27] is extended to the case of any number of relay nodes

in [82]. Unfortunately, full cooperative diversity and the data transmis-

sion rate20 decreases as the number of transmitting relay nodes increase,

20Since a half-duplex protocol is used, the data transmission rate of two-hop relay
network is actually unity for each hop.



Section 2.9. Chapter Summary 58

in other word O-STBC generated from complex constellations for more

than two relay nodes do not exist [7]. As mentioned earlier above in

this literature survey to achieve both full cooperative diversity and full

data transmission rate in each hop for more than two relay nodes us-

ing O-STBC, feedback schemes are required. Therefore, in [83] a new

one-bit feedback based on selection cyclic phase rotation is proposed

along with the OFDM type transmission for asynchronous relay net-

works over frequency flat channels to exploit full data transmission rate

and full cooperative diversity, also outperforms the previous closed-loop

methods [15] and [16] in distributed manner .

2.9 Chapter Summary

This chapter has reviewed a research work that has been undertaken

prior to the work presented in this thesis. The first section of this

chapter focussed on the achievements made in the area of MIMO com-

munications in information theoretic terms to the various developments

in STBC and then the application of these background works to coop-

erative communication under both cases of perfect synchronization and

imperfect synchronization. In MIMO, the STBCs used in order to ex-

ploit the transmit diversity offered by multiple antennas are introduced,

leading to the A-STBC, O-STBCs, QO-STBCs and EO-STBCs. The

performance advantages of each were highlighted and also the principle

of the OFDM technique with its advantages and disadvantages were

highlighted.

The chapter then proceeded to discuss earlier attempts to expand

wireless network coverage with the use of cooperative relay networks.

Various theoretical and practical issues were also reviewed. Motivated
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by the difficulty in deploying multiple antennas in mobile terminals,

it was then highlighted that researchers have focused their attention

into ways of using multiple single antenna elements to create a MIMO

channel through the use of cooperation, this was later extended to

cooperative relay networks and the advantages of distributed STBCs

was also exploited. Furthermore, the problem of synchronization among

the relay nodes was addressed, which is the main research focus in this

thesis.



Chapter 3

DISTRIBUTED STBC FOR

ASYNCHRONOUS

COOPERATIVE RELAY

NETWORKS

In this chapter, distributed closed-loop space time block coding (CL

STBC) strategies for multiple relay nodes in (decode-and-forward) DF

asynchronous cooperative relay networks with and without a direct

transmission (DT) connection between the source node and the desti-

nation node are considered. These techniques can effectively harness

available cooperative diversity gain between the relay nodes and the

destination node while addressing the important practical issue of syn-

chronization among the relay nodes.

3.1 Introduction

Synchronization in a wireless relay network is very important, it al-

lows for successful communication between nodes within the wireless

cooperative relay network. However, timing errors between the relay

60
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nodes is one of the most critical and challenging issues when designing

a space time cooperative relay network. Mitigation of interference at

the symbol level has been considered in [20], [75] and [76] to reduce the

effect of timing errors among the relay nodes at the destination node

and deliver good system performance.

In this chapter, distributed STBCs with closed-loop strategies for

multiple relay nodes in a DF cooperative relay network with a DT link

between the source node and the destination node. These techniques

effectively harness available cooperative diversity gain between the re-

lay nodes and the destination node while addressing the important

practical issue of synchronization among the relay nodes. Distributed

closed-loop quasi orthogonal STBC (CL QO-STBC) and closed-loop

extended orthogonal STBC (CL EO-STBC) with parallel interference

cancellation (PIC) detection schemes are proposed under imperfect syn-

chronization in [77] and [78].It is shown that the full data transmission

rate and full cooperative diversity gain, which increases in proportion

to the number of transmitting relay nodes between the relay nodes and

the destination node, are exploited in these two schemes with simple

detection, contrary to what was previously achieved in [76].

Moreover, a new relaying solution that employs distributed Alam-

outi (A-STBC) with PIC detection at both the relay nodes and the

destination node without the DT link between the source node and the

destination node is proposed in [84], thereby promising to deliver coop-

erative diversity order close to the number of cooperating relay nodes

at the relaying stage and with full data transmission rate in each hop.

For comparison purpose, the end-to-end performance of the proposed

scheme is shown to outperform previous work in [75] with a DT link.
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This chapter is structured as follows: Section 3.2 presents the gen-

eral structure of the system model of cooperative relay network and

defines distributed STBCs with imperfect synchronization for closed-

loop QO-STBC and closed-loop EO-STBC are presented in Section 3.3.

To mitigate the interference at the symbol level at the destination node,

the general full scheme of PIC detection is introduced in Section 3.4.

The comparison of the proposed closed-loop QO-STBC and EO-STBC

schemes with other schemes [75] and [76] is presented in Section 3.5. In

Section 3.6 the multiple level cooperation among all nodes of each hop

without DT with the PIC detection scheme under imperfect synchro-

nization is described. Simulation results for the end-to-end performance

of the proposed multi-hop cooperative multiple-input multiple-output

(MIMO) technique are shown in Section 3.7. Finally, the chapter is

concluded with a summary.

3.2 The System Model

A general two-hop cooperative relay network with one source node and

destination node communicating via cooperating multiple parallel relay

nodes R is depicted in Figure 3.1. It is assumed that there is direct link

between the source node and the destination node and every participat-

ing node in the network communicates using a single transmit antenna

and receive antenna configuration and operates in half-duplex mode,

thereby generating virtual multiple antenna. The narrowband flat fad-

ing broadcasting channel gain between the source node and each relay

node is represented as hsr,k, the relaying channel gain from each relay

node to the destination node is represented as hk, where k ∈ 1, 2, ..., R,

and the channel between the source node and the destination node is
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represented as hsd. It is assumed that all random channel parameters1

hsr,k, hk and hsd are spatially uncorrelated and they are assumed to be

zero mean circularly symmetrical complex Gaussian random variable

with unity variance.
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Figure 3.1. Basic structure of general cooperative relay network with
one source node, R relay nodes and one destination node, each node is
equipped with a single half-duplex antenna.

Moreover, the slowly varying block-fading environment is assumed

in this model, where the channels remain constant within at least one

transmission cycle duration, and the succeeding realizations of the prop-

agation channels are statistically independent. The flat fading channel

is considered in order to isolate the benefits of spatial diversity pro-

vided by distributed STBCs. The signals are broadcasted according to

a cooperative strategy with a two phase protocol as shown in Figure

3.1. In the first phase, the source node transmits its signals to the

destination node through the channel gain hsd and due to the broad-

cast nature of wireless channels the neighboring relay nodes receive

the signals through the channel gains hsr,k, . In the second phase, the

source node ceases transmission and the multiple relay nodes decode,

1In practice, the channel parameters can be correlated due to small angular
spread and/or not large enough antenna spacing, this will reduce the diversity gain.
The uses of estimation channnels in these parameters is not addressed in this Thesis.
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re-encode their received signals and forward them to the destination

node through the channel gain hk, k ∈ 1, 2, ..., R. It is assumed that

the relay nodes are set to work in the DF strategy. As such, a sufficient

level of cyclic redundancy check (CRC) can be included into the signals

at the source node, therefore the relaying will happen if the signals are

correctly detected at the relay nodes. This arrangement is termed “se-

lective relaying” in [10]. Then, the destination node combines all the

received signals and produces an estimate of the original transmitted

signals. � ����� � � ���� ����� ���� ����� ��� � ����� ���� ����� ���� ����� ���� ����� ���� ����� � � ��� � OSTBC group 

� T 

� From R1 � From R2 

 ����, �� 
 �� 

 From RR 

 ����, � � 1�  ���2, ��  ���1, �� 
 

Figure 3.2. Representation of misalignment of the received signals at
the destination node which induces intersymbol interference (ISI).

Perfect synchronization becomes unlikely in practice due to the dif-

ferent locations of the relay nodes and their separate timing operations.

In this model the timing misalignments τk, k ∈ 2, 3, ..., R, among the

received versions of the signals at the destination node are considered

identical [75] and [76] and as shown in Figure 3.2, however these can be

different as shown in Figure 1.3. Without loss of generality, it is also

assumed that the destination node is fully synchronized to R1.
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3.3 Distributed Space Time Block Coding for Cooperative Relay

Networks

In this section, the principle of distributed QO-STBC [43] and dis-

tributed EO-STBC [16] of full data transmission rate with feedback

rotation are presented for a cooperative relay network under imperfect

synchronization to provide full cooperative diversity gain and as well as

to overcome the shortcoming of orthogonal codes in [76], which cannot

achieve full data transmission rate2. In this model, a four node dis-

tributed closed-loop QO-STBC and distributed closed-loop EO-STBC

for cooperative relay networks are presented, comprising the source

node, the destination node, the four cooperative relay nodes Rk, k ∈

1, 2, 3, 4, and the closed-loop phase rotation feedback U1 and U2 as pre-

sented in Section 2.2 for QO-STBC and Appendix A for EO-STBC.

Likewise, the DT link between the source node and the destination

node is assumed to be available in both schemes.

As mention in Section 3.1, in most cooperative relay networks, the

transmission process can be divided in two orthogonal phases. Firstly,

the source node broadcasts the sequence of information bits, after mod-

ulating and mapping to the destination node and the cooperative relay

nodesRk, k ∈ 1, 2, 3, 4. The transmitted symbols are grouped into num-

ber of symbols pairs and denoted by vector s(i) = [s(1, i), ..., s(t, i)]T ,

where [.]T denotes the transpose of the vector s(i) and i denotes the

discrete pair index in two different transmission periods t ∈ 1, 2, 3, 4 in

the case of QO-STBC and t ∈ 1, 2 in the case of EO-STBC. Therefore,

the received signal vector rsd(i) = [rsd(1, i), ..., rsd(t, i)]
T at the destina-

2Data transmission rate DR = 3/4, because three transmission symbols are
broadcasted over four symbol transmission periods.
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tion node through the DT link during different transmission periods in

the first phase can be represented as

rsd(i) = hsds(i) + nsd(i) (3.3.1)

where hsd is the channel gain between the source node and the desti-

nation node and it is modelled as a Rayleigh flat fading channel and

nsd(i) = [nsd(1, i), ....., nsd(t, i)]
T , t ∈ 1, 2, 3, 4, in the case of QO-STBC

and t ∈ 1, 2 in the case of EO-STBC is a noise vector containing inde-

pendent circularly-symmetric complex additive Gaussian random vari-

ables at the destination node, each having distribution CN(0, σ2
n).

To detect which symbol was actually transmitted from the source

node through a DT link at the destination node, the least squares (LS)

method can be used as follows

ŝsd(t, i) = arg min
st∈S

|h∗
sdrsd(t, i)− |hsd|2st|2 for t =



1, 2, 3, 4 in

QO − STBC

1, 2 in

EO − STBC

(3.3.2)

where S is the alphabet containing M symbols for PSK. In the second

phase, the received signals at the relay nodes Rk, k ∈ 1, 2, 3, 4, in the

first phase are re-encoded utilizing QO-STBC [43] or EO-STBC [16]

and then transmitted to the destination node in different transmission

periods as will be presented in the next sections.
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3.3.1 Distributed Closed-Loop Quasi Orthogonal Space Time Block

Coding

As mention in Section 3.1, in the second phase the source node termi-

nates transmission and the four relay nodes re-transmit the processed

signal to the destination node using the DF strategy. Before trans-

mitting the encoded signal matrix S in (3.3.3) from the relay nodes

Rk, k ∈ 1, 2, 3, 4, in four different transmission periods, the modulated

signals from the third and fourth relay nodes are respectively rotated

by two phases U1 = ejϕ and U2 = ejθ as shown in Figure 3.3. This is

discussed further in Section 2.2 in (2.3.19) and (2.3.20) [17] and shown

to provide full cooperative diversity gain between the relay nodes and

the destination node in proportion to the number of transmitting relay

nodes.
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Figure 3.3. Basic structure of distributed closed-loop QO-STBC with-
out outer coding using two-bit feedback for four relay nodes with a two
phase cooperative transmission process and time delay offset between
R2, R3 and R4 at the destination node.
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The information packet at the relay nodes corresponding to s(i) is

xk(i) = [xk(1, i), ...., xk(4, i)]
T , k ∈ 1, 2, 3, 4. Therefore, the transmitted

signal matrix S from the relay nodes can be expressed as

[
x1(i) x2(i) x3(i) x4(i)

]
=

S =



s(1, i) s(2, i) s(3, i) s(4, i)

−s∗(2, i) s∗(1, i) −s∗(4, i) s∗(3, i)

−s∗(3, i) − s∗(4, i) s∗(1, i) s∗(2, i)

s(4, i) − s(3, i) − s(2, i) s(1, i)


(3.3.3)

Therefore, the code matrix S in (3.3.3) presents a unity data transmis-

sion rate between the relay nodes and the destination node as compared

to the matrix code in [76]. In the case of distributed open-loop QO-

STBC, some of the nonzero off-diagonal terms which appear in the

Grammian matrix ∆ as shown in [17] will reduce the cooperative di-

versity gain of the code matrix in (3.3.3) between the relay nodes and

the destination node. The bit error rate (BER) performance of this

distributed open-loop QO-STBC therefore is degraded.

To overcome this problem, two feedback methods for this distributed

QO-STBC are used to achieve full cooperative diversity gain with unity

data transmission rate between the relay nodes and the destination

node as presented in Section 2.2. The signals transmitted from the

third relay node R3 and the fourth relay node R4 are instead rotated

by U1 = ejϕ and U2 = ejθ respectively as shown in Figure 3.3, while

the other two relay nodes R1 and R2 are kept unchanged. As shown in

Figure 3.2 the accurate synchronization level between the transmitted

signals from the relay nodes Rk, k ∈ 1, 2, 3, 4, is difficult or impossi-
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ble to achieve, because there is normally timing misalignment of τk,

k ∈ 2, 3, 4, among the received versions of these signals at the desti-

nation node as mentioned in Section 3.1. Moreover in this model it is

assumed the received signal at the destination node is perfectly syn-

chronized to the relay node R1 i.e. τ1 = 0. Therefore, the received

signals rrd(i) = [rrd(1, i), ..., rrd(4, i)]
T at the destination node in four

independent transmission periods are expressed as

rrd(1, i) =
2∑

k=1

hkxk(1, i) +
4∑

k=3

(Uk−2hkxk(1, i)) + h2(−1)x2(4, i− 1) +

4∑
k=3

(Uk−2hk(−1)xk(4, i− 1)) + nrd(1, i) (3.3.4)

rrd(t, i) =
2∑

k=1

hkxk(t, i) +
4∑

k=3

(Uk−2hkxk(t, i)) + h2(−1)x2(t− 1, i) +

4∑
k=3

(Uk−2hk(−1)xk(t− 1, i)) + nrd(t, i) for t ∈ 2, 3, 4

(3.3.5)

where nrd(1, i), ..., nrd(4, i) are additive Gaussian noise terms with dis-

tribution CN(0, σ2
n) at the destination node, hk, k ∈ 1, 2, 3, 4, are the

channel gains between the relay nodes and the destination node and

all channels are assumed frequency flat Rayleigh fading i.e. circularly

complex Gaussian random variables and statistically independent from

each other, and the channel coefficients hk(−1), k ∈ 2, 3, 4, reflect the

intersymbol interference (ISI) from the previous symbol as shown in

Figure 3.2, due to imperfect synchronization between the relay nodes

and the destination node. The relative strength of hk(−1) will be rep-

resented as follows

βk =
|hk(−1)|2

|hk|2
for k ∈ 2, 3, 4 (3.3.6)
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All relay nodes are assumed to transmit with 1/4 of the available power

i.e. σ2
r = 0.25σ2

s . By substituting (3.3.3) into (3.3.4) and (3.3.5) gives

the received signals at the destination rrd(t, i), t ∈ 1, 2, 3, 4, as in (3.3.5)

where the signals rrd(t, i) received in the second and third symbol period

are conjugated where, t ∈ 2, 3. Therefore, the received signals at the

destination node can be represented in matrix form as follows

rrd(i) = Hs(i) + Iint(i) + nrd(i) (3.3.7)

where

H =



h1 h2 U1h3 U2h4

h∗
2 −h∗

1 U∗
2h

∗
4 −U∗

1h
∗
3

U∗
1h

∗
3 U∗

2h
∗
4 −h∗

1 − h∗
2

U2h4 −U1h3 −h2 h1


,

nrd(i) = [nrd(1, i), n
∗
rd(2, i), n

∗
rd(3, i), nrd(4, i)]

T is an additive Gaussian

noise vector with element having distribution CN(0, σ2
n) at the destina-

tion during four transmission periods and Iint(i) = [Iint(1, i), I
∗
int(2, i),

I∗int(3, i), Iint(4, i)]
T contains the interference terms at the destination

node from the relay nodes Rk, k ∈ 2, 3, 4, and can be modelled as follow

Iint(1, i) = h2(−1)x2(4, i− 1) +
4∑

k=3

Uk−2hk(−1)xk(4, i− 1) (3.3.8)

Iint(t, i) = h2(−1)x2(t− 1, i) +
4∑

k=3

Uk−2hk(−1)xk(t− 1, i) (3.3.9)

where t ∈ 2, 3, 4 denotes the index of the timing misalignment among

the received signals from relay nodes at the destination node, xk(4, i−1)

and xk(t− 1, i) are defined according to (3.3.3).
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3.3.2 Distributed Closed-Loop Extended Orthogonal Space Time

Block Coding

All the relay nodes can successfully decode s(i) using a DF strategy

as mentioned in Section 3.1. Therefore, in the second phase, all the

relay nodes Rk, k ∈ 1, 2, 3, 4, perform distributed EO-STBC encoding

on their received vectors and transmit the resulting matrix code S in

(3.3.10) from the relay nodes to the destination node in two different

symbol periods to achieve unity data transmission rate between the

relay nodes and the destination node.

[
x1(i) x2(i) x3(i) x4(i)

]
=

S =

 s(1, i) s(2, i) s(2, i) s(2, i)

−s∗(2, i) −s∗(2, i) s∗(1, i) s∗(1, i)

 (3.3.10)

For achieving full cooperative diversity gain between the relay nodes

and the destination node, the close-loop method is adapted to improve

the system performance as presented in Appendix A [16]. Therefore,

the signals from the first relay node R1 is multiplied by U1 = (−1)a and

the third relay node R3 is multiplied by U2 = (−1)b as shown Figure

3.4, where a, b = 0, 1, prior to transmitting them to the destination

node. In this model a and b denote two feedback parameters which are

determined by the channel conditions. In particular, when a or b = 1

then both U1 and U2 equal -1. That means the signals from the first and

third relay nodes in (3.3.10) will be rotated by 180◦ before transmitting

to the destination node during two different transmission periods [16].

Otherwise, the signals can be directly transmitted.
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Figure 3.4. Basic structure of distributed closed-loop EO-STBC with-
out outer coding using two-bit feedback for four relay nodes with a two
phase cooperative transmission process and time delay offset between
R2, R3 and R4 at the destination node.

The perfect synchronization transmission between the first relay R1

and the destination node is assumed where τ1 = 0. However, due to

imperfect synchronization such as different propagation delay τk, the

xk(i) signals will not arrive at the destination node at the same time

from relay nodes Rk and for convenience development (but this can

be generalized) the time delay τk ̸= 0 are assumed to be identical

as shown in Figure 3.2, where k ∈ 2, 3, 4 [76]. Therefore, the received

signals rrd(1, i) and rrd(2, i) at the destination node in two independent

transmission periods are modelled as follows

rrd(1, i) = U1h1x1(1, i) + h2x2(1, i) + U3h3x3(1, i) + h4x4(1, i)

+ h2(−1)x2(2, i− 1) + U2h3(−1)x3(2, i− 1) + h4(−1)

x4(2, i− 1) + nrd(1, i) (3.3.11)
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rrd(2, i) = U1h1x1(2, i) + h2x2(2, i) + U3h3x3(2, i) + h4x4(2, i)

+ h2(−1)x2(1, i) + U2h3(−1)x3(1, i) + h4(−1)x4(1, i)

+ nrd(1, i) (3.3.12)

where nrd(1, i) and nrd(2, i) are additive Gaussian noise terms at the

destination node in the second phase with distribution CN(0, σ2
n) and

hk, k ∈ 1, 2, 3, 4, are the channel gains between relay nodes and the des-

tination node and also are assumed to be Rayleigh fading and constant

across two symbols transmission periods. Also the hk(−1), k ∈ 2, 3, 4,

reflect the ISI from the previous symbols due to imperfect synchroniza-

tion between the relay nodes Rk and the relative strength of hk(−1)

can be represented as the ratio as in (3.3.6), where k ∈ 2, 3, 4.

Substituting (3.3.10) into (3.3.11) and (3.3.12), the received signals

rrd(1, i) and rrd(2, i), conjugated for convenience at two independent

time intervals are expressed equivalently as

 rrd(1, i)

r∗rd(2, i)

 =

 U1h1 + h2 U2h3 + h4

U∗
2h

∗
3 + h∗

4 −U∗
1h

∗
1 − h∗

2


 s(1, i)

s(2, i)

+

 Iint(1, i)

I∗int(2, i)


+

 nrd(1, i)

n∗
rd(2, i)

 (3.3.13)

where

Iint(1, i) = h2(−1)x2(2, i− 1) + U2h3(−1)x3(2, i− 1)

+ h4(−1)x4(2, i− 1) (3.3.14)

I∗int(2, i) = h∗
2(−1)x∗

2(1, i) + U∗
2h

∗
3(−1)x∗

3(1, i)

+ h∗
4(−1)x∗

4(1, i) (3.3.15)
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Therefore, (3.3.13) can be re-written as follows

rrd(i) = Hs(i) + Iint(i) + nrd(i) (3.3.16)

From (3.3.7) and (3.3.16) the conventional distributed closed-loop QO-

STBC and distributed closed-loop EO-STBC detection can be carried

out via a two step procedure assuming that the channel state informa-

tion (CSI) is available at the destination node as will be presented in

the following section.

3.3.3 Conventional Distributed Closed-Loop Space Time Block

Coding

It is well-known from estimation theory that the matched filter is the

optimum front-end receiver to obtain sufficient statistics for detection in

the sense it preserves information. Assuming the CSI at the destination

node, the conventional CL QO-STBC and CL EO-STBC can be carried

as follows

1. By multiplying both sides of (3.3.7) in the case of distributed CL

QO-STBC and (3.3.16) in the case of distributed CL EO-STBC

by the matched filter HH , where (.)H denotes the Hermitian con-

jugate, the estimated signals can be represented as

ĝ(i) = [g(t, i), ...., g(t, i)]T = HHrrd(i)

= ∆s(i) +HHIint(i) +HHnrd(i) (3.3.17)

• In the case of distributed CL QO-STBC, t ∈ 1, 2, 3, 4 and

the Grammian matrix ∆ with entries γ =
∑2

k=1 |hk|2 +∑4
k=3 |Uk−2hk|2 and α = ℜ{h∗

1h4U2 − h∗
2h3U1} as follows
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∆ =



γ 0 0 α

0 γ −α 0

0 −α γ 0

α 0 0 γ


,

where ℜ{.} denotes the real part of a complex number, by

minimizing the off-diagonal term α maximizes the signal-to-

noise ratio (SNR). The value of α can be reduced to zero by

rotating the transmitted signal to improve cooperative diver-

sity gain between the relay nodes and the destination node.

The phase rotated method can be designed as presented in

Section 2.2 [17].

• In the case of distributed CL EO-STBC, t ∈ 1, 2 and the

Grammian matrix ∆ can be represented as follows

∆ =

 λc + λf 0

0 λc + λf

 ,

where λc =
∑4

k=1(|hk|2) is the conventional diversity gain

for four relay nodes and λf = 2ℜ(U1h1h
∗
2 +U2h3h

∗
4) changes

with the defined values of U1 and U2 which are determined

by two information bits as presented in Appendix A. The

two-bit feedback has been chosen to maximize the value of

λf which leads to a larger received SNR at the destination

node which shows that the distributed CL EO-STBC scheme

achieves full cooperative diversity gain with array gain and

unity data transmission rate between the relay nodes and
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the destination node as compared to distributed O-STBC3

codeword in (2.3.13) [76].

• The SNR can be calculated at the destination node as

SNR =


γ2+α2

γ
σ2
s

σ2
n

if CL QO-STBC

λc+λf

4
σ2
s

σ2
n

if CL EO-STBC

where σ2
s is the total power of the transmitted signal from

the relay nodes at the destination node and σ2
n is the noise

power at the destination node.

2. Applying least squares (LS) detection

ŝ(t, i) = arg min
st∈S

|ĝ(t, i)−∆st|2 (3.3.18)

where t ∈ 1, 2, 3, 4 in the case of CL QO-STBC and t ∈ 1, 2 in

the case of CL EO-STBC.

The above conventional procedure will suffer from significant detection

error, because the interference component HHIint(i) in (3.3.17) will

damage the orthogonality of both closed-loop schemes. The PIC de-

tection scheme can solve this issue of imperfect synchronization among

the relay nodes at the destination node as presented in Section 2.5 and

in the following section.

3O-STBC codeword in (2.3.13) achieves only 3/4 data transmission rate, because
three symbols transmit from the relay nodes over four time symbol transmission
periods.
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3.4 The Parallel Interference Cancellation Detection

The PIC detection is applied to remove the impact of imperfect synchro-

nization of the interference term Iint(i) in (3.3.17), assuming the CSI at

the destination node. Since xk(t, i− 1), k ∈ 2, 3, 4, and t ∈ 1, 2, 3, 4, is

already known if the detection process has been initialized properly, for

example through the use of pilot symbols in the signal packet, therefore,

Iint(1, i) can be removed during the initialization stage. The general

PIC iteration process can be used to mitigate the impact of Iint(i) in

(3.3.17) as follows

1. Initialization

2. Set iteration q = 0

3. Remove the ISI from rrd(1, i)

r
′(0)(1, i) = rrd(1, i)− Iint(1, i)

4. Due to poor performance of the conventional distributed STBC

detector4. Therefore, the DT link detection result in (3.3.2),

where t ∈ 1, 2, 3, 4, in the case of distributed CL QO-STBC and

t ∈ 1, 2, in the case of distributed CL EO-STBC

s(0)(i) = [s(0)(1, i), ..., s(0)(t, i)]T = [ŝsd(1, i), ..., ŝsd(t, i)]
T

5. Set iteration q = 1, 2, ..., n

4It has shown that the conventional distributed STBC detector for more than
two relay nodes will fail due to increase timing error among the relay nodes [26]
and [76].
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6. Remove more ISI from the received signal rrd(t, i), t ∈ 2, 3, 4.

In the case of distributed CL QO-STBC

r
′(q)(i) =



r
′(0)(1, i)

r∗rd(2, i)− I
∗(q−1)
int (2, i)

r∗rd(3, i)− I
∗(q−1)
int (3, i)

rrd(4, i)− I
(q−1)
int (4, i)


In the case of distributed CL EO-STBC

r
′(q)(i) =

 r
′(0)(1, i)

r∗rd(2, i)− I
∗(q−1)
int (2, i)


where I

∗(q−1)
int (t, i), t ∈ 2, 3, 4, is determined using s(q−1)(i) with

x
(q−1)
k (t, i), in (3.3.9) and in (3.3.15), where t ∈ 2, and where

k ∈ 2, 3, 4.

7. In both cases of CL QO-STBC or CL EO-STBC, substitute rrd(i)

in (3.3.17) with r
′(q)(i) to obtain ĝ(q)(i) and then apply LS detec-

tion to detect the ŝ(q)(i) by replacing ĝ(i) in (3.3.18) with ĝ(q)(i),

where t ∈ 1, 2, 3, 4 in the case of CL QO-STBC and t ∈ 1, 2 in

the case of CL EO-STBC, then go to the next step.

8. Repeat the process from point 5 until q = n

The above approach will achieve maximum likelihood (ML) detection

due to the structure of the STBC, if the interference component of

Iint(i) in (3.3.7) in the case of CL QO-STBC and in (3.3.16) in the case

of CL EO-STBC is removed. Most of the performance of cooperative

diversity gain between the relay nodes and the destination node will

be achieved in 2-3 iterations of the PIC detection process [75] and [76],
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which means the PIC detection is very effective in mitigating the impact

of imperfect synchronization between the relay nodes at the destination

node as will be shown in the next section.

3.5 Simulation Results

The error performance of the proposed schemes in quasi-static flat fad-

ing channels is demonstrated in this section. The fading is constant

with each frame but independent from one frame to another. For all

schemes, the BER against SNR5 in dB utilizing 8-phase shift keying

(8PSK) gray mapping scheme is simulated and all simulations which

have been presented in this section are without outer coding. The

SNR is defined as SNR σ2
s/σ

2
n and all nodes transmit at 1/4 power.

Table 3.1 shows comparisons of data transmission rate DR which can

be achieved by using the existing distributed A-STBC [75] and dis-

tributed O-STBC [76] with the proposed distributed CL QO-STBC

and distributed CL EO-STBC.

It can be observed that to achieve unity data transmission rate the

A-STBC, QO-STBC or EO-STBC should be employed in the network,

while by using distributed O-STBC in [76], the data transmission rate is

limited to 3/4. However, distributed A-STBC is available for two relay

nodes and can only achieve diversity order of two, whilst the proposed

distributed CL QO-STBC and distributed CL EO-STBC can achieve

unity data transmission rate with fourth order diversity as shown in

Table 3.1. From Table 3.1 can be observed that all schemes achieve full

cooperative diversity equal to the number of transmitting relay nodes.

5In this thesis all the BER simulations are presented as a function of SNR rather
than Eb/No to be consistent with other researchers [2], [75] and [76].
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Table 3.1. Data transmission rate DR for different STBCs with the
available diversity order in the network for each code.

Space-Time Coding CL CL
Scheme A-STBC O-STBC QO-STBC EO-STBC
Number of

transmission 2 3 4 2
symbols NS

Number of
transmission 2 4 4 2
periods NP

Data Transmission
Rate DR = NS

NP
1 3/4 1 1

Cooperative diversity
order= R 2 4 4 4

Figure 3.5 shows comparisons of BER performance with the pro-

posed distributed CL QO-STBC and distributed CL EO-STBC, and

existing distributed A-STBC [75] and distributed O-STBC [76] with

the assumption that the DT link received signals does not combine

with the received signals of the relay nodes at the destination node.

It can be observed that, at a bit error probability of 10−3, the pro-

posed distributed CL EO-STBC scheme provides approximately 2 dB

improvement over the proposed distributed CL QO-STBC scheme and

distributed O-STBC in [76], and approximately 6 dB improvement over

distributed A-STBC in [75]. Furthermore, it is clear that the proposed

distributed CL EO-STBC outperforms proposed distributed CL QO-

STBC, this is because in distributed CL QO-STBC there is only diver-

sity gain and no array gain, however in the distributed CL EO-STBC

there is both diversity gain of order four and array gain.
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Figure 3.5. The BER performance of different distributed STBC
schemes (A-STBC, O-STBC, CL QO-STBC and CL EO-STBC) us-
ing conventional detection under perfect synchronization without DT
combining.

While both diversity gain and array gain improves system perfor-

mance ( decreases error rate), the nature of these gains are very different

as mentioned in Section 2.2. Diversity gain manifests itself in increasing

the magnitude of the asymptotic slope of the BER curve, while array

gain shifts the error rate curve to the left.

On the other hand, Figure 3.6 shows the BER performance of all

distributed STBC schemes mentioned earlier combined with the DT

link under perfect synchronization, which greatly improves the system

performance due to the higher diversity order as compared to the per-

formance systems in Figure 3.5. For example, it is seen that the dis-

tributed CL EO-STBC combined with DT link between the source node

and the destination node outperforms the distributed CL EO-STBC

without combing the DT link with approximately 3 dB improvement.
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Figure 3.6. The BER performance of different distributed STBC
schemes (A-STBC, O-STBC, CL QO-STBC and CL EO-STBC) us-
ing conventional detection under perfect synchronization with DT link
combining.

However, in Figures 3.7 and 3.8, the impact of synchronization er-

rors is shown by changing the value of βk, that means βk reflects the

impact of time delay τk between transmission from relay nodes Rk at

the destination node where k ∈ 2, 3, 4, and can be calculated as shown

in Table 3.2.

Table 3.2. Shows the calculation of the impact of time delay between
relay node R1 and the other relay nodes.

βk dB = 10 log10(βk) τk
1 0 0.5T
0.5 -3 0.25T
0.3 -5 0.15T
0.25 -6 0.125T
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Figure 3.7. The BER performance of distributed CL QO-STBC using
conventional detection under imperfect synchronization βk = 0,−3,−6
dB without DT link combining.
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Figure 3.8. The BER performance of distributed CL EO-STBC using
conventional detection under imperfect synchronization βk = 0,−3,−6
dB without DT link combining.
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Figures 3.7 and 3.8 show the result of the conventional detector un-

der imperfect synchronization for both distributed CL STBC schemes

presented in this section, likewise including the conventional detector

under perfect synchronization (PS) as reference. The figures show that

both distributed CL STBC schemes using the conventional detector are

not effective with synchronization error even under small time misalign-

ments βk = −6 dB, k ∈ 2, 3, 4.

On the other hand, Figures 3.9 and 3.10 show the BER performance

of distributed CL QO-STBC and CL EO-STBC schemes, respectively;

with three iterations of the PIC detector q = 0,1,3 [75] and [76], under

βk = 0,−3,−6 dB, also the BER performance of the DT link between

the source node and the destination node and perfect synchronization of

both proposed distributed CL STBC schemes considered in this chapter

are included to compare the results.
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k
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k
= 0 dB

                            q=0, β
k
= −6 dB

                            q=0, β
k
= 0 dB

DT only

Figure 3.9. The BER performance of distributed closed-loop QO-
STBC with PIC detection for different numbers of iterations q = 0,1,3
and under different βk = 0,−3,−6 dB without DT link combining.
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Figure 3.10. The BER performance of distributed closed-loop EO-
STBC with PIC detection for different numbers of iterations q = 0,1,3
and under different βk = 0,−3,−6 dB without DT link combining.

Both figures show that the performance of the PIC detector with q =

3 when βk = −6 dB approach to that of the perfect synchronized case.

It can be observed that there is a large improvement on the performance

over the conventional detector. For example, in both distributed CL

STBC, the value of BER = 10−2 can not be achieved by the conventional

detector as shown in Figures 3.8 and 3.9 whereas by the PIC detector,

it is achieved at approximately 14 dB of SNR in the case of distributed

CL QO-STBC and 12 dB of SNR in the case of distributed CL EO-

STBC when the number of PIC iterations q = 3 and βk = −6 dB,

k ∈ 2, 3, 4. Furthermore, both approaches are simulated when βk = 0,

which considers relatively large amount of imperfect synchronization.

It can be observed that the PIC detector is still effective when q = 1,

however, its affectiveness is far less than the case of β = −6 dB when
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q = 1. For example at 10−2 approximately 16 dB of SNR is necessary

in the case of distributed CL QO-STBC and approximately 15.5 dB of

SNR in the case of distributed CL EO-STBC.

3.6 Multi-Hop Cooperative MIMO Technique

In this section the example of wireless dual hop networks is described

with cooperative relaying nodes where the relay nodes can communicate

with both end points. The DT link between the source node and the

destination node is assumed to be blocked by some obstacles and also

the distributed A-STBC [5] is applied in both hops. This model has

an information source node cooperating with one of its adjacent mobile

terminal (AMT) node, two relay nodes cooperate with each other and a

destination node also cooperates with one of its AMT nodes as shown in

Figure 3.12 and as presented in Section 1.1. All nodes are equipped with

a single antenna which can be used for both transmission and reception.

All transmissions are assumed to be half-duplex and therefore a relay

nodes can not transmit and receive at the same time.

As in most cooperative communication systems there are two phases

involved. During the first phase the source node cooperates with one

of its AMTs to encode its signals s(i), which are grouped into pairs

s(1, i) and s(2, i) and then it transmits codeword S1 as in (3.6.1) while

the relay nodes Rk, k ∈ 1, 2, receive the signals and prepare for the

distributed A-STBC operation in the second phase.

S1 =

 x1(1, i) x2(1, i)

x1(2, i) x2(2, i)

 =

 s(1, i) s(2, i)

−s∗(2, i) s∗(1, i)

 (3.6.1)
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In the first transmission period the signal transmitted from the

source node is denoted by s(1, i) and from its AMT by s(2, i). During

the next transmission period signal −s∗(2, i) is transmitted from the

source node and signal s∗(1, i) is transmitted from the AMT. �1  �2 
 �   �   Destination 

 Source  Relay Nodes 

 Second phase  First phase 

 AMT 
 AMT 

 ℎ111   ℎ121   ℎ221  

 ℎ211  
 ℎ212   ℎ222  

 ℎ112   ℎ112  
1
1τ

2
1τ1

2τ

2
2τ

Figure 3.11. Basic structure of distributed A-STBC for two hop co-
operative MIMO technique with a two phase cooperative transmission
process and time delay offset between the received signals at either relay
nodes or the destination node.

Due to imperfect synchronization resulting from different propaga-

tion delays in both hops, the transmitted signal in the first hop will

not arrive at the relay nodes Rk, k ∈ 1, 2, at the same time due to

time delay between the source node and its AMT node, similarly in

the second hop the received signal will not reach the destination node

and its AMT node at the same time due to time delay between the

relay node R1 and the relay node R2 as shown in Figure 3.12. There

is normally a timing misalignment of τ lk, among the received versions

of the signals where l ∈ 1, 2 is the number of hop. At this point, it is

assumed that τ lk is smaller than the sample period T in both hops, such

relative time delay will cause ISI from neighboring symbols at relay

nodes or the destination node and its AMT node, owing to sampling
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or matched filtering whatever pulse shaping is used. In the first hop

it is assumed that the relay nodes Rk, k ∈ 1, 2, are synchronized to

the source node, while in the second hop the destination node and its

AMT node are synchronized to R1. The interference is added to the

received signals in both hops due to the asynchronism with the source

AMT in the first hop and with the relay node R2 in the second hop,

where integer sampling is assumed as all interference is modelled by a

single additive term, the received signal in both hops can be expressed

as

rlk(t, i) = hl
1kS

l
t1 + hl

2kS
l
t2 + I lintk(t, i)

+ nl
k(t, i) for l, k, t ∈ 1, 2 (3.6.2)

where

I lintk(1, i) = hl
2k(−1)s∗(1, i− 1) (3.6.3)

I lintk(2, i) = hl
2k(−1)s(2, i) (3.6.4)

These quantities are vectorised for convenience in the following as

rHopl(i) = [rl1(1, i), r
∗l
1 (2, i), r

l
2(3, i), r

∗l
2 (4, i)]

T , (3.6.5)

nHopl(i) = [nl
1(1, i), r

∗l
1 (2, i), n

l
2(3, i), n

∗l
2 (4, i)]

T

and

IHopl(i) = [I lint1(1, i), I
∗l
int1

(2, i), I lint2(3, i), I
∗l
int2

(4, i)]T

where nl
k(t, i), l, k, t ∈ 1, 2, are additive Gaussian noise terms at the

received node in both hops with distribution CN(0, σ2
n), h

l
1k and hl

2k are

the channel gains between the nodes which are assumed to be constant
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during both hops with Rayleigh fading and hl
2k(−1), l, k ∈ 1, 2, reflect

the ISI from the previous symbols due to imperfect synchronization at

the relay nodes in the first hop and at the destination node and its AMT

node in the second hop; hl
2k(−1) depends upon timing delay τ lk and the

particular pulse shaping waveforms used and its relative strength will

be expressed as a ratio as follows

βl
k =

|hl
2k(−1)|2

|hl
2k|2

for l, k ∈ 1, 2 (3.6.6)

where βl
k is defined to reflect the impact of time delay τ lk and pulse

shaping waveforms [75]. For a fair comparison with a non-relay scheme,

all terminal nodes use 1/2 power i.e. σ2
rlk(t,i)

= 0.5σ2
s , l, k, t ∈ 1, 2 [85].

During the second phase, the received signals at the relay nodes Rk,

k ∈ 1, 2 are re-encoded and utilize the A-STBC technique [5] and are

then transmitted to the destination node and the AMT at the destina-

tion side which is cooperating with the destination node to deliver good

end-to-end performance. The relay DF strategy is used in this model

as has been explained in Section 3.2. The encoding signals are denoted

at the relay nodes corresponding to s(i) as r1k(i) = [r1k(1, i), r
2
k(2, i)]

T ,

k ∈ 1, 2, as in (3.6.2). The codeword S2, which is transmitted by the

relay nodes during two transmission periods can be expressed as follows

S2 =

 r11(1, i) r12(1, i)

r11(2, i) r12(2, i)

 =

 s(1, i) s(2, i)

−s∗(2, i) s∗(1, i)

 (3.6.7)

The transmitted signals r1k(t, i), k, t ∈ 1, 2, from the relay nodes in

the second hop, are different by different propagation delays. The re-

ceived signals at the destination node and its AMT at the destination

side can then also be represented as in (3.6.2). From (3.6.2) the con-

ventional distributed A-STBC in both hops can be carried out via the
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following standard two step procedure assuming CSI at the received

side in both hops.

• Applying the linear transform as in (3.3.16) into (3.6.2) to detect

the detection signal ĝHopl
(i)

ĝHopl
(i) = [gHopl(1, i), gHopl(2, i)]

T = HH
Hopl

rHopl(i)

= ∆Hopls(i) +HH
Hopl

IHopl(i)

+ HH
Hopl

nHopl(i) for l ∈ 1, 2 (3.6.8)

Due to the Alamouti structure [5]

∆Hopl = HH
Hopl

HHopl =

 λHopl 0

0 λHopl

 (3.6.9)

where

HHopl =



hl
11 hl

21

h∗l
21 −h∗l

11

hl
12 hl

22

h∗l
22 −h∗l

12


(3.6.10)

and

λHopl = |hl
11|2 + |hl

21|2 + |hl
12|2 + |hl

22|2 for l ∈ 1, 2

• Apply the LS method to detect which symbols were actually

transmitted.

ŝHopl(t, i) = argmin
st∈S

|ĝHopl(t, i)− λHoplst|2 for l, t ∈ 1, 2

(3.6.11)

where S is the alphabet containing M symbols for PSK. Due to im-

perfect synchronization in both hops, the above procedure will suffer

from significant detection error, because the HHoplIHopl(i) component
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in (3.6.8) will damage the orthogonality of the distributed A-STBC in

both hops. To overcome the issue of imperfect synchronization in both

hops PIC detection is again used as in the following section.

3.6.1 The Parallel Interference Cancelation Detection

As mentioned in Section 3.4, the PIC detection scheme is used to mit-

igate the ISI at the receiver side in both hops and multiple iterations

are utilized in detecting the desired signal. To overcome the impact of

imperfect synchronization in both hops the interference component of

I lintk(t, i) should be removed from (3.6.2) in both hops, assuming CSI

at both received nodes. Therefore, the principle of PIC detection is

applied to combat the interference component I lintk(t, i), l, k, t ∈ 1, 2.

Since s∗(1, i − 1) in (3.6.3) is already known in both hops if the de-

tection process has been initialization properly, I lintk(1, i), l, k ∈ 1, 2,

can be mitigated during the initialization stage from both hops at the

received node. The PIC iteration process can be represented as follows

• Set iteration number q = 0

• From the received signal rHopl in (3.6.5) is calculated as

r
′(0)
Hopl

=



rl1(1, i)− I lint1(1, i)

r∗l1 (2, i)

rl2(1, i)− I lint2(1, i)

r∗l2 (2, i)



• Substitute rHopl(i) with r
′(0)
Hopl

(i) to obtain ĝ
(0)
Hopl

(i) as in (3.6.8)

and then apply LS detection in (3.6.11) to detect ŝ
(0)
Hopl

(i) by re-

placing ĝHopl
(i)) with ĝ

(0)
Hopl

(i)
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• Set iteration number q = 1, 2, ...., n

• Remove additional ISI by calculating

r
′(q)
Hopl

=



rl1(1, i)− I lint1(1, i)

r∗l1 (2, i)− I
l(q−1)
int1

(2, i)

rl2(1, i)− I lint2(1, i)

r∗l2 (2, i)− I
l(q−1)
int2

(2, i)


where I

l(q−1)
intk

(2, i) = h∗l
2j(−1)[s

(q−1)
Hopl

(2, i)]∗, where l, k ∈ 1, 2

• Substitute rHopl(i) with r
′(q)
Hopl

(i) to obtain ĝ
(q)
Hopl

(i) as in (3.6.8)

and then apply LS detection in (3.6.11) to detect ŝ
(q)
Hopl

(i) by re-

placing ĝHopl
(i)) with ĝ

(q)
Hopl

(i)

• Repeat the process from point 4 until q = n

The above algorithm will mitigate the interference component I lintk(t, i),

l, k, t ∈ 1, 2, and most of the end-to-end performance cooperative di-

versity gain will be achieved in 2-3 iteration of the PIC process [75]

and [76]. .Therefore, the PIC detection is an effective in mitigating the

error of synchronization in both hops as will be shown in the next sec-

tion. Furthermore, the end-to-end bit error rate performance is studied

when the distributed A-STBC approach is employed at both stages (see

Appendix B).

3.7 Simulation Results

In this section, the simulation of the algorithms developed in this sec-

tion is carried out. The channel coefficients are modelled as circularly

symmetric complex valued i.i.d. Gaussian random values with zero
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mean and unit variance. All simulations performed in this section are

without outer coding and the end-to-end BER performance against

SNR in dB is simulated by using an 8PSK Gray mapping scheme. The

SNR is defined as SNR σ2
s/σ

2
n and all nodes transmit at 1/2 power.

Figure 3.12 compares the performance of two stage perfect synchro-

nization (PS) with DT link assisted cooperation in [75] under imper-

fect synchronization i.e. no time delay and the proposed solution of

two stage multi-source multi-relay (MS-MR) scheme without DT link

between the source nodes and the destination nodes as shown in Figure

3.11.
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Distributed A−STBC two−stages MS−MR: PS

Distributed A−STBC two−stages  MS−MR PIC βl
k
= 0 dB and q=3

Distributed A−STBC two−stages OS−MR with DT [75]

Figure 3.12. End-to-end performance of two-stages perfect synchro-
nization (PS) with DT in [73] compared with the proposed solution and
when βl

k = 0 dB and q = 3.

It is clear that from Figure 3.12 the proposed relaying solution still

provides an improved performance, for instance at BER of 10−3, the

proposed two stages MS-MR scheme in perfect synchronization pro-
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vides a power saving of approximately 8 dB and 2 dB under large time

misalignments βl
k = 0 dB and when PIC iteration is q = 3, as compared

with the DT link assisted cooperation scheme in [75]. Hence, the rest of

the simulations do not consider the DT link between the source nodes

and the destination nodes.

However, Figure 3.13 shows the end-to-end BER performance of a

conventional detector when there is perfect synchronization in a dis-

tributed A-STBC in an MS-MR scheme, and also when there is imper-

fect synchronization under different βl
k = 0,−3,−5 dB. From the figure,

it can be observed that the conventional approach is not effective with

synchronization error even under small time misalignment βl
k = −5 dB.
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Figure 3.13. End-to-end performance for two-stage multi-source (MS)
multi-relay (MR) conventional detector under different βl

k values com-
pared with conventional detector perfect synchronization (PS).

However, Figure 3.13 shows the end-to-end BER performance of a

conventional detector when there is perfect synchronization in a dis-
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tributed A-STBC in an MS-MR scheme, and also when there is imper-

fect synchronization under different βl
k = 0,−3,−5 dB. From the figure,

it can be observed that the conventional approach is not effective with

synchronization error even under small time misalignment βl
k = −5 dB.

On the other hand, the PIC detection scheme is an effective in miti-

gating synchronization error at both the relay nodes and the destination

node and its AMT node, even under large time misalignments βl
k = 0

dB as shown in Figure 3.14 when the number of PIC detector iteration

q = 3.
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Figure 3.14. End-to-end performance with the PIC detector under
different βl

k values, when the number of PIC iterations q = 3.

Figure 3.14 illustrates the end-to-end BER performance with the

PIC detector iteration q = 3 with different βl
k = 0,−3,−5 dB. To

achieve a bit error probability of 10−3 approximately 17 dB SNR is

necessary in the two stage MS-MR scheme in the perfect synchroniza-

tion case. However, in the case of using the PIC detection scheme
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when q = 3 and βl
K = 0,−3,−5 approximately 23, 19, 18 dB SNR, re-

spectively, are required in the two stage MS-MR scheme under perfect

synchronization case. Therefore, the PIC detection scheme is a very ef-

fective method to overcome error synchronization even under large time

misalignments and the third iteration will deliver the performance gain

in both hops, while the conventional detector does not deliver the per-

formance gain under imperfect synchronization between any two nodes

in both hops.

3.8 Chapter Summary

In this chapter the potential advantage of using distributed STBCs in

DF relaying systems with and without the DT link between the source

node and the destination node under imperfect synchronization at the

receiver node have been presented. In particular, it was shown that

with an appropriate coding scheme across the relay nodes coupled with

increase in number of cooperating relay nodes, results in a significant

performance improvement in the entire network.

Having established the importance of using four relay nodes in

the network, the chapter compared the distributed closed-loop QO-

STBC and closed-loop EO-STBC with distributed A-STBC [75] and

distributed O-STBC [76]. In both closed-loop schemes, a good perfor-

mance with full data transmission rate between the relay nodes and

the destination node has been achieved with simple linear detection,

contrary to distributed O-STBC [76]. Furthermore, the results showed

the performance gain by deploying distributed closed-loop EO-STBC

scheme as against the distributed A-STBC, distributed O-STBC and

distributed closed QO-STBC over the relay nodes. This suggests that
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in a cooperative relay network, an increase in the number of cooperating

relay nodes must be accompanied with appropriate coding techniques

to maximize the network performance.

However, the DT link between the source node and the destination

node is considered in all cases, which leads to a reduction in the effect of

path loss on the data transmitted from the source node to destination

node [86] and also a reduction in the end-to-end BER at the destination

node. Next, the use of multiple level cooperation among all nodes of

each hop without DT link between the source node and the destina-

tion node under imperfect synchronization at both the relay nodes and

the destination node was demonstrated in this chapter. Therefore, the

use of a multilevel cooperative multi-hop solution provides a significant

improvement in networks as compared to the DT link assisted cooper-

ation using distributed A-STBC [75] and provides more robustness to

the small scale fading.

In all cases considered, the effect of imperfect synchronization at

the receiver nodes is shown to induce ISI. To mitigate the effect of

interference on the system performance at the symbol level and due

to the interference component in the received signals, the conventional

detector is subject to performance degradation. Therefore, to improve

the performance of the interference cancellation in the system, the PIC

detection scheme was employed in all cases and provided an effective

method to mitigate the impact of imperfect synchronization.

Although multi-hop cooperative relay networks have gained much

attention and meet the high coverage requirements in beyond 3G mo-

bile radio systems [87], with the higher data transmission rate appli-

cations demanded of future wireless systems, there is need to consider
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cooperative relay networks which will guarantee higher end-to-end per-

formance and achieve more cooperative diversity in wireless networks.

To this end the next chapter will focus on analyzing a cooperative re-

lay network with practical distributed STBC and convolutive coding

within asynchronous cooperative wireless relay networks without chan-

nel information at the relay nodes.



Chapter 4

DISTRIBUTED STBC WITH

OUTER CODING FOR

ASYNCHRONOUS

COOPERATIVE RELAY

NETWORKS

This chapter investigates the cooperative strategy for distributed space

time block coding (STBC) design which is based on a linear dispersion

code and exploits outer convolutive coding for asynchronous coopera-

tive relay networks. Furthermore, to overcome this lack of synchroniza-

tion and achieve high performance, a parallel interference cancellation

(PIC) detection scheme with distributed Alamouti STBC (A-STBC)

design with outer coding for two relay nodes and distributed closed-loop

extended orthogonal STBC (CL EO-STBC) design with outer coding

for four relay nodes are considered. Finally, the pairwise error prob-

ability (PEP) is analyzed to reveal the available cooperative diversity

which can be utilized with distributed A-STBC and distributed CL

EO-STBC within cooperative relay networks.

99
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4.1 Introduction

A new cooperative strategy of distributed STBC in the case of perfect

synchronization among the relay nodes was presented in [6] and [7] us-

ing real orthogonal, complex orthogonal and quasi-orthogonal designs.

As mentioned in Chapter 2, in most cooperative relay networks, the

transmission process can be divided in two orthogonal phases. In the

first phase, the source node broadcasts signals to the relay nodes, while

in the second phase, the relay nodes forward the received signals from

the source node to the destination node without any decoding opera-

tions at the relay nodes. The signals transmitted by every relay node in

the second phase are a linear function of their respective received sig-

nals and their conjugates. Therefore, the relay nodes generate a linear

STBC codeword at the destination node.

This strategy is similar to the amplify-and-forward (AF) type trans-

mission, which does not need channel information at the relay nodes,

however, full channel information for the channels from the source node

to the relay nodes and for the channels from the relay nodes to the des-

tination node is required at the destination node. Furthermore, com-

pared to the decode-and-forward (DF) strategy, it does not need any

decoding operation at the relay nodes.

In [75] and [77] asynchronous cooperative relay networks were demon-

strated using distributed A-STBC without outer coding for two relay

nodes and distributed CL EO-STBC without outer coding for four re-

lay nodes with the PIC detection technique at the destination node,

respectively. These proposed schemes have the potential of delivering

cooperative diversity order equal to the number of cooperating single

antenna relay nodes between the relay nodes and the destination node
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using a DF strategy, which leads to increased relay node complexity

due to decoding and encoding operations at the relay nodes.

To overcome this complexity, in this chapter, the new distributed

STBC strategy in [6] and [7] based on a linear dispersion code is de-

signed for asynchronous cooperative relay networks utilizing distrit-

buted A-STBC and distributed CL EO-STBC designs with outer con-

volutive coding for two and four relay nodes, respectively. Applying

PIC detection with these two designs at the destination node can mit-

igate the impact of imperfect synchronization caused by timing mis-

alignment between the relay nodes and deliver full data transmission

rate in each stage as well as achieving full cooperative diversity gain

with a coding gain. Furthermore, the PEP analysis for both proposed

schemes is presented to confirm the available cooperative diversity for

synchronous cooperative relay networks.

This chapter is organized as follows, in Section 4.2 the distributed

coherent STBC with outer coding is presented and asynchronous wire-

less relays networks with outer convolutive coding model using dis-

tributed A-STBC design and distributed CL EO-STBC design are demon-

strated. In Section 4.3 described the problem of imperfect synchroniza-

tion and its solution using the PIC detection scheme. The PEP analysis

for distributed A-STBC and CL EO-STBC is analyzed in Section 4.4.

Simulated end-to-end performance of both distributed STBC designs

with outer coding is given in Section 4.5. Section 4.6 contains the

summary of the chapter.
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4.2 Distributed Coherent Space Time Block Coding with Outer

Coding

4.2.1 Using A-STBC Design for two Relay Nodes

In this section the use of Alamouti’s orthogonal design in networks with

two relay nodes, where each relay node has a single antenna and can

be used for both transmission and reception (half-duplex), under im-

perfect synchronization is considered, the basic structure is depicted in

Figure 4.1. During the first phase, the source node transmits the signal

vector s(i) =
√
P1[s(1, i),−s∗(2, i)]T , where [.]T denotes the transpose

of the vector s(i) and i denotes the discrete pair index in two different

transmission periods, after being encoded by a convolutional encoder

and passed through the interleaver as shown in Figure 4.1, where the

average power per transmission used at the source node is denoted by

P1.
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Figure 4.1. Basic structure of distributed A-STBC with outer coding
for two relay nodes with two phases for the cooperative transmission
process and time delay offset between the relay nodes at the destination
node.
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Therefore, the received signal vectors at the relay nodes are denoted

by rk(i), k ∈ 1, 2, and can be represented as follows

rk(i) = fks(i) + vk(i) (4.2.1)

where fk, k ∈ 1, 2, is the channel coefficient between the source node

and the relay nodes also fk is assumed unchanged during a signal code

block of two transmission periods (quasi-static frequency flat fading)

and vk(i) = [vk(1, i), vk(2, i)]
T is an additive Gaussian noise vector with

elements having zero-mean and unit-variance at the relay nodes.

During the second phase, which also has two channel uses, the relay

nodes transmit the received signal from the source node to the desti-

nation node. Distributed STBC in [6] and [7], which uses the idea of

linear dispersion in [68]1 is used to design A-STBC at the relay nodes.

Each relay node is equipped with a pair of fixed 2×2 unitary matrices,

therefore the matrices used at the relay node are designed as in [7]

A1 =

 1 0

0 1

 , B1 = 02×2, A2 = 02×2, B2 =

 0 −1

1 0

 (4.2.2)

Therefore, each relay node will transmit a linear combination of symbols

in s(t, i) or s∗(t, i), t ∈ 1, 2, (two transmission periods), however not

both. Therefore, the transmitted signal vectors at both relay nodes are

modelled as follows

tk(i) =

√
P1P2

P1 + 1
(fkAks(i) + f ∗

kBks
∗(i))

+

√
P2

P1 + 1
(Akvk(i) +Bkv

∗
k(i)) (4.2.3)

1This means no decoding complexity at the relay nodes as compared to the DF
strategy.
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By substituting (4.2.1) and (4.2.2) into (4.2.3) the transmitted signal

from R1 to the destination node during two transmission periods can

be expressed as t1(1, i)

t1(2, i)

 =

√
P1P2

P1 + 1

 f1s(1, i)

−f1s
∗(2, i)


+

√
P2

P1 + 1

 v1(1, i)

v1(2, i)

 (4.2.4)

and the transmitted signal from R2 to the destination node during two

transmission periods can be expressed as t2(1, i)

t2(2, i)

 =

√
P1P2

P1 + 1

 f ∗
2 s(2, i)

f ∗
2 s

∗(1, i)


+

√
P2

P1 + 1

 −v∗2(1, i)

v∗2(1, i)

 (4.2.5)

However, the performance of the distributed A-STBC systems is limited

by the symbol-level synchronization problem among the relay nodes at

the destination node. The transmitted signal t2(i) = [t2(1, i), t2(2, i)]
T

from the second relay node R2 will arrive at the destination node at

different transmission periods as shown in Figure 4.1. This will induce

ISI at the destination node, which will destroy the structure of the

distributed A-STBC at the destination node and the performance of

the network is degraded severely as the interference level grows. There

is normally a timing misalignment of τ2 from the second relay node R2

at the destination node and it is assumed that τ2 is smaller than the

sample period T and without loss of generality, the first relay node R1

is assumed to be fully synchronized with the destination node as shown
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in Figure 4.1. Therefore, the received signals over two independent

transmission periods at the destination node with the interference term

due to inter-relay node synchronization with the second relay node R2

can be represented as follows y(1, i)

y(2, i)

 = g1

 t1(1, i)

t1(2, i)

+ g2

 t2(1, i)

t2(2, i)


+ g2(−1)

 t2(2, i− 1)

t2(1, i)


︸ ︷︷ ︸

Iint(i)

+

 w(1, i)

w(2, i)

 (4.2.6)

where Iint(i) represents the ISI from the second relay node R2 and

w(1, i) and w(2, i) are the total additive Gaussian noise terms with zero-

mean and unit-variance at the destination node in two different trans-

mission periods. Due to imperfect synchronization g2(−1) reflects the

ISI from the previous symbols under imperfect inter node synchroniza-

tion. Substituting (4.2.4) and (4.2.5) into (4.2.6) the received signals at

the destination node, conjugated for convenience at two independent

transmission periods can be represented as follows y(1, i)

y∗(2, i)

 =

√
P1P2

P1 + 1

 g1f1 g2f
∗
2

g∗2f2 −g∗2f
∗
2


︸ ︷︷ ︸

H

 s(1, i)

s(2, i)



+

√
P1P2

P1 + 1

 g2(−1)f ∗
2 s

∗(1, i− 1)

g∗2(−1)f2s
∗(2, i)


︸ ︷︷ ︸

Iint(i)

+

 w(1, i)

w∗(2, i)


︸ ︷︷ ︸

w(i)

(4.2.7)
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where

w(i) =

 w(1, i)

w∗(2, i)

 =

√
P2

P1 + 1


 g1v1(1, i)

g∗1v
∗
1(2, i)

+

 −g∗2v
∗
2(2, i)

g∗2v2(1, i)




+

 nrd(1, i)

n∗
rd(2, i)


(4.2.8)

where gk, k ∈ 1, 2, is the channel used between the relay nodes and the

destination node, and it is modeled as circularly symmetric complex

Gaussian random with zero-mean and unit-variance and nrd(1, i) and

nrd(2, i) are the additive Gaussian noise terms at the destination node

with zero-mean and unit-variance distribution in two different trans-

mission periods. Due to unity variance assumption of additive noise

vk(i) from the source node to the relay nodes in (4.2.3) the average

power of the signal at the relay nodes is P1 + 1. Considering P2 is

the average transmission power at each relay node, therefore the power

allocation scheme can be written as [6]

P1 =
P

2
and P2 =

P

2R
(4.2.9)

where R = 2 is the number of relay nodes in the network. Therefore,

from (4.2.9), it is observed that the optimum power allocation is such

that the source node uses half the total power and the relay nodes

share the other half. Therefore, the received signal in (4.2.7) at the

destination node can be re-written in matrix form as

y(i) =

√
P1P2

P1 + 1
(Hs(i) + Iint(i)) +w(i) (4.2.10)
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where Iint(i) is the ISI from neighboring symbols at the destination

node and it is modelled as in (4.2.7). Since the equivalent channel

H matrix is known at the destination node and the equivalent noise

vector w(i) is a circularly symmetric complex Gaussian random vector

whose mean is zero and covariance matrix is
[
1 + P2

P1+1
(|g1|2 + |g2|2)

]
I2,

where I2 is the 2 × 2 identity matrix. Therefore, the ML decoding at

the destination node is thus

ŝ(i) = arg min
sk(i)∈S

∥∥∥∥∥y(i)−
√

P1P2

P1 + 1
Hsk(i)

∥∥∥∥∥
2

F

(4.2.11)

where ||.||F is the Frobenius norm and S is the set of all possible vec-

tor symbols. Due to the interference term Iint(i) in (4.2.10), the ML

decoding will not exploit the full cooperative diversity order as will be

seen in the simulation results.

4.2.2 Using Closed-loop Extended Orthogonal Space Time Block

Coding Design for Four Relay Nodes

As shown in Figure 4.2, the outer coding wireless relay network with

one source node, one destination node and four relay nodes, where

each node only utilizes one antenna element is considered. The direct

transmission (DT) link is assumed to be available between the source

node and the destination node and all channels between any two nodes

are quasi-static flat Rayleigh fading. The distributed open-loop EO-

STBC code word S that is needed to be generated at the destination

node has the following form

S =

 s(1, i) s(1, i) s(2, i) s(2, i)

−s∗(2, i) −s∗(2, i) s∗(1, i) s∗(1, i)

 (4.2.12)
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Figure 4.2. Basic structure of distributed CL EO-STBC with outer
coding using two-bit feedback based on phase rotation for four relay
nodes with single antenna in each relay node and one antenna in the
source and the destination node with two phases for the cooperative
transmission process.

Therefore, the information sequence after being encoded by the con-

volutional encoder is passed through the interleaver at the source node

as shown in Figure 4.2. It is then mapped into quadrature phase shift

keying (QPSK) symbols s(i) =
√
P1[s(1, i),−s∗(2, i)]T . During the first

phase the received signal through the DT link between the source node

and the destination node can be represented as follows

rsd(i) = hsds(i) + nsd(i) (4.2.13)

where hsd is the channel gain between the source node and the desti-

nation node and it is modelled as a Rayleigh flat fading channel and

nsd(i) = [nsd(1, i), nsd(2, i)]
T is a noise vector containing independent

circularly-symmetric complex additive Gaussian random variables at

the destination node, each having zero-mean and unit-variance. Fur-

thermore, the received signals at the relay nodes can be represented
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as in (4.2.1), k ∈ 1, 2, 3, 4. During the second phase, the relay nodes

will process and transmit the received noisy signals to the destination

node using linear dispersion coding as in [68]. The transmit signals at

the relay node Rk are designed to be linear functions of their received

signals and their conjugates as in (4.2.3), where Ak and Bk are the

matrices at the relay nodes Rk, k ∈ 1, 2, 3, 4, and the relay nodes have

been designed to use the following matrices

A1, A2 =

 1 0

0 1

 , B1, B2 = 02×2, A3, A4 = 02×2, B3, B4 =

 0 −1

1 0


As mentioned in Section 4.2, in order to achieve the maximum cooper-

ative diversity gain between the source node and the destination node,

the relay nodes are scheduled to broadcast their signals simultaneously.

However, synchronous reception at the destination node is often unreal-

istic due to propagation delay among the relay nodes as shown in Figure

4.3. There is normally a timing misalignment of τ2 = τ3 = τ4 ̸= 0 from

relay nodes Rk, k ∈ 2, 3, 4.

T
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Figure 4.3. Representation of time delay of imperfect synchronization
between relay nodes at the destination node, which induces ISI from
R2, R3 and R4 [57] and [76].
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The time delay τk is assumed to be smaller than sample period T

and all time delays τk are also assumed for convenience to be identical

as shown in Figure 4.3 [75] and [76]. Such a relative time delay from

Rk, k ∈ 2, 3, 4, will induce ISI from neighboring symbols at the des-

tination node owing to sampling or matched filtering (whatever pulse

shaping is used). Nevertheless, the destination node is assumed to be

fully synchronized to R1 i.e. τ1 = 0. Therefore, the received signals

at the destination node at two different transmission periods can be

represented as follows

y(i) =
4∑

k=1

gk

 tk(1, i)

tk(2, i)

+
4∑

k=2

gk(−1)

 tk(2, i− 1)

tk(1, i)


︸ ︷︷ ︸

Iint(i)

+

 w(1, i)

w(2, i)


(4.2.14)

where gk, k ∈ 1, 2, 3, 4, denote the channel coefficients between the

relay nodes and the destination node and they are assumed to be zero-

mean and unit-variance complex Gaussian random variables, y(i) =

[y(1, i), y(2, i)]T is the received signal vector at the destination node

over two different transmission periods under imperfect synchronization

level, Iint(i) = [Iint(1, i), Iint(2, i)]
T denotes the total interference vector

at the destination node, gk(−1), k ∈ 2, 3, 4, reflect the ISI from the

previous symbols under synchronization error and w(1, i) and w(2, i)

are the additive Gaussian noise terms with zero-mean and unit-variance

at the destination node in two different transmission periods. By taking

the conjugate of y(2, i) in (4.2.14), the equivalent channel H matrix

corresponding to the codeword in (4.2.12) used over four relay nodes is

given by
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H =

 f1g1 + f2g2 f ∗
3 g3 + f ∗

4 g4

f3g
∗
3 + f4g

∗
4 −f ∗

1 g
∗
1 − f ∗

2 g
∗
2

 (4.2.15)

Applying the matched filtering at the destination node and thereby

forming the HHH matrix, where (.)H denotes Hermitian (complex con-

jugate transpose), the Grammian matrix ∆ can be represented by

∆ =

 λc + λf 0

0 λc + λf

 (4.2.16)

where λc denotes the total channel gain for four relay nodes and λf

is denoted as the channel dependent interference parameter. Although

the decoding complexity is low, the λf term may be negative which

leads to some diversity loss. In order to achieve a full cooperative di-

versity gain between the relay nodes and the destination node, two-bit

feedback U1 = (−1)a and U2 = (−1)b is used to rotate the phases

of the signals before they are transmitted from the first and third re-

lay nodes respectively, to ensure that the λf term is positive during

the whole transmission; while the other two relay nodes are kept un-

changed as shown in Figure 4.2 and presented in Appendix A, where

a, b ∈ 0, 1, here a, b, are two feedback parameters determined by the

channel condition2 [16]. Therefore, the received signal in (4.2.14) at two

independent transmission periods after taking the conjugate of y(2, i)

can be re-written as follows

y(t, i) = t1(t, i)U1g1 + t2(t, i)g2 + t3(t, i)U2g3 + t4(t, i)g4

+ I(t, i) + w(t, i) for t ∈ 1, 2 (4.2.17)

2In particular, when a or b = 1, U1 or U2 = −1, which means the signals from
the first and third relay nodes will be phase rotated by 180◦ before transmission.
Otherwise, they can be directly transmitted.
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where

Iint(1, i) =

√
P1P2

P1 + 1
(g2(−1)f2s(2, i− 1) + (g3(−1)U2f

∗
3

+ g4(−1)f ∗
4 )s

∗(1, i− 1))

Iint(2, i) =

√
P1P2

P1 + 1
(g2(−1)f2s(1, i) + (g3(−1)U2f

∗
3 + g4(−1)f ∗

4 )s(2, i))

(4.2.18)

and

w(t, i) =

√
P2

P1 + 1
(U1g1v1(t, i) + g2v2(t, i) + U2g3v

∗(t, i)

+ g4v
∗
4(t, i)) + nrd(t, i) for t ∈ 1, 2 (4.2.19)

where nrd(t, i), t ∈ 1, 2, is the noise term at the destination node whose

entries represent independent complex Gaussian random variables with

zero-mean and unit-variance and the equivalent channel matrix H in

(4.2.15) becomes

H =

 U1f1g1 + f2g2 U2f
∗
3 g3 + f ∗

4 g4

U∗
2 f3g

∗
3 + f4g

∗
4 −U∗

1 f
∗
1 g

∗
1 − f ∗

2 g
∗
2

 (4.2.20)

Therefore, the received signal in (4.2.17) at the destination node can

be re-written in matrix form as in (4.2.10) and the power allocation

scheme can be represented as in (4.2.9), where R = 4, which represents

the number of the relay nodes in the network. With the estimated

results of H, the signal-to-noise ratio (SNR) at the destination node

can be calculated as follows
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SNR =


4∑

j=1

(|fjgj|2)︸ ︷︷ ︸
λc

+2ℜ(U1f1g1f
∗
2 g

∗
2 + U2f

∗
3 g3f4g

∗)︸ ︷︷ ︸
λf

 σ2
s

σ2
n

(4.2.21)

where ℜ{.} denotes the real part of a complex number and σ2
s is the to-

tal transmit power of the desired signal and σ2
n is the noise power at the

destination node. It is clear from the above analysis in (4.2.21) that if

λf > 0, the designed CL EO-STBC can obtain additional performance

gain, which leads to an improved whole channel gain and correspond-

ingly the SNR at the destination node. According to the analysis in

Appendix A, the value of U1 and U2 can be formed from the following

design criteria

a =

 0, if f1g1f
∗
2 g

∗
2 ≥ 0

1, otherwise
(4.2.22)

b =

 0, if f ∗
3 g3f4g

∗
4 ≥ 0

1, otherwise
(4.2.23)

Since the equivalent channel H matrix is known at the destination node

and the equivalent noise vector w(i) is a circularly symmetric complex

Gaussian random vector whose means is zero and covariance matrix

is
[
1 + P2

P1+1
((
∑

k=2,4 |gk|2) + |U1g1|2 + |U2g3|)
]
I2

3. Therefore, the ML

decoding at the destination node can be represented as in (4.2.11).

As mentioned in Section (4.2.2), the ML detection in (4.2.11) for dis-

tributed CL EO-STBC can suffer from synchronization error at the

destination node, because the I(t, i) component in (4.2.17) will destroy

the orthogonality of distributed CL EO-STBC at the destination node,

where t ∈ 1, 2.

3Since |U1|2 = |U2|2 = 1, the covariance matrix becomes
[
1 + P2

P1+1

∑4
k=1 |gk|2

]
.
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4.3 The Synchronization Problem and Parallel Interference Can-

cellation Detection

As mentioned above, signals transmitted from the relay nodes are re-

ceived asynchronously at the destination node. Such assumptions will

damage the orthogonality for any kind of distributed STBC, also this

will lead to substantial system performance degradation. Therefore,

the coefficients of gk(−1), k ∈ 2, in the case of two relay nodes and

k ∈ 2, 3, 4, in the case of four relay nodes, depends upon timing de-

lay τk and the particular pulse shaping waveform used and its relative

strength can be represented by ratio as follows

βk =
|gk(−1)|2

|gk|2

 k ∈ 2 if R = 2

k ∈ 2, 3, 4 if R = 4
(4.3.1)

As discussed in Section 3.4 the PIC is a promising detection technique

for interference cancellation. Furthermore, this technique relies on sim-

ple processing elements constructed around the matched filter concept.

Therefore, the PIC detection scheme presented in Section 2.5 is used

with the proposed schemes in Sections 4.2 to remove the interference

term Iint(i) in (4.2.10) for both designs. Since s∗(1, i−1) in (4.2.7), and

s∗(1, i− 1) and s(2, i− 1) in (4.2.18) are in fact known if the detection

process has been initialized properly, Iint(1, i) in (4.2.7) and (4.2.18)

can be removed during the initialization stage as mentioned in Section

3.4. Therefore, the general PIC iteration process can be applied to

eliminate the interference term of Iint(i) in (4.2.10) for both proposed

schemes as follows
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1. Initialization

2. Set iteration q = 0

3. From the received signal y(i) in (4.2.7) for the case of distributed

A-STBC and in (4.2.17) for the case of distributed CL EO-STBC,

calculate

y
′(0)(i) =

 y(1, i)− Iint(1, i)

y∗(2, i)


substitute y(i) in (4.2.11) with y

′(0)(i) to detect the ŝ(0)(i)

4. If the number of relay nodes R = 2 then go to point 6

5. If the number of relays nodes R = 4

The received signal of the DT link between the source node and

the destination node in (4.2.13) can be detected and used as fol-

lows

ŝsd(t, i) = arg{min
sm∈S

|Λ−
√

P1|hsd|2sm|2} for t ∈ 1, 2

where

Λ =

 h∗
sdrsd(1, i) if t = 1

−hsdr
∗
sd(2, i) if t = 2

Due to the poor performance of the ML detector within dis-

tributed CL EO-STBC in (4.2.11) [75] and [76]. Therefore, the

detection result of the DT link is next used to initialize

s(0)(i) = [s(0)(1, i), s(0)(2, i)]T = [ŝsd(1, i), ŝsd(2, i)]
T

6. Set iteration q = 1, 2, ..., n
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7. Remove additional ISI from the received signal y(2, i)

y
′(q)(i) =

 y
′(0)(1, i)

y∗(2, i)− I
∗(q−1)
int (2, i)


where I(q−1)(2, i) in the case of distributed A-STBC is

I
(q−1)
int (2, i) =

√
P1P2

P1 + 1
(g2(−1)f ∗

2 s
(q−1)(2, i))

and in the case of distributed CL EO-STBC is

I(q−1)(2, i) =

√
P1P2

P1 + 1
((g2(−1)f2s

(q−1)(1, i)

+ (g3(−1)U2f
∗
3 + g4(−1)f ∗

4 )s
(q−1)(2, i))

8. Substitute y(i) in (4.2.11) with y
′(q)(i) to detect the ŝ(q)(i)

9. Repeat the process from point 6 until q = n

As will be seen in the simulation results, the above approach shows that,

the PIC detection can mitigate the impact of imperfect synchronization

among the relay nodes at the destination node. In distributed A-STBC

and distributed CL EO-STBC, the performance of cooperative diversity

gain can be achieved in 2-3 iterations of the PIC detection process as

demonstrated in the simulation results.

4.4 Pairwise Error Probability Analysis

Pairwise error probability (PEP) is one of the common performance

measure metrics used in evaluating wireless communication systems as

presented in Section 2.3. It is simply referred to the probability of de-



Section 4.4. Pairwise Error Probability Analysis 117

tecting one symbol when another symbol is transmitted. Therefore, the

system with the minimum PEP can be considered as the best system

performance. In this section, the PEP of distributed STBC is analyzed

by employing the distributed A-STBC and distributed CL EO-STBC

assuming perfect synchronization among the relay nodes. Following

the approach in [6] and assuming the destination node knows the chan-

nel coefficients fk and gk, k ∈ 1, 2, in the case of using A-STBC and

k ∈ 1, 2, 3, 4, in the case of using CL EO-STBC the following Chernoff

bound is

Pe(sk(i) → ŝk(i)) ≤ Efk,gk exp−(P̂ (hH
c SH

e Sehc+ζ)) (4.4.1)

where E(.) represents the statistical expectation operation with respect

to the channel coefficients fk and gk, and ζ4 can be represented as

follows

ζ =


0 if Using A-STBC

λfs
H
e se if Using CL EO-STBC,

se = sk(i) − ŝk(i), Se = Sk(i) − Ŝk(i), hc = [f1g1, f
∗
2 g2]

T in the case

of using A-STBC and hc = [U1f1g1, f2g2, U2f
∗
3 g3, f

∗
4 g4]

T 5 in the case

of using CL EO-STBC, and P̂ = P1P2

4(1+P1+P2g)
with g = (

∑
k∈2,4 |gk|2 +

|U1g1|2+|U2g3|2). Since |U1|2 = |U2|2 = 1, then the channel gain for four

relay nodes becomes g =
∑4

k=1 |gk|2 in the case of distributed CL EO-

STBC and the channel gain for two relay nodes becomes g =
∑2

k=1 |gk|2

in the case of distributed A-STBC. It is important to note that Sk(i)

4ζ denotes the array gain which can be achieved by using CL EO-STBC.
5Where in general hc = [f̂1g1, ..., f̂RgR]

T and the coefficient f̂k can be calculated

as f̂k = fk if Bk = 0 and f̂k = f∗
k if Ak = 0, k ∈ 1, 2 in the case of using A-STBC

and k ∈ 1, 2, 3, 4 in the case of using CL EO-STBC.
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and Ŝk(i) (Sk(i)̸= Ŝk(i)) are two possible codewords of A-STBC or

EO-STBC. Next, integrating over fk as in [6] yields

Pe(sk(i) → ŝk(i)) ≤ Egk exp−(P̂ ζ) det−1
[
I4 + P̂SH

e SeD
]

(4.4.2)

With the optimum power allocation in (4.2.9), when P ≫ 1 and the

number of relay nodes R is large g =
∑R

k=1 |gk|2 ≈ R, where R = 2 in

the case of distributed A-STBC and R = 4 in the case of distributed

CL EO-STBC, then (4.4.2) becomes

Pe(sk(i) → ŝk(i)) ≤ Egk exp−( P
16R

ζ) det−1

[
IR +

P

16R
SH
e SeD

]
(4.4.3)

where D = diag{|g1|2, ...., |gR|2} and define B = SH
e Se. The upper

bound for the PEP using the minimum nonzero singular value of B,

which is denoted as σ2
min, from (4.4.3) becomes

Pe(sk(i) → ŝk(i)) = Egk exp−( P
16R

ζ)
RB∏
j=1

(
1 +

Pσ2
min

16R
|gk|2

)

= exp−( P
16R

ζ)
(
Pσ2

min

16R

)−RB

[
−exp

(
16R

Pσ2
min

)
Ei

(
− 16R

Pσ2
min

)]RB

(4.4.4)

where

Ei =

∫ χ

−∞

et

t
dt, χ < 0

is the exponential integral function and RB is the rank of B

Pe(sk(i) → ŝk(i)) . exp−( P
16R

ζ)
(

16R

Pσ2
min

)RB
(
logP

P

)RB

= exp−( P
16R

ζ)
(

16R

Pσ2
min

)
P−RB(1− log log P

log P )

(4.4.5)
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which yields the same diversity as in [6], therefore when B is full rank,

the diversity gain is 2
(
1− log log P

log P

)
in the case of distributed A-STBC

and 4
(
1− log log P

log P

)
6 in the case of distributed CL EO-STBC with a

smaller PEP due to the array gain λf .

4.5 Simulation Results

In this section, the simulation results shows how the synchronization er-

ror can cause a degradation in the system end-to-end BER performance

and how it can be mitigated. The simulated performance of distributed

STBC with outer coding and the comparison between distributed A-

STBC and distributed CL EO-STBC is demonstrated. In all figures,

the horizontal axis indicates the total power used in the network, while

the vertical axis indicates end-to-end BER. Furthermore, all simula-

tions which are presented in this section are simulated by using the

QPSK mapping scheme. In order to show the BER performance, it is

assumed that the channels from the source node to the relay nodes and

from the relay nodes to the destination node are both quasi-static flat

fading channels.

From Figure 4.4, it can be observed that the end-to-end BER per-

formance of the relaying system based on distributed STBC without

outer convolutive performs worse when compared to end-to-end BER

performance of distributed STBC with outer convolutive coding. The

performance of the proposed distributed CL EO-STBC with outer con-

volutive coding provides approximately 9 dB of gain at BER 10−3

as compared with distributed A-STBC with outer convolutive cod-

6When P is very large (log P ≫ log log P ), the diversity gain is approximately
equal to the number of cooperating relay nodes R.
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ing. When the total power P is in dB, the coding gain is defined

as Cg = (P )Uncoded − (P )Coded. Approximately Cg=18.5-16=2.5 at

BER 10−3 in the case of distributed CL EO-STBC and approximately

Cg=27.5-25=2.5 at BER 10−3 in the case of distributed A-STBC.
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Distributed  CL EO−STBC with outer coding

Distributed  A−STBC with outer coding

Distributed CL EO−STBC without outer coding

Distributed  A−STBC without outer coding

Figure 4.4. The end-to-end BER performance comparisons of pro-
posed distributed STBC with and without outer coding schemes.

Figures 4.5 and 4.6 show the results of ML detection with different

time misalignment among the relay nodes at the destination node for

both proposed schemes, including the performance of both schemes

under perfect synchronization (PS) as reference. It can be observed

that from both figures and Table 4.1 the ML detection does not achieve

the available cooperative diversity gain and cannot deliver a good end-

to-end performance under imperfect synchronization errors even under

small time misalignment βk = −6 dB, k ∈ 2, in the case of distributed

A-STBC and k ∈ 2, 3, 4, in the case of distributed CL EO-STBC.
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Figure 4.5. The end-to-end BER performance of distributed A-STBC
with outer convolutive utilize ML detection under imperfect synchro-
nization βk = 3, 0, − 3, − 6 dB.
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Figure 4.6. The end-to-end BER performance of distributed CL EO-
STBC with outer convolutive coding utilizing ML detection under im-
perfect synchronization βk = 3, 0, − 3. − 6 dB.
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Table 4.1. End-to-end BER comparison between ML detection and
PIC detection for distributed A-STBC and distributed CL EO-STBC
under imperfect synchronization.

Distributed ML number PIC
STBC βk (dB) BER Power (dB) of Power (dB)
schemes iterations

A-STBC
0 10−2 None 3 ∼ 20
-6 10−2 None 3 ∼ 18

CL EO-STBC
0 10−2 None 3 ∼ 16
-6 10−2 None 3 ∼ 14

Figures 4.7 and 4.8 show the BER of PIC detection with distributed

A-STBC and distributed CL EO-STBC under imperfect synchroniza-

tion when βk = 3, 0,−3,−6 dB and when the PIC iteration q = 3,

respectively. It can be observed that in both proposed schemes the

PIC detection is an effective approach to improve the performance of

distributed STBC which mitigate the ISI and also has improved its

efficiency over large amount of time misalignments.

For example as shown in Table 4.1, the value of 10−2 BER cannot

be achieved by ML detection in both proposed schemes even under

small time misalignment βk = −6 dB whereas with the PIC detector

it just required approximately 14 dB of gain in the case of distributed

CL EO-STBC when βk = −6 dB and q = 3 and approximately 20 dB

of gain in the case of distributed A-STBC when βk = 0 dB and q = 3.

Furthermore, as can be observed in Figure 4.9, even under large time

misalignment βk = 3 dB and q=3, it required approximately 18 dB

of gain to achieve 10−2 as compared to DT link performance, which

required approximately 22 dB to achieve 10−2 BER.
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Figure 4.7. The end-to-end BER performance of distributed A-STBC
with outer convolutive coding utilizing PIC detection under different
time error βk = 3, 0,−3,−6 dB and when the iteration q = 3.
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Figure 4.8. The end-to-end BER performance of distributed CL EO-
STBC with outer convolutive coding utilizing PIC detection under dif-
ferent time error βk = 3, 0,−3,−6 dB and when the iteration q = 3.
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4.6 Chapter Summary

This chapter investigated applying distributed STBC in [6], and outer

convolutive coding for a relay network with two and four relay nodes by

utilizing A-STBC and CL EO-STBC respectively. With one antenna

at all nodes, the impact of imperfect synchronization among the relay

nodes at the destination node was considered. To overcome this issue a

signal detector was proposed based on the principle of PIC detection,

to cancel the ISI caused by imperfect synchronization and achieve full

diversity order of R with coding gain and full data transmission rate in

each hop for both proposed schemes, even without channel knowledge

at the relay nodes.

Distributed A-STBC only applies for two relay nodes to achieve full

data transmission rate with diversity gain of order two between the relay

nodes and the destination nodes and cannot be extended for more than

two relay nodes. Therefore, using a feedback scheme with distributed

EO-STBC both diversity gain of order four and array gain with full

data transmission rate between the relay nodes and the destination

node were exploited for more than two relay nodes. Furthermore, the

PEP utilizing distributed A-STBC and CL EO-STBC for a synchronous

cooperative relay network was analyzed to confirm that the cooperative

diversity gain is equal to the number of transmitting relay nodes in the

case of distributed A-STBC and with a smaller PEP due to array gain

in the case of distributed CL EO-STBC. This result was based on the

destination node having full knowledge of all fading channels.

Finally, the simulation results of the PIC approach with both pro-

posed schemes showed that there was significant performance improve-

ment over ML detection under synchronization error and the perfor-
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mance close to the perfect synchronized case was achieved in just three

iterations, whereas ML detection fails to mitigate the impact of imper-

fect synchronization even under small time misalignment.

With the complexity of the number of PIC iterations, the next chap-

ter will focus on analyzing asynchronous cooperative relay networks and

proposing two novel detection schemes with low detection complexity

only dependent on the constellation size.



Chapter 5

NOVEL DETECTION

SCHEMES FOR

ASYNCHRONOUS

COOPERATIVE RELAY

NETWORKS

In this chapter, two novel detection schemes for a decode-and-forward

(DF) asynchronous cooperative relay network are proposed which uti-

lize distributed closed-loop extended orthogonal space time block cod-

ing (CL EO-STBC). These techniques are both designed to remove

effectively the interference induced by different time delays from the

antennas of each relay node at the destination node and achieve full

cooperative diversity gain with unity data transmission rate between

the relay nodes and the destination node. Moreover, a simple max-min

relay selection is proposed for cooperative relay networks to enhance

the system performance.

126
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5.1 Introduction

In wireless relay networks, different relay nodes are exploited to com-

municate cooperatively with the destination node to achieve spatial

diversity, that is, cooperative diversity [19] [63]. To enhance the spatial

diversity in cooperative relay networks, in [6], the idea of distributed

space time block coding (STBC) was proposed for wireless relay net-

works with a single half-duplex antenna in each node. For a wireless

relay network with a single antenna at the source and the destination

node and multiple, MR, antennas on each relay node, and using dis-

tributed STBC among the relay nodes, the cooperative diversity gain of

MRR
(
1− loglogP

logP

)
can be achieved as shown in Section 4.4, where R is

the number of relay nodes in the whole network and P is the total trans-

mit power in the whole network [88]. Therefore, when the total trans-

mit power P is very large, the wireless relay networks with distributed

STBC can theoretically achieve cooperative diversity of MRR [88].

To achieve full cooperative diversity, the synchronization between

the relay nodes is required [8], [10] and [89]. However, unlike in point-to-

point multiple-input multiple-output (MIMO) systems, the relay nodes

are distributed at different places and each relay node is equipped with

its own local oscillator. Therefore, wireless relay communication is

generally asynchronous in nature as mentioned in previous chapters

[24], [75], [76] and [90].

To address the issue of imperfect synchronization among the relay

nodes, in [16] a CL EO-STBC scheme requiring only two-bit feedback

was considered. This approach is extended in [77] to the distributed

case of four relay nodes with a parallel interference cancellation (PIC)

detection to overcome the imperfect synchronization issue in cooper-
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ative relay networks. This distributed CL EO-STBC can achieve full

data transmission rate and full cooperative diversity gain between the

relay nodes and the destination node, however it also has the disad-

vantage that its detection complexity is dependent upon the number

of a PIC iterations and the feedback angles have not been chosen to

maximize the array gain as presented in Section 3.3.

However, in [2] a near-optimum detection scheme for the case of two

relay nodes was proposed and shown to be a very effective approach to

mitigate the impact of imperfect synchronization between relay nodes

and its detection complexity dependent upon the constellation size.

Nevertheless, this detection scheme is limited by the number of relay

nodes and cannot be extended to more than two relay nodes [26].

The work presented in this chapter is concerned with two novel

detection schemes for asynchronous wireless relay networks to cancel

the interference component at the destination node caused by timing

misalignment from the relay nodes. Namely, a sub-optimum detection

scheme for four relay nodes, each of which is equipped with a single

antenna and with the assumption there is a direct transmission (DT)

connection between the source node and the destination node; and

a near-optimum detection scheme for two relay nodes each of which is

equipped with two antennas and no DT connection is assumed between

the source node and the destination node.

It is shown that both approaches do not require multiple iterations

and the detection complexity is only dependent upon the constellation

size. Since the essence of relaying is to reduce the effect of pathloss

on the data transmitted from the source node to the destination node

[14] and [91], the near-optimum detection scheme has lower detection
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complexity at the destination node as compared to the sub-optimum

detection scheme in [3], because the sub-optimum detection scheme

relies on the information from the DT link between the source node

and the destination node, otherwise this detection will fail. Moreover,

the complexity of the near-optimum detection scheme is the same as

compared with the scheme in [2] with the advantage of cooperative

diversity of order four is achieved between the relay nodes and the

destination by utilizing two antennas on each relay node.

Furthermore, the relay selection technique [92] and [93] is consid-

ered in this chapter for two dual antenna relay nodes which offer the

possibility to improve the system performance as compared to the co-

operative relay system without relay selection scheme and also to select

the smallest time delay error among the relay nodes.

To this end, the remainder of this chapter is structured as follows:

in Section 5.2, the distributed CL EO-STBC for a single antenna relay

node with phase rotation and quantization under imperfect synchro-

nization is presented. Section 5.3 introduces a novel sub-optimum de-

tection scheme, which is used to mitigate the intersymbol interference

(ISI) induced by the asynchronous between the transmission from the

relay nodes. Simulation results are presented in Section 5.4 to illustrate

the superiority of the sub-optimum detection scheme for asynchronous

wireless relay networks. In Section 5.5, distributed CL EO-STBC for

two relay nodes with dual antennas at each relay node with phase rota-

tion for asynchronous wireless relay networks is described. To combat

the interference term induced by the different transmissions of the relay

nodes at the destination node, a novel near-optimum detection scheme

and relay selection scheme are discussed in Section 5.6 and 5.7 respec-
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tively. Simulation results which show the performance of the proposed

near-optimum detection scheme and relay selection scheme are given in

Section 5.8. Finally, the chapter summary is presented in Section 5.9.

5.2 Distributed CL EO-STBC for Relay Nodes with Single An-

tennas

Distributed CL EO-STBC for the asynchronous cooperative scenario

with four relay nodes and outer convolutive coding is considered in this

section as represented in Figure 5.1. This model has a source node,

four cooperative relay nodes Rk, k ∈ 1, 2, 3, 4, and the destination node

which provides feedback to the antennas of relays R1 and R3 as shown

in Figure 5.1, where all relay nodes are equipped with a single antenna

and are assumed to operate in half-duplex mode.
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Figure 5.1. Basic structure of coded distributed CL EO-STBC using
two-bit feedback based on phase rotation for an asynchronous wireless
relay with a single antenna in each node with two phases for the coop-
erative transmission process and time delay offset between the antenna
of R2, R3 and R4 and the destination node.

The feedback scheme in [15] is used in this model to attain full co-

operative diversity between the relay nodes and the destination node

as presented in Appendix A. In addition, performance improvement
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with outer coding is also investigated by combining an outer convolu-

tive code at the source node with a Viterbi decoder at the destination

node as depicted in Figure 5.1 to further exploit coding gain as pre-

sented in Section 4.2. Furthermore, the source node is assumed to en-

code the block of its information bits using a cyclic redundancy check

(CRC), so that the relay nodes can detect whether the received symbol

is correct or not. As mentioned in all models in Chapters 3 and 4,

the information bits are transmitted according to a two phase proto-

col. During the first phase, at the source node, the information bits

after being encoded by the convolutional encoder are passed through

the interleaver and then are mapped into quadrature phase shift key-

ing (QPSK) symbols as shown in Figure 5.1, which are grouped into

pairs s(i) = [s(1, i), s(2, i)]T , where [.]T indicates the transpose of the

vector s(i) and i denotes the discrete pair index. The source node

then broadcast its information to the relay nodes Rk, k ∈ 1, 2, 3, 4, and

the destination node in two different time transmission periods. The

corresponding signal vector rsd = [rsd(1, i), rsd(2, i)]
T received at the

destination node via the direct channel hsd in the first phase can be

expressed as follows

rsd(i) = hsds(i) + nsd(i) (5.2.1)

where hsd is the coefficient of the channel gain between the source node

and the destination node and it is modelled as a quasi-static Rayleigh

flat fading channel and nsd(i) = [nsd(1, i), nsd(2, i)]
T is an additive

Gaussian noise vector with elements having distribution CN(0, σ2
n). To

detect ŝsd(t, i), t ∈ 1, 2, i.e. the symbols that are actually transmitted,

the least squares (LS) method can be used as follows
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ŝsd(t, i) = argmin
st∈S

|h∗
sdrsd(t, i)− |hsd|2st|2 for t ∈ 1, 2 (5.2.2)

where S is the alphabet containing M symbols for QPSK. As will be

shown in the next section, even if the DT link described in (5.2.1)

provides limited end-to-end performance it still contains information

which can be used to initialize further processing [26].

In the second phase, the relaying nodes try to decode the informa-

tion received from the source node before forwarding it to the destina-

tion node. After successfully decoding the received signals, the relay

nodes re-encode it again as follows

S =

 x1(1, i) x1(1, i) x2(1, i) x2(1, i)

x1(2, i) x1(2, i) x2(2, i) x2(2, i)


=

 s(1, i) s(1, i) s(2, i) s(2, i)

−s∗(2, i) −s∗(2, i) s∗(1, i) s∗(1, i)

 (5.2.3)

and then effectively forward the resulting matrix code S in (5.2.3) from

the relay nodes to the destination node in two different time trans-

mission periods, where each row corresponds to the particular time

transmission period and the column to the relay node. In (5.2.3)

the encoding data packets at the relay nodes Rk, k ∈ 1, 2, 3, 4, cor-

responding to s(i) are denoted as x1(i) = [x1(1, i), x1(2, i)]
T at R1,

x2(i) = [x1(1, i), x1(2, i)]
T at R2, x3(i) = [x2(1, i), x2(2, i)]

T at R3 and

x4(i) = [x2(1, i), x2(2, i)]
T at R4.

As mentioned in previous chapters, the full data transmission rate

between the relay nodes and the destination node can be achieved by

using distributed open-loop EO-STBC in the case of four relay nodes

but at the expense of loss in diversity gain between the relay nodes and
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the destination node. To attain full data transmission rate with full

diversity order equal to the number of transmitting relay nodes, the

phase of different code symbols that are transmitted from the first and

third relay nodes must be rotated by appropriate phase angles (phase

shifted) before they are transmitted as follows,

U1 = ejθ1

U2 = ejθ2 (5.2.4)

while the symbols for the other two relay nodes are kept unchanged

as shown in Figure 5.1. It is assumed that the channel state informa-

tion (CSI) is known at the destination node requiring every relay node

to broadcast training symbols that can be used to estimate the chan-

nels at the destination node. Furthermore, both the broadcast and

feedback may need to be performed at every time transmission peri-

ods, because the channel coefficients can potentially vary over different

time transmission periods. Therefore, the CSI assumption considered

in this model may not be practical except in slowly varying environ-

ments where such regular updates ar not required. It is important to

point out that the phase rotations applied to the transmitted symbols

are essentially equivalent to rotating the phases of the corresponding

channel coefficients to improve the effective diversity gain between the

relay nodes and the destination node at the expense of increased feed-

back overhead [15].

As mentioned in all previous models in Chapters 3 and 4, the im-

perfect synchronization between R1 and the other relay nodes resulting

from different delays will induce ISI at the destination node, the trans-

mitted signal xk(i), k ∈ 1, 2, 3, 4, over two time transmission periods
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from the relay nodes as in (5.2.3) will most likely arrive at the desti-

nation node in different time instants as shown in Figure 5.2, where

τk, k ∈ 2, 3, 4, is a timing misalignment among the received versions of

the signals at the destination node, which for convenience are shown

identical as shown in Figure 5.2.

  Time Delay ��  
 �1(1, �)  �1(1, �)  �1(2, �)  �1(2, �)  �2(2, �)  �2(2, �)  �2(1, �)  �2(1, �) 

 �1(2, � − 1)  �1(2, � − 1)  �2(2, � − 1)  �2(2, � − 1) 
 From Relay R1  From Relay R2  From Relay R3  From Relay R4 

 OSTBC group 

Figure 5.2. Representation of misalignment of received signals at the
destination node which induces ISI in the case of four relay nodes, each
relay node is equipped with a single antenna.

As mentioned previously in Chapters 3 and 4, the first relay node

is assumed to be perfectly synchronized to the destination node, that

is, τ1 = 0. In this work an interference is added to the received signals

because of the asynchronism between the transmission from the relay

nodes Rk, k ∈ 2, 3, 4, so that the received signals can be represented as

follows

rrd(1, i) = (U1g1 + g2)x1(1, i) + (U2g3 + g4)x2(1, i)

+ Iint(1, i) + nrd(1, i) (5.2.5)

rrd(2, i) = (U1g1 + g2)x1(2, i) + (U2g3 + g4)x2(2, i)

+ I(2, i) + nrd(2, i) (5.2.6)
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where Iint(1, i) and Iint(2, i) are the interference terms from R2, R3 and

R4 at the destination node and can be modelled as follows

Iint(1, i) = g2(−1)x1(2, i− 1) + (U2g3(−1) + g4(−1))x2(2, i− 1)

+ g2(−2)x1(1, i− 1) + (U2g3(−2)

+ g4(−2))x2(1, i− 1) (5.2.7)

Iint(2, i) = g2(−1)x1(1, i) + (U2g3(−1) + g4(−1))x2(1, i)

+ g2(−2)x1(2, i− 1) + (U2g3(−2) + g4(−2))x2(2, i− 1),

(5.2.8)

where nrd(1, i) and nrd(2, i) are additive Gaussian noise terms at the

destination node in the second phase with distribution CN(0, σ2
n) and

gk, k ∈ 1, 2, 3, 4, are the channel gains between the relay nodes and

the destination node and are also assumed to be block Rayleigh fading

from data block to data block. The coefficients gk(l), k = 2, 3, 4, and

l = −1,−2, reflect the ISI from the previous symbols under imperfect

inter node synchronization. For practical pulse shaping such as the

raised cosine filter gk(−2) is generally a much less dominant coefficient

and all other terms such as gk(−3) are very small even zero in value [26].

The relative strengths of gk(l), which have been used in this model will

be expressed as a ratio as follows

βk(l) =
|gk(l)|2

|gk|2
for k = 2, 3, 4 and l = −1,−2 (5.2.9)

where βk(l) is defined to reflect the impact of time delay τk between

transmission from relays R2, R3 and R4 and R1 at the destination node

and the pulse shaping waveforms.
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5.2.1 Conventional Distributed CL EO-STBC for Relay Node with

Single Antennas

Substituting (5.2.3) into (5.2.5) and (5.2.6), the received signals rrd(1, i)

and r∗rd(2, i), conjugated for convenience at the two independent time

transmission periods are expressed in vector form as follows

rrd(i) = Hs(i) + Iint(i) + nrd(i) (5.2.10)

where

H =

 U1g1 + g2 U2g3 + g4

U∗
2 g

∗
3 + g∗4 −U∗

1 g
∗
1 − g∗2

 , (5.2.11)

nrd(i) = [nrd(1, i), n
∗
rd(2, i)]

T is an additive Gaussian noise vector, with

elements having distribution CN(0, σ2
n) at the destination node and

Iint(i) = [Iint(1, i), I
∗
int(2, i)]

T is the interference vector containing terms

from R2, R3 and R4 at the destination node which can be modelled as

follows

Iint(1, i) = −g2(−1)s∗(2, i− 1) + (U2g3(−1) + g4(−1))s∗(1, i− 1)

+ g2(−2)s(1, i− 1) + (U2g3(−2)

+ g4(−2))s(2, i− 1) (5.2.12)

I∗int(2, i) = g∗2(−1)s∗(1, i) + (U∗
2 g

∗
3(−1) + g∗4(−1))s∗(2, i)

− g∗2(−2)s(2, i− 1) + (U∗
2 g

∗
3(−2) + g∗4(−2))s(1, i− 1)

(5.2.13)

On the basis of (5.2.10), it is well known from estimation theory that

the matched filter is the optimum front-end receiver to obtain statistics

for detection in the sense that it preserves information. Similar to [5]
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the matched filtering is performed by pre-multiplying (5.2.10) by HH ,

where (.)H denotes the Hermitian (complex conjugate transpose) oper-

ations. Therefore, the conventional distributed CL EO-STBC detection

can be carried out as follows

ŷ(i) = [y(1, i), y(2, i)]T = HHr(i)

= ((|U1g1|2 + |g2|2 + |U2g3|2 + |g4|2)︸ ︷︷ ︸
λc

+ 2ℜ(U1g1g
∗
2 + U2g3g

∗
4)))︸ ︷︷ ︸

λf

s(i) +HHIint(i)

+ HHnrd(i) (5.2.14)

where ℜ{.} is the real part of complex number, λc is the conventional

diversity gain for the single antenna for four relay nodes and one receive

antenna at the destination node, λf is the array (feedback) performance

gain and Uk = ejθk , which is determined by two feedback information

angles θk, k ∈ 1, 2, are obtained by maximizing λf , which corresponds

to a type of array gain. It is obvious that if λf > 0, the designed closed-

loop system can obtain additional performance gain, which leads to an

improved signal-to-noise ratio (SNR) at the destination node. The

design criterion of the two-bit feedback scheme can be designed as in

Appendix A [15]. That is, each element of the feedback performance

gain λf should be real and positive which can be achieved by:

θ1 = −∠(g1g∗2)

θ2 = −∠(g3g∗4) (5.2.15)

where ∠ denotes the phase angle, in radians, for each complex element

and the relation between the channel gain λ and SNR can be expressed

as follows
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SNR =
λc − λf

4

σ2
s

σ2
n

(5.2.16)

where σ2
s is the total transmit power of the desired signal and σ2

n is

the noise power at the destination node. To detect which symbols were

actually transmitted from the relay nodes Rk, k ∈ 1, 2, 3, 4, the LS

method can be employed as follows to estimate ŝ(t, i), t ∈ 1, 2,

ŝ(t, i) = argmin
st∈S

|ŷ(t, i)− λst|2 (5.2.17)

where

λ =
4∑

k=1

(|gj|2)︸ ︷︷ ︸
λc

+2ℜ(g1g∗2U1 + g3g
∗
4U2)︸ ︷︷ ︸

λf

(5.2.18)

As mentioned in all previous models, the conventional detection can

fail due to detection error of the HHI(i) component in (5.2.14) which

will also leads to loss of orthogonality in the CL EO-STBC.

5.2.2 Quantization

Due to practical limitations such as the bandwidth of the feedback

channel, it is generally not possible to have high precision CSI at the

relay nodes. One way to reduce the amount of information needed to

be fed back in (5.2.15) is to rotate the signals at the first and third

relay node antennas by a single phase. Feeding back the exact value

of phase angle in (5.2.12) for dual phases for example, using fixed or

floating point resolution requires very large feedback overhead. In prac-

tical application this may not be possible due to the very limited feed-

back bandwidth. Therefore, the phase angles should be quantized, and

then these levels are fed back to the relay nodes. Consider, for each
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phase angle, if two bits are available for feedback, then only one of four

phase level angles is fed back such that the phase angles are from the

set θ1, θ2 ∈ Ω = [0, π/2, π, 3π/2] then for the first relay node antenna

phase adjustment, the discrete feedback information corresponding to

the phases may be selected according to

θ1 = argmin
θ1∈Ω

ℜ(g1g∗2)eθ1 (5.2.19)

Similarly, for the third relay antenna phase adjustment, the phases may

be selected according to

θ2 = argmin
θ2∈Ω

ℜ(g3g∗4)eθ2 (5.2.20)

In this case the particular selection giving the largest values of (5.2.19)

and (5.2.20) might be preferable, as it would provide the largest array

gain and achieve full cooperative diversity advantage.

5.3 Sub-Optimum Detection for Distributed CL EO-STBC for

Relay Nodes with Single Antennas

To overcome the impact of imperfect synchronization among the relay

nodes the interference component of Iint(i) should be removed from

(5.2.1). Since xk(t, i − 1), k, t ∈ 1, 2, in (5.2.7) and (5.2.8) are al-

ready known if the detection process has been initialized properly (e.g.

through the use of pilot symbols at the start of the data block) as pre-

sented in Section 3.4 and 4.3, then the component Iint(1, i) as in (5.2.4)

can be eliminated before applying the linear transformation in (5.2.14).

Therefore, sub-optimum detection can be used to mitigate the impact

of Iint(i) in (5.2.10) as follows
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ŷ(i) = [ŷ(1, i), ŷ(2, i)]T = HHrrd(i)

= ∆s(i) + z(i) + v(i) (5.3.1)

where ∆ = HHH, v(i) = HHnrd(i),

rrd(i) =

 rrd(1, i)− Iint(1, i)

r∗rd(2, i)− g∗2(−2)s(2, i− 1) + (U∗
2 g

∗
3(−2) + g∗4(−2))s(1, i− 1)


and

z(i) =

 z(1, i)

z(2, i)

 = HH

 0

I∗int(2, i)


where I∗int(2, i) = g∗2(−1)s∗(1, i) + (U∗

2 g
∗
3(−1) + g∗4(−1))s∗(2, i).

Therefore

z(t, i) = zt1s
∗(1, i) + zt2s

∗(2, i) (5.3.2)

where

zt1 = Φg∗2(−1)

zt2 = Φ(U∗
2 g

∗
3(−1) + g∗4(−1)) for t = 1, 2

and

Φ =


(U2g3 + g4) if t = 1

(−U1g1 − g2) if t = 2

The components of (5.3.1) can thus be re-written as

ŷ(t, i) = λs(t, i) + z(t, i) + v(t, i) for t ∈ 1, 2 (5.3.3)
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The detection result of the DT link in (5.2.2) is next used to initialize

s(2, i) = ŝsd(2, i), with the observation that as confirmed in the simula-

tions, the reliability of these decisions is not critical to the performance

of the final detector next defined. Finally, ŝ(i) = [ŝ(1, i), ŝ(2, i)]T can

be detected by using the LS detection method as follows

ŝ(1, i) = arg min
sm∈S

|ŷ(1, i)− λsm − (z11s
∗
m + z21s

∗(2, i))|2 (5.3.4)

ŝ(2, i) = arg min
sm∈S

|ŷ(2, i)− λsm − (z12 ŝ
∗(1, i) + z22s

∗
m)|2 (5.3.5)

The above procedure mitigates the ISI caused by the synchronization

time error as will be seen in the following section. It can be noted

that, this is not a full maximum likelihood (ML) detection scheme

due to the use of a separate initializer s(2, i) therefore it is termed

sub-optimum detection and moreover, this approach does not require

multiple iterations and therefore detection complexity is only dependent

upon the constellation size as compared with the approach presented in

Section 3.4 and 4.3, which its detection complexity is dependent upon

the number of PIC iterations.

5.4 Simulation Results

In this section, simulation results of the proposed scheme under im-

perfect synchronization are demonstrated. The bit error rate (BER)

performance is evaluated as a function of the SNR using the QPSK

mapping scheme, where the x -axis represents the SNR, while the y-

axis represents the average BER. For fair comparison with a non-relay

scheme, all relay nodes transmit at 1/4 power that is σ2
r = σ2

s/4.

Figure 5.3 shows the improvement provided by the proposed CL

EO-STBC with outer convolutive coding scheme over CL EO-STBC
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scheme without outer coding. To achieve a bit error probability of

10−3 it required approximately 5.5 dB of SNR for the approach with

outer coding and approximately 11 dB for the approach without outer

coding.
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Figure 5.3. The BER performance comparison of proposed CL EO-
STBC scheme with outer coding and proposed CL EO-STBC scheme
without outer coding.

A comparison was made between the average BER performance of

the proposed CL EO-STBC with outer convolutive coding and the pro-

posed CL EO-STBC scheme in Section 3.3 [77], Distributed Alamouti

STBC (A-STBC) in [75] and distributed orthogonal STBC (OSTBC)

in [76] with outer convolutive coding in the case of perfect synchroniza-

tion (PS) as depicted in Figure 5.4, it shows that the CL EO-STBC

approach achieves satisfactory performance and outperforms the previ-

ous proposed schemes in [75], [76] and [77]. At a bit error probability
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of 10−3, the proposed scheme provides approximately 7 dB of SNR over

OL EO-STBC scheme, 1.5 dB of SNR improvement over the scheme

in [77] and approximately 3.5 dB of SNR over the scheme in [76]. Fur-

thermore, the distributed convolutive coding of the Alamouti scheme

for two relay nodes in [75] and DT link are included as a reference in

Figure 5.4. The simulation result of a practical scenario of a two-bit

quantization method is depicted in Fig. 5.4, which is very close to the

performance of the un-quantized scheme (ideal phase rotation method).
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OL EO−STBC with outer coding:PS

A−STBC with outer coding:PS [75]

DT only with outer coding

Figure 5.4. The BER performance comparisons of proposed CL EO-
STBC scheme and related schemes with outer coding.

In Figures 5.5 and 5.6, the effect of synchronization error betweenR1

and the other relay nodes on average BER is shown with different delay

asynchronism values of βk(−1) = −6, −3, 0, 3 dB and set βk(−2) = 0,

because hk(−1), k ∈ 2, 3, 4, are the most dominant terms. The CL EO-
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STBC with outer convolutive coding under perfect synchronization and

the performance with quantized feedback are included as a reference

in both figures. Results in Figure 5.5 confirm that the conventional

detector in CL EO-STBC is not effective to mitigate synchronization

error even under small time misalignments βk(−1) = −6 dB.
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Figure 5.5. The BER performance of the conventional detector for dis-
tributed CL EO-STBC and outer convolutive coding using four relay
nodes, each relay node has single antenna under different time mis-
alignments βk(−1) = 6, 3, 0, 3 dB.

On the other hand, the average BER performance of the proposed

sub-optimum decoding scheme in Figure 5.6 is much improved. For

example, at average BER 10−3 approximately 5.5 dB of SNR is neces-

sary in the case of perfect synchronization with outer coding, however,

in the case of sub-optimum detection approximately 11.5 dB of SNR

is required when βk(−1) = 3 dB and approximately 6.5 dB of SNR is



Section 5.4. Simulation Results 145

required when βk(−1) = −6 dB and only 1 dB more than the perfect

synchronization case.
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Figure 5.6. The BER performance of the sub-optimum detection for
distributed CL EO-STBC and outer convolutive coding using four re-
lay nodes, each relay node has single antennas under different time
misalignments βk(−1) = 6, 3, 0, 3 dB.

In Figure 5.7 the impact of error propagation (EP) in the decod-

ing process on average BER performance with βk(−1) = −3 and 3 dB

where k ∈ 2, 3, 4, is considered. It can be observed that the impact

of EP is very minor, only marginally degrading the BER performance

at increasing SNRs, which confirms the performance behavior of the

detector.
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Figure 5.7. The BER performance of the sub-optimum detector show-
ing the impact of EP under βk(−1) = −3, 3 dB

5.5 Distributed CL EO-STBC for Two Dual Antenna Relay Nodes

In this section, a distributed CL EO-STBC scheme for the asynchronous

two-hop wireless communication scenario, with a single source node,

single destination node and two parallel relay nodes Rk, k ∈ 1, 2 with

outer convolutive coding is considered. There is no DT connection be-

tween the source node and the destination node because it is assumed

that the signal through the DT link fails to reach the destination node

due to pathloss effects. Therefore, the destination node relies only on

the signal from the relay nodes. It is assumed that the source node

and the destination node are equipped with only one antenna, while

the relay nodes are equipped with two antennas as shown in Figure

5.8. Furthermore, it is assumed that the distance between each pair of

antennas on each relay node is equal to the half of transmitted wave-
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length signals1 and the CSI is assumed to be estimated without error

at the destination node.

1U

2U

�
� �

� Destination � Source 

� Relay Nodes 

� Second phase � First phase 

�
� �

� QPSK 

Mapping �
���

�
���

12τ

22τ

 
 ��� 

 
 ��� 

 
 ��� 

 
 ��� 

 
 ��� 

 
 ��� 

 
 ��� 

 
 ��� 

 

Figure 5.8. Basic structure of distributed CL EO-STBC with outer
coding using two-bit feedback based on phase rotation for an asyn-
chronous wireless relay with two antennas in each relay node and one
antenna in the source and the destination node with two phases for
the cooperative transmission process and time delay offset between the
antennas of R2 and the destination node.

As mentioned in Sections 3.3 and 4.2, the full cooperative diver-

sity order between the relay nodes and the destination node cannot

be achieved by applying distributed open-loop EO-STBC at the two

relay nodes equipped with two antennas in each relay node due to

the interference factor between the estimated symbols. Therefore, in

this model the feedback scheme in [15] is adapted to overcome this is-

sue and the coding gain is exploited in this model by combining outer

convolutive code at the source node with a Viterbi decoder at the des-

tination node as shown in Figure 5.8. All relay nodes are half-duplex

and thus, all data transmission from the source node to the destina-

tion node occurs in two phases. In the first phase, the information bits

1The received signal becomes practically uncorrelated, if the antennas at the
relay nodes are spaced equal to half of transmitted wavelength signals.
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s(i) = [s(1, i), s(2, i)]T , which are encoded by the convolutional encoder

are then passed through the interleaver and mapped into QPSK sym-

bols. Then the source node broadcasts them to each antenna of each

relay node Rk, k ∈ 1, 2, in two different time transmission periods.

The DF cooperation strategy is used by the relay nodes. Moreover,

using the CRC scheme between the source node and the relay nodes can

ensure that error free decoding is achieved at the relay nodes. There-

fore, it is assumed that the relay nodes decode the source information

correctly. Then the relay nodes Rk, k ∈ 1, 2, again encode the received

signal as in (5.2.3) and effectively transmit the matrix code S as in

(5.2.3) from each antenna of each relay node to the destination node in

two different time transmission periods in the second phase, where the

first and the second column in (5.2.3) correspond to the antennas of

R1, the third and the fourth column correspond to the antennas of R2

and the row index corresponds to the time transmission periods. Be-

fore the entries of matrix code S in (5.2.3) are transmitted from each

antenna of each relay node, the entries of the first antenna of R1 and

the first antenna of R2 are multiplied by the two phase factors U1 = ejθ1

and U2 = ejθ2 , respectively, whilst the other entries transmitted from

the other antennas of each relay are kept unchanged as depicted in

Figure 5.8 [15] to attain full cooperative diversity order between the

relay nodes and the destination node as presented in Appendix A. In

order to maximize the gains of the cooperative networks, each antenna

of each relay node is scheduled to broadcast simultaneously. However,

obtaining synchronicity at the destination node is often unrealistic ow-

ing to propagation delay as shown in Figure 5.9. This issue causes a

problem in cooperative relay network systems. In the presence of a
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fractional-symbol delay between the signals transmitted from different

antennas of each relay node, the channel becomes dispersive even in

the flat fading environment as will be shown in the simulation section.
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 Figure 5.9. Representation of misalignment of received signals at the
destination node which induces ISI in the case of two relay nodes each
relay node is equipped with two antennas.

As shown in Figure 5.9 it is assumed that both antennas of R1 are

fully synchronized to the destination node, that is, τk1 = 0, k ∈ 1, 2.

Therefore, the received signal at the destination node via relay nodes

in two different time transmission periods due to time synchronization

error between the antennas of each relay node can be expressed as

follows

rrd(1, i) = (U1g11 + g21)s(1, i) + (U2g12 + g22)s(2, i)

+ (U2g12(−1) + g22(−1))s∗(1, i− 1)︸ ︷︷ ︸
Iint(1,i)

+ (U2g12(−2) + g22(−2))s(2, i− 1)︸ ︷︷ ︸
Iint(1,i)

+nrd(1, i) (5.5.1)
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rrd(2, i) = −(U1g11 + g21)s
∗(2, i) + (U2g12 + g22)s

∗(1, i)

+ (U2g12(−1) + g22(−1))s(2, i)︸ ︷︷ ︸
Iint(2,i)

+ (U2g12(−2) + g22(−2))s∗(1, i− 1)︸ ︷︷ ︸
Iint(2,i)

+nrd(1, i) (5.5.2)

where Iint(1, i) and Iint(2, i) are the interference terms from both an-

tennas of relay node R2 in two different time transmission periods,

nrd(1, i) and nrd(2, i) represent additive Gaussian noise with zero-mean

and unity variance at the destination node and gk1 and gk2, k ∈ 1, 2,

denote complex channel coefficients from the antennas of each relay

node and the destination node. As shown in Figure 5.9, the effect of

ISI from the previous symbols is represented by gk2(l), k ∈ 1, 2, and

l ∈ −1,−2, and as mentioned in Section 5.2, gk2(−2) is generally a

much smaller coefficient. Therefore, the strengths of gk2(l) can be ex-

pressed as a ratio as in (5.2.9), where β12(l) = β22(l) = β(l) denotes

a sample of a pulse shaping waveform and the effect of the time delay

τk2, k ∈ 1, 2, between transmission from the antennas of the relay node

R1 and the antennas of the relay node R2 at the destination node.

5.6 Near-Optimum Detection for Distributed CL EO-STBC for

Relay Node with Two Antennas

As mentioned in Section (5.2.1), the received signals rrd(1, i) and r∗rd(2, i)

conjugated for convenience in (5.5.1) and (5.5.2) can be represented in

vector form as in (5.2.10) with the assumption that matched filtering

is performed at the destination node. The equivalent channel matrix

H is as in (5.2.11).
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The proposed near-optimum detection scheme can be utilized to

combat the impact of Iint(i) in (5.2.10), where s(t, i− 1), with t ∈ 1, 2,

is in fact already known if the detection process has been initialized

properly. As Iint(1, i) = (U2g12(−1)+g22(−1))s∗(1, i−1)+(U2g12(−2)+

g22(−2))s(2, i−1) then the component (U∗
2 g

∗
12(−2)+g∗22(−2))s(1, i−1)

can be removed before applying the linear transform as in (5.2.11) and

can be rewritten as follows

ŷ(i) = [ŷ(1, i), ŷ(2, i)]T = HHrrd(i)

= ∆s(i) + z(i)s∗(2, i) + v(i) (5.6.1)

where ∆ and v(i) can be calculated as mentioned in Section (5.2.2),

rrd(i) =

 rrd(1, i)− Iint(1, i)

r∗rd(2, i)− (U∗
2 g

∗
12(−2) + g∗22(−2))s(1, i− 1)


and

z(i) =

 z(1, i)

z(2, i)

 = HH

 0

(U∗
2 g

∗
12(−1) + g∗22(−1))


Therefore, (5.6.1) can then be written as

ŷ(1, i) = λs(1, i) + z(1, i)s∗(2, i) + v(1, i) (5.6.2)

and

ŷ(2, i) = λs(2, i) + z(2, i)s∗(2, i) + v(2, i) (5.6.3)

where λ = λc+λf , where λc =
∑2

k=1(|gk1|2+|gk2|2) and λf = 2ℜ(g11g∗12U1+

g21g
∗
22U2). In (5.6.3), ŷ(2, i) is only related to s(2, i) and therefore s(2, i)
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can be detected by using the LS method as follows

ŝ(2, i) = arg min
sm∈S

|ŷ(2, i)− λsm − z(2, i)s∗m|2 (5.6.4)

Then, the detection of s(1, n) can be carried out using the LS method

by substituting ŝ(2, n) detected in (5.6.4), as following:

ŝ(1, i) = arg min
sm∈S

|ŷ(1, i)− λsm − z(1, i)ŝ∗(2, i)|2 (5.6.5)

The above procedure totally mitigates the interference induced by dif-

ferent time delays from the antennas of the second relay node at the

destination node. The optimality of the above procedure in terms of ML

detector can be achieved if there is no decision feedback error s(t, i−1),

t ∈ 1, 2, therefore the above procuder is termed near-optimum detec-

tion. Moreover, the above analysis has shown that the detection com-

plexity of this detection approach is only dependent upon the constella-

tion size as compared with detection schemes presented in Sections 3.4

and 4.3 [77] and [80]. Also the above detection approach does not rely

on the detection result of the DT link as compared with the detection

approach in Section 5.3. [3].

5.7 Relay Selection Technique for Two Dual Antenna Relay Nodes

In a cooperative relay network, the cooperative relay nodes can as-

sist the source node to broadcast the signals to the destination node,

however the cooperative relay nodes have different locations so each

transmitted signal from the source node to the destination node must

pass through different paths causing different attenuations within the
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signals received at the destination node which result in reducing the

overall system performance. Therefore, to overcome this effect and ben-

efit from cooperative communication, certain paths should be avoided

by using selection techniques [92]. In this section, the conventional re-

lay selection methods are used to ensure that the relay node with the

best end-to-end path between the source node and the destination is

used to improve the system performance and provide diversity gain on

the order of the number of transmitting relay nodes. As mentioned in

Section (5.5) and shown in Figure 5.8, each relay node is equipped with

two antennas to assist the source node to transmit its signals to des-

tination node. The resulting SNRD at the destination node assuming

maximum ratio combining, is given by

SNRD =
∑
k∈R

∑
ii∈1,2

SNRSRiik
SNRRiikD

1 + SNRSRiik
+ SNRRiikD

(5.7.1)

where R denotes the set of relay indices for the relay nodes chosen in

the multi-relay selection scheme. SNRSRiik
= |fiik|2 σ2

s

σ2
n
is the instanta-

neous SNR of the paths between the source node node and the relay

node antennas and SNRRiikD = |giik|2 σ2
s

σ2
n
is the instantaneous SNR of

the paths between the relay node antennas and the destination node,

where k ∈ 1, ..., R and ii ∈ 1, 2. These expressions give the instanta-

neous signal strength SNR between the source node and the relay node

antennas, and the relay nodes antennas and the destination node. Then

the selected relay node is chosen to maximize the minimum between
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them. The two antenna relay selection policy can be expressed as

Ω1k = min {SNRSR1k
, SNRR1kD}

Ω2k = min {SNRSR2k
, SNRR2kD} for k ∈ 1, ..., R (5.7.2)

and

R = max
k∈1,...,R

{min{Ω1k,Ω2k}} (5.7.3)

After the best relay node has been chosen, then it can be used to forward

the received signals toward the destination node. In this chapter, only

two relay nodes in which each relay node is equipped with two antennas

are selected to perform an appropriate encoding process to generate

distributed CL EO-STBC at the destination node. Moreover, it is

required to align the two signals that have different relay encoding in

terms of the construction of distributed CL EO-STBC through using a

feedback channel and multiplying them by the feedback value U1 and

U2 as shown in Figure 5.8, this will enhance the system performance.

The relay selection technique used in this chapter was also utilized

to minimize the time misalignment among the set of selected relay

nodes in addition to selecting the best relay node with the smallest

time misalignment. The procedure to perform this operation based on

CSI at the destination node is as follows

• Denote the set of available relay nodes by R each of which has

two antennas.

• Select the best group of relay nodes Rs from the available set of

relay nodes R using the max−min selection scheme in (5.7.3).

• Without loss of generality, the destination node is assumed to be
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synchronized with the best selected relay node i.e. τ1 = τ11 =

τ21 = 0.

• Without loss of generality, the time delays from each antenna of

each remaining relay nodes Rs − 1 are assumed to be the same,

because both antennas are co-located in the same relay node τk =

τ1k = τ2k ̸= 0, k ∈ 2, ..., Rs − 1.

• At this point the selection process is repeated among the remain-

ing set of the best relay nodes Rs − 1 where the relay nodes with

minimum relative interference strength β are selected such that

β(l) = min
{
τ2, τ3, ..., τNRs−1

}
for l ∈ −1,−2,−3... (5.7.4)

As mentioned in Section 3.5, normally β = 1 (i.e. 0 dB) for

τk = 0.5T and β = 0.25 (i.e. -6 dB) for τk = 0.125T .

• Finally, the best relay node chosen in the second point and the

relay node with the smallest time delay error are used to forward

the received signals toward the destination node.

5.8 Simulation Results

In this section, by assuming that each relay node is equipped with two

antennas, the simulation results of the near-optimum detection devel-

oped in this chapter are carried out, without considering the DT link

between the source node and the destination node. For comparison

purposes the results of the near-optimum detection scheme utilizing

Alamouti code in [2], sub-optimum detection as presented in Section

5.3 [3] and distributed CL EO-STBC with outer coding in perfect syn-
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chronization case are also included. It is assumed that all relay nodes

can detect the received signal from the source node correctly by using

the DF strategy and all the channels across the network are spatially

uncorrelated Rayleigh fading channels. In order to evaluate the di-

versity performance of the system, the average BER against SNR is

plotted using QPSK mapping. The SNR is defined as SNR=σ2
s/σ

2
n dB,

and both relay nodes transmit at 1/4 power.
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Figure 5.10. The BER performance of the conventional detector for
distributed CL EO-STBC and outer convolutive coding using two relay
nodes each relay node has two antennas under different time misalign-
ments βk(−1) = −6 ,−3, 0, 3 dB.

Figure 5.10 shows the BER performance of the distributed CL EO-

STBC conventional detector with outer coding utilizing two antennas

at each relay node under different time misalignments β(−1) = −6 , −

3, 0, 3 dB and set β(−2) = 0, because gk2(−1), k ∈ 1, 2, are the most
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dominate terms as mentioned earlier. It can be observed that, even

under small time misalignments β(−1) = −6 dB. The conventional

detector cannot deliver a good performance close to the performance

of conventional detector under perfect synchronization.
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Figure 5.11. The BER performance of the conventional detector for
distributed CL EO-STBC and outer convolutive coding using two relay
nodes with two antennas at each relay node and four relay node with
single antenna at each relay node has two antennas when βk(−1) = −6
dB.

On the other hand Figure 5.11 illustrates the comparison between

the conventional detector for distributed CL EO-STBC and outer con-

volutive coding using two relay nodes, each relay is equipped with two

antenna and four relay nodes, each relay node is equipped with a sin-

gle antenna respectively, when the time misalignments β(−1) = −6

dB. The simulation results in Figure 5.11 show that the conventional

detector using two antennas at each relay node provides better perfor-
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mance as compared to the conventional detector using single antenna

at each relay node. For example the value of BER = 10−3 cannot be

achieved by the conventional detector using the single antenna at each

relay node whereas the conventional detector utilizing two antennas

at each relay node requires just approximatively 8.5 dB of SNR when

β(−1) = −6 dB, in the case of two relay nodes and βk(−1) = −6,

k ∈ 2, 3, 4, in the case of four relay nodes. This is due to the number

of time misalignments among the relay nodes as shown in Table 5.1.
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Figure 5.12. The BER performance of the near-optimum detection
for distributed CL EO-STBC and outer convolutive coding using two
relay nodes each relay node has two antennas under different time mis-
alignments βj(−1) = −6 ,−3, 0, 3 dB.

Figure 5.12, shows that there is a great improvement when the pro-

posed near-optimum detection is used comparing to when the conven-

tional detection is used under imperfect synchronization. It can be ob-
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served that there is approximately a 0.5 dB degradation at BER=10−3

in the performance of proposed CL EO-STBC near-optimum detection

when β(−1) = −6 dB as compared with the CL EO-STBC conventional

detector under perfect synchronization. This degradation is increased

with high time misalignments, for example when β(−1) = 3 dB there

is approximately a 7 dB of SNR at BER = 10−3 between the proposed

near-optimum detection and the conventional detector under imperfect

synchronization.

0 2 4 6 8 10 12 14 16 18 20
10

−4

10
−3

10
−2

10
−1

10
0

SNR [dB]

A
ve

ra
ge

 B
E

R

 

 

CL EO−STBC with outer coding: PS

Proposed near−optimum β=−6 db

proposed sub−optimum  β= −6 dB [2]

Alamouti with outer coding: PS 

 Near−optimum β=−6 dB for Alamouti code [1]

Figure 5.13. The BER performance comparison of proposed near-
optimum scheme with previous detection scheme in [2] and [3].

While Figure 5.13 illustrates the BER performance comparison of

the proposed near-optimum detection scheme with the previous work

in [2] and [3]. For example at average BER = 10−3 approximately

6 dB is necessary in the case of the proposed near-optimum detection,
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approximately 6.2 dB is necessary in the case of sub-optimum detection

scheme in [3] and approximately 14.8 dB is necessary in the case of

near-optimum detection scheme in [2]. Therefore, it can be noted that

the proposed near-optimum CL EO-STBC outperforms the previous

work [2] and [3].

Table 5.1. Comparison of proposed near-optimum scheme with previ-
ous detection scheme in [2] and [3].

Detection Near-optimum Sub-optimum proposed near
Scheme detection in [2] detection in [3] -optimum

detection
Number of
Relay nodes 2 4 2
Number of
antennas at
relay nodes 1 1 2
Number of
time

misalignments 1 3 2
Complexity at
destination Low High Low

Complexity at
relay node Low Low High
DT Link Not needed Needed Not needed
Cooperative
diversity
order 2 4 4

Table 5.1, illustrates the comparison between the proposed near-

optimum and previous work [2] and [3], it can be seen that the coop-

erative diversity order of four can be obtained by using near-optimum

and sub-optimum detection scheme for CL EO-STBC, however, the

sub-optimum detection requires the DT link between the source node

and the destination node whereas the proposed near-optimum does not

require the DT link between the source node and the destination node.
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While in the near-optimum detection in [2] cooperative diversity order

cannot exceed more than two by utilizing the Alamouti code.
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Figure 5.14. Comparison of the BER performance of the proposed se-
lection relaying scheme with no selection relaying scheme for distributed
CL EO-STBC using two relay nodes each relay node has two antennas,
where R∈ 1, ..., 6.

The performance of the proposed relay selection schemes utilizing

distributed CL EO-STBC at the relay node antennas is depicted in Fig-

ure 5.14. The results confirm that the proposed relay selection schemes

significantly improve the BER performance over the conventional dis-

tributed CL EO-STBC with no relay selection employed. For example,

at a BER of 10−3, the proposed relay selection schemes requires approx-

imately 4.5 dB of SNR while the conventional distributed CL EO-STBC

scheme requires approximately 5.9 dB of SNR. Furthermore, relay selec-

tion schemes with near-optimum detection scheme when β(−1) = −6
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dB provides 0.9 dB improvement over the distributed CL EO-STBC

scheme under perfect synchronization.

5.9 Chapter Summary

In this chapter the performance of two novel detection approaches were

proposed and analyzed by utilizing distributed CL EO-STBC with

phase rotation [15] and outer convolutive coding for wireless relay net-

works over frequency flat fading under imperfect synchronization. A

system with two and four relay nodes, each relay has two or one an-

tenna respectively, is demonstrated in particular.

Through the simulation results and analysis process, it was shown

that both approaches are an effective at removing ISI at the destination

node caused by time delay between the relay nodes with computational

complexity detection at the destination node depending upon the con-

stellation size. However, when the complexity of ML detection was

considered in Section 5.6, it showed that the near-optimum detection

scheme is less complex as compared with the sub-optimum detection

scheme in Section 5.3 [3], this is because the near-optimum detection

process relies only on the information from the relay node antennas

and also due to reducing the timing error among the relay nodes when

equipped with two antennas on each relay node. Furthermore, the

fourth diversity order with coding gain and unity data transmission

rate between the relay nodes and the destination node are exploited by

both approaches.

Moreover, it has been shown through simulation results that a sim-

ple max−min relay selection method was effective in enhancing the

system performance by selecting the best links and the smallest time
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delay error for cooperative transmission together with exploiting the

available cooperative diversity order of four as compared to distributed

CL EO-STBC with outer coding under perfect synchronization among

the relay nodes without relay selection.

Finally, the feedback resolution was restricted to two-bits which is

practically achievable in the bi-directional control channels present in

many communication systems. To reduce the high cost and high com-

plexity due to the increased feedback information, in the next chapter

a new one-bit feedback scheme for asynchronous relay network utiliz-

ing EO-STBC and orthogonal frequency division multiplexing (OFDM)

type transmission over frequency flat channels will be presented.



Chapter 6

ENHANCEMENT OF

DISTRIBUTED CL EOSTBC

In this chapter a new closed-loop scheme for distributed extended or-

thogonal space time block coding (EO-STBC) with one-bit feedback

based on selection cyclic phase rotation for two relay nodes each equipped

with two antennas is proposed. Furthermore, this approach is applied

to asynchronous cooperative relay networks using orthogonal frequency

division multiplexing (OFDM) type transmission over frequency flat

channels.

6.1 Introduction

Distributed space time block codes (STBCs) were proposed to provide

both full cooperative diversity and full data transmission rate for wire-

less relay node networks, each relay node equipped a single antenna.

However, higher order STBCs have been proposed but either coop-

erative diversity gain or full data transmission rate must be relaxed.

A distributed quasi orthogonal STBC (QO-STBC) [43] for four relay

nodes, each having only one antenna, which achieves full data transmis-

sion rate at the expenses of loss in cooperative diversity gain has been

164
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designed [7]. In order to fully realize the benefits of distributed STBC

for cooperative relay networks, channel state information (CSI) should

be available at the relay nodes through feedback from the destination

node. This would provide a good strategy to improve the performance

of many physical layer techniques, including distributed STBC. There-

fore, a closed-loop (CL EO-STBC) with two-bit feedback scheme was

presented in [15] and [16] (See Appendix A) to achieve full data trans-

mission rate and full diversity gain for point-to-point systems, however,

these two closed-loop schemes required more than a single bit of feed-

back for each transmission block.

In this chapter a new distributed CL EO-STBC for wireless relay

network with two relay nodes, each equipped with two antenna us-

ing only one-bit feedback based on selection of cyclic phase rotation is

proposed to enhance cooperative diversity and improve the system per-

formance. In particular, a new one-bit scheme is developed to eliminate

the self interference from adjacent symbols in the distributed EO-STBC

scheme. In this scheme, phases of symbols are rotated from relay node

antennas in a prescribed way based upon CSI, which is fed back from

the destination node. The rotation is effectively equivalent to rotating

the phases of the corresponding channel coefficients.

As a result, the proposed one-bit feedback scheme achieves full coop-

erative diversity order of four for two relay nodes, each being equipped

with two antennas, resulting in a significant improvement in the bit

error rate (BER) performance with a significantly reduced amount of

feedback compared to previous closed-loop schemes in [15] and [16]

in distributed STBC for synchronous cooperative relay networks. The

assumption of synchronization is not realistic due to the distributed na-
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ture of each relay node, therefore, recently, asynchronous cooperative

diversity has been discussed in [25], [24] and, [94].

Most of these approaches were proposed for flat fading channels and

using the DF strategy at the relay nodes, where each relay has a sin-

gle antenna. In [27] a simple distributed A-STBC transmission scheme

based on OFDM type transmission was proposed to combat the timing

error between relay nodes, however this is only valid for the case of

two relay nodes as mentioned earlier. Therefore, in this chapter, the

proposed one-bit feedback EO-STBC is applied along with OFDM type

transmission for asynchronous relay networks over frequency flat fad-

ing channels by implementing OFDM type transmission at the source

node and using amplify-and-forwared (AF) type transmission [7], time

reversal (TR) and complex conjugating at two relay nodes, each being

equipped with two antennas to reduce timing error among the relay

nodes.

The organization of this chapter is as follows, a complete character-

ization of the distributed EO-STBC scheme for relay nodes with two

antennas is introduced in Section 6.2. In Section 6.3 a new distributed

one-bit feedback algorithm based on selection cyclic phase rotation is

presented. The case of imperfect synchronization using the proposed

feedback scheme along with OFDM type transmission for two relay

nodes with two antenna on each relay node over frequency flat fading

channels is considered in Section 6.4. In Section 6.5 the performance

of the proposed feedback scheme is simulated and compared with that

of existing feedback schemes. Finally, Section 6.6 concludes and sum-

marizes this chapter.
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6.2 Complete Characterization One-Bit Feedback EO-STBC

6.2.1 System Models

As shown in Figure 6.1 the proposed distributed CL EO-STBC scheme

with one-bit feedback based on selection of cyclic rotation for two relay

nodes with two antennas on each relay node and only a single antenna

located at the source node and the destination node, without direct

transmission (DT) connection between the source node and the desti-

nation node, is presented. As mentioned in Section 5.5, the distance

between each pair of antennas in each relay node is assumed to be

equal to half of the transmitted wavelength and all the relay nodes are

subjected to half duplex constraint.
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Figure 6.1. Basic structure of distributed CL EO-STBC scheme using
one-bit feedback based on selection cyclic phase rotation for wireless
relay networks with two antennas at each relay node and one antenna at
the source and the destination node with two phases for the cooperative
transmission process.

All wireless channels are assumed to be flat fading channel with zero-

mean and unit-variance complex Gaussian random variables, where fik

denotes the channel coefficient between the source node and each an-

tenna of each relay node and gik denotes the channel coefficient between
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each antenna of each relay node and the destination node, where i ∈ 1, 2

denotes the number of antenna on each relay node and k ∈ 1, 2 denotes

the number of relay nodes in the network, also it is assumed that the

destination node knows all the fading coefficients fik and gik and all re-

lay antennas are synchronized at the symbol level. In order to achieve

full cooperative diversity gain in the case of two relay nodes equipped

with two antennas in each relay node, a new closed-loop scheme uti-

lizing only one-bit feedback based on selection of cyclic phase rotation

is used. Therefore the transmission signals from all relay node anten-

nas are multiplied by two phase factor before being transmitted from

each antenna of each relay node as shown in Figure 6.1 to reduce the

interference factor between estimated symbols and achieve cooperative

diversity gain in proportion to the number of transmitting antennas at

the relaying stage.

6.2.2 Distributed One-Bit Feedback EO-STBC for Relay Nodes

with Two Antennas

The communication process consists of two phases in most cooperative

communication systems as mention in Section 3.2 [7] and [10]. In the

first phase the source node broadcasts the signal
√
P1s to antennas of

each relay node, which is encoded into groups of two symbols at the

source node as s = [s1, s
∗
2]

T , where (.)T denotes the transpose and P1 is

the average transmit power at the source node for every channel use.

Therefore, the received signal vector at each antenna of each relay node

is represented as rik, which is corrupted by both the fading coefficients

fik and the noise term nik at each antenna of each relay node and can

be expressed as follows
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rik =
√

P1fiks+ nik for i, k ∈ 1, 2 (6.2.1)

where nik = [n1
ik, n

2
ik]

T is an additive Gaussian noise vector at each

antenna of each relay node with distribution CN(0, σ2
nI2), where I2

is the 2 × 2 identity matrix. The distributed open-loop EO-STBC

codeword S formed at the destination node has the following form

S = [s11 s21 s12 s22] (6.2.2)

where si1 = [s1,−s∗2]
T and si2 = [s2, s

∗
1]

T , i ∈ 1, 2, indexes the antenna

in each relay node. It is clear that S in (6.2.2) is the 2×4 building block

form of the well known Alamouti code as presented in Section 2.2 [5].

As mentioned in previous chapters by employing distributed open-loop

EO-STBC, the full cooperative diversity gain cannot be achieved in

the case of two relay nodes, each relay node equipped with two anten-

nas, due to the channel dependent interference term, which reduces the

cooperative diversity gain and the signal-to-noise ratio (SNR) at the

destination node. In order to overcome this issue, the new feedback

scheme has been proposed with this model by using only one-bit feed-

back based on selection of cyclic phase rotation. Therefore, the entries

of the codeword S in (6.2.2) are multiplied by two phase factors be-

fore transmission from each antenna of each relay node, then the code

matrix of this proposed scheme can be presented as follows

S =

 s1e
jθ1 s1e

jθ2 s2e
jθ1 s2e

jθ2

−s∗2e
−jθ2 −s∗2e

−jθ1 s∗1e
−jθ2 s∗1e

−jθ1

 (6.2.3)

where the rows represent an antenna index on each relay node and the

columns represent a time transmission periods for distributed CL EO-
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STBC. From the code matrix S in (6.2.3), it is shown that all symbols

are multiplied by e±jθ1 or e±jθ2 , where θ1 and θ2 are available to be fed

back in the angle feedback scheme. Then each antenna of each relay

node, which operates in a distributed manner, transmits the received

signals from the source node as a linear combination of the received

signal and its conjugate denoted by tik, i, k ∈ 1, 2. Each relay node

employs with a pair of fixed 2× 2 unitary matrices Ak and Bk to form

the code, therefore the transmitted signal from each antenna of each

relay node can be modelled as follows

tik =

√
P2

P1 + 1
(Akrik +Bkr

∗
ik)

=

√
P1P2

P1 + 1
(fikAks+ f ∗

ikBks
∗)

+

√
P2

P1 + 1
(Aknik +Bkn

∗
ik) (6.2.4)

where P2 denotes the average transmit power at each antenna at each

relay node for every channel use. In this model each antenna of each

relay node is designed to use the following matrices:

A1 =

1 0

0 1

 , B1 = A2 =

0 0

0 0

 , B2 =

0 −1

1 0


Therefore the received signal at the destination node can be modeled

as follows

y =
2∑

k=1

(g1kt1kU1 + g2kt2kU2) +w (6.2.5)

where gik denotes the channel coefficients between each antenna of each

relay node and the destination node and they are assumed to be zero-

mean and unit-variance complex Gaussian random variables, where

i, k ∈ 1, 2, w = [w1, w2]
T is the total additive Gaussian noise vector
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at the destination node with distribution CN(0, σ2
nI2), and

U1 =

ejθ1 0

0 e−jθ2

 and U2 =

ejθ2 0

0 e−jθ1


In this model, it is assumed that the special case that Ak = 0, Bk is

unitary or Ak is unitary and Bk = 0, then the following variables are

defined as follows

Â1 = A1 f̂i1 = fi1 n̂i1 = ni1 si1 = si1

Û11 = U1 Û21 = U2

 if B1 = 0

Â2 = B2 f̂i2 = f ∗
i2 n̂i2 = n∗

i2 si2 = si2

Û12 =

 0 e−jθ2

−ejθ1 0

 Û22 =

 0 e−jθ1

−ejθ2 0




if A2 = 0

(6.2.6)

Therefore, the received signal (6.2.5) at the destination node can be

written as follows

y =

√
P1P2

P1 + 1
SH+w (6.2.7)

where

S = [Â1Û11s11 Â1Û21s21 Â2Û12s12 Â22Û22s22],

H = [f̂11ĝ11 f̂21ĝ21 f̂12ĝ12 f̂22ĝ22]
T

and

w =

√
P2

P1 + 1

(
2∑

k=1

(g1kÂkÛ1kn̂1k + g2kÂkÛ2kn̂2k)

)
+ nrd

where nrd = [n1
rd, n

2
rd]

T is an additive Gaussian noise vector at the des-

tination node with zero-mean and unit-variance. Since S is a codeword
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in distributed CL EO-STBC given in (6.2.3) and the channel coeffi-

cients fik and gik are known at the destination node, where i, k ∈ 1, 2,

the maximum likelihood (ML) decoding is given by

ŝ = argmin
S

∥y−
√

P1P2

P1 + 1
SH∥2F (6.2.8)

where ||.||F indicates the Frobenius norm and S is the set of all possible

vector symbols. If the total power per symbol transmission used in

the whole network is fixed as P , the optimal power allocation that

maximizes the expected receive SNR is modelled as

P1 =
P

2
and P2 =

P

MRR
(6.2.9)

where R is the number of relay nodes andMR is the number of antennas

on each relay node. Thus, the optimum power allocation is such that

the source node uses half the total power and the relay nodes share the

other half [6] and [72]1.

6.3 Enhancement by Distributed One-Bit Feedback Based on

Selection of Cyclic Rotation

By substituting (6.2.4) into (6.2.5) and taking the conjugate of y2 in

(6.2.5), the equivalent channel matrix corresponding to the code matrix

(6.2.3) can be represented as follows

1When log P >> 1, distributed CL EO-STBC achieves diversity MR(1 −
loglogP/logP ). As P → ∞, distributed CL EO-STBC achieves full cooperative
diversity gain in proportion to the number of transmitting antennas on all relay
nodes
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H =

 f11g11e
jθ1 + f21g21e

jθ2 f ∗
12g12e

jθ1 + f ∗
22g22e

jθ2

f12g
∗
12e

jθ2 + f22g
∗
22e

jθ1 −f ∗
11g

∗
11e

jθ2 − f ∗
21g

∗
21e

jθ1

 (6.3.1)

Therefore, the Grammian matrix can be calculated by applying the

matched filter at the destination node with HHH matrix, where (.)H

denotes Hermitian transpose and is given as

HHH =

 λc + λf 0

0 λc + λf

 (6.3.2)

where λc indicates the conventional channel gain for two relay nodes

with two antennas at each relay node, and given by

λc =
2∑

k=1

(| f1kg1k |2 + | f2kg2k |2) (6.3.3)

and λf can be interpreted as the channel dependent interference pa-

rameters, and given by

λf = 2ℜ(f ∗
11g

∗
11f21g21 + f12g

∗
12f

∗
22g22)e

j(θ2−θ1) (6.3.4)

where ℜ{.} denotes the real part of a complex number. The feedback

performance gain λf , which changes with the defined value of ej(θ2−θ1),

which are determined by using one-bit feedback based on selection of

the cyclic phase rotation θ1 and θ2. It is well known that the presence

of the channel dependent interference λf may be negative, this leads to

cooperative diversity loss. Moreover, the SNR at the destination node

can be calculated as follows
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SNR =
λc + λf

MRR

σ2
s

σ2
n

(6.3.5)

where σ2
s is the total transmit power of the desired signal and σ2

n is

the noise power at the destination node. It is obvious that if λf > 0,

the designed closed-loop scheme can obtain additional performance and

provide fourth order diversity at the destination node by using two relay

nodes with two antennas at each relay node, which leads to an improved

SNR at the destination node. Therefore the design criterion of one-bit

feedback scheme based on selection of cyclic phase rotation as shown

in (6.2.3) is proposed. In this approach each element of the feedback

performance gain of gf in (6.3.2) should be real and positive which can

be achieved by adopting one-bit feedback b = 0 or b = 1 to indicate

whether

ℜ(f ∗
11g

∗
11f21g21 + f12g

∗
12f

∗
22g22) ≥ 0 b = 0

or

ℜ(f ∗
11g

∗
11f21g21 + f12g

∗
12f

∗
22g22) < 0 b = 1

Then this one-bit information will be fedback to each antenna of each

relay node. At relay nodes, first judge the value of b if b = 0, which

can be achieved by seting θ1 = θ2 = 0 or θ1 = θ2 = π which ensures

ej(θ2−θ1) = 1, and if b = 1, which can be achieved by seting θ1 = π and

θ2 = 0 or θ1 = 0 and θ2 = π which ensures ej(θ2−θ1) = −1.

The solution for the proposed closed-loop scheme using one-bit feedback

based on selection cyclic phase rotation can be expressed as follows
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b =



0, ℜ(f ∗
11g

∗
11f21g21 + f12g

∗
12f

∗
22g22) ≥ 0

set θ1 = θ2 = 0 or θ1 = θ2 = π

1, ℜ(f ∗
11g

∗
11f21g21 + f12g

∗
12f

∗
22g22) < 0

set θ1 = π θ2 = 0 or θ1 = 0 θ2 = π

It can be seen that the proposed scheme is different from [15] and [16]

in the sense that the proposed scheme chooses just one-bit feedback to

maximize the value of λf and by selection of cyclic phase rotation.

6.4 OFDM Based Approach for Asynchronous Wireless Relay Chan-

nels

6.4.1 OFDM Based Approach for Frequency Flat Fading Chan-

nels

In this section, a distributed CL EO-STBC-OFDM scheme with one-bit

feedback based on selection cyclic phase rotation for asynchronous re-

lay networks over frequency flat fading channels is presented. As shown

in Figure 6.2 the OFDM type transmission with cyclic prefix (CP) is

implemented at the source node, and TR and complex conjugation are

implemented at the relay nodes. The CP at the source node is used to

remove the timing errors from the relay nodes as shown in Figure 6.2,

which operate in simple distributed STBC type mode. It is assumed

that the channels between any two nodes is quasi-static flat Rayleigh

fading.
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Figure 6.2. Basic structure of distributed CL EO-STBC scheme using
one-bit feedback based on selection cyclic phase rotation along with
OFDM and CP at the source node for wireless relay networks with
two antennas in each relay node and one antenna in the source and
the destination nodes with two phases for the cooperative transmission
process.

As mentioned in Section (6.2.1), to transmit the signal from the

source node to the destination node, they undergo two phases. In the

first phase, at the source node the signal are first mapped into a block

of N complex symbols sk = [s0,k, s1,k, ......, sN−1,k]
T , k ∈ 1, 2. Subse-

quently, each length N block of modulated symbols is fed to an OFDM

modulator. In the OFDM modulator, the first and second blocks are

converted into samples for transmission using the N -point inverse dis-

crete Fourier transform (IDFT) and N -point discrete Fourier transform

(DFT) operations, respectively and can be represented as follows

S1 = IDFT(s1)

S2 = DFT(s2) (6.4.1)

thereafter, each OFDM symbol Sk, k ∈ 1, 2, is preceded by a CP with

length lcp before broadcasting them to the antennas of each relay node.
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It is assumed that lcp is not less than the maximum possible relative

timing error τmax of the signals arriving at the destination node from

each antenna of each relay node lcp ≥ τmax [27]. Denote two OFDM

symbols S1 and S2 with preceded CP as Scp1 and Scp2 and thus each

OFDM symbol consists of L , N + lcp samples.

Therefore, the received signals at each antenna of each relay node

for two successive OFDM symbols duration is denoted as rtik, which is

corrupted by both the fading coefficients fik and the noise term nt
ik and

can be represented as follows

rtik =
√
P1fikScpt + nt

ik for i, k, t ∈ 1, 2 (6.4.2)

where nt
ik is an additive Gaussian noise vector, with elements having

zero-mean and unit-variance, for each antenna of each relay node in two

successive OFDM symbol durations, and it is assumed that the channel

coefficients are constant during two OFDM symbol intervals. Denote

P1 as the transmission power at the source node, then the mean power

of the signal rtik at each relay node is P1 + 1 due to the unit variance

assumption of the additive noise nt
ik, i, k, t ∈ 1, 2 from the source node

to each antenna of each relay node in (6.4.2). Assume the total power

used to transmit the information symbols vector sk from the source node

to the destination node is P , therefore, the optimum power allocation

is used in this proposed scheme can be represented as in (6.2.9). In

the second phase the one-bit feedback scheme proposed in the previous

sections is used, i.e. multiplying the received noisy signal rtik from each

antenna of each relay node by the proper phase factor to achieve full

cooperative diversity gain. Therefore, the code matrix transmited from

the each antenna of each relay node can be modelled as follows
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

t111 t211

t121 t221

t112 t212

t122 t222


= ρ



r111e
jθ1 −ζ(r211)e

−jθ2

r121e
jθ2 −ζ(r221)e

−jθ1

(r212)
∗ejθ1 ζ(r112)

∗e−jθ2

(r222)
∗ejθ2 ζ(r122)

∗e−jθ1


(6.4.3)

where the row corresponds to each antenna of each relay node, the

column corresponds to the particular time transmission periods, ρ =√
P2

P1+1
, (.)∗ denotes the complex conjugation, and ζ(.) represents the

TR of the signals, that is, ζ(rtik(n)) , rtik(L−n), where n = 0, 1, ....., L−

1, and rtik(L) , rtik(0). The advantage at the relay nodes is that no de-

coding operation is required while only implementing very simple linear

transform operations on the received noisy signal rtik such as amplifi-

cation, conjugation, TR and reordering, where i, k, t ∈ 1.2. Moreover,

the proposed scheme does not need to decode the information symbols

or perform Fourier transform operations at the relay nodes.

At the destination node, timing synchronization is easily imple-

mented for the shortest path from the source node to the destination

node. Without loss of generality, this will be assumed to be the paths

of each antenna of the first relay node R1 as shown in Figure 6.2. Hence

the delay in sample periods of the paths from each antenna of each re-

lay node is relative to that from each antenna of the first relay node R1

and it is denoted as τi1 = 0 and there is time misalignment with each

antenna of the second relay node R2 and is denoted as τ12 = τ22 ̸= 0.

As shown in Figure 6.3 the time delays from the each antenna of the

second relay node R2 are shown identical because both antennas are

located on the same relay node.
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 � Antenna 1 Antenna 1 Antenna 2 Antenna 2 

 Frame 1  Data  CP  R1  R2 
 Frame  Frame N 

Figure 6.3. The basic structure of the transmission frames with re-
spect to each antenna of R1 is synchronized to the destination node,
while each antenna of R2 is not synchronized to the destination node.

To process the signals at the destination node firstly the CP removal

is preformed for each OFDM symbol as in a conventional OFDM sys-

tem. Then the reordering process needs to be preformed on the second

OFDM received signal to correct for the misalignment caused by the

TR in (6.4.3). This can be preformed by shifting the last lcp samples

of the N -point vector as the first lcp samples. Finally, the received sig-

nals are transformed by the N -point DFT. Since the signal from each

antenna of the second relay node arrives at the destination node with

timing error τk = τ12 = τ22, later than the signals from each antenna of

the first relay node, the orthogonality between subcarriers can still be

maintained because τmax is assumed to be not greater than the length

of lcp. The delay in the time domain corresponds to a phase term in

frequency and can be expressed as follows

fτk = [f τk
0 , f τk

1 , ....., f τk
N−1]

T (6.4.4)

where f τk
m = e−j2πmτk/N , where k ∈ 1, 2 and m ∈ 0, 1....., N − 1, the

received signals at the destination node at two time transmission peri-
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ods after the CP removal, reordering the second OFDM received symbol

and the DFT transformation is denoted asYk = [y0,k, y1,k, ......., yN−1,k],

k ∈ 1, 2 and can be written as

Y1 =

√
P2

P1 + 1
[DFT(t111)g11 +DFT(t121)g21

+ (DFT(t112)g12 +DFT(t122)g22)⊗ fτ1 ] + n1
rd (6.4.5)

Y2 =

√
P2

P1 + 1
[−DFT(t211)g11 −DFT(t221)g21

+ (DFT(t212)g12 +DFT(t222)g22)⊗ fτ2 ] + n2
rd (6.4.6)

where ⊗ is the Hadamard product and nt
rd is additive Gaussian noise at

the destination node with zero-mean and unit-variance where t ∈ 1, 2.

Using the identities as in [27], (DFT(s))∗ = IDFT(s∗), (IDFT(s))∗ =

DFT(s∗) and (DFT(ζ(DFT(s)))) = IDFT((DFT(s))). Therefore, the

received signals (6.4.5) and (6.4.6), conjugated for convenience at two

transmission periods can be written as in the following EO-STBC code

form at each subcarrier m; 0 ≤ m ≤ N − 1

 Ym,1

Y ∗
m,2

 =

√
P2P1

P1 + 1
Hm

 sm,1

s∗m,2

+wm (6.4.7)

where wm = [wm,1, wm,2]
T denotes the total additive Gaussian noise

vector at the relay nodes and the destination node and

Hm =

 hm,11e
jθm,1 + hm,21e

jθm,2 (hm,12e
jθm,1 + hm,22e

jθm,2)f τ1
m

(h∗
m,12e

jθm,2 + h∗
m,22e

jθm,1)f τ2
m −h∗

m,11e
jθm,2 − h∗

m,21e
jθm,1


(6.4.8)
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where

hm,ik =


fm,ikgm,ik if k = 1

f ∗
m,ikgm,ik if k = 2,

where i, k ∈ 1, 2, m ∈ 0, 1....., N − 1, from (6.4.7) and assuming CSI

at the destination node, the conventional one-bit feedback EO-STBC-

OFDM detection can be carried as follows

• Multiply the received signal Y = [Ym,1, Y
∗
m,2]

T in (6.4.7) by the

matched filter HH to form the detection vector ĝ = [ĝm,1, ĝm,2]
T

as follows  ĝm,1

ĝm,2

 = HH
mHm

 Ym,1

Ym,2

 (6.4.9)

• Applying the LS detection method to obtain the detection results

ŝm,k

ŝm,k = arg min
sm,k∈S

∥ĝm,k −
√

P2P1

P1 + 1
HmSm,k∥2 (6.4.10)

where S is the set of all possible vector symbols and P is the total

transmission power in the whole network, therefore the optimal power

allocation that maximizes the expected receive SNR is modelled as in

(6.2.9).

6.4.2 One-Bit Feedback Scheme for Asynchronous Wireless Relay

Channels

As mentioned in Section 6.3, by applying the matched filter at the

destination node with the channel matrix in (6.4.8) for each of m sub-
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carriers, the Grammian matrix can be obtained as in (6.3.2) where

λcm =
∑2

i=1(|fm,i1gm,i1|2 + |fm,i2gm,i2|2) corresponds to the conven-

tional gain for two relay nodes, each relay has a two antenna and

λfm = 2ℜ(hm,1 + hm,2)e
j(θm,2−θm,1) corresponds to the feedback per-

formance gain where

hm,k =


f ∗
m,11g

∗
m,11fm,21gm,21 if k=1

fm,12g
∗
m,12f

∗
m,22gm,22 if k=2,

It is clear that if λfm is positive, it corresponds to a type of array gain,

assuming the destination node knows CSI, the design criterion of one-

bit feedback for each of m subcarriers can be designed by adapting the

value of b = 0 or b = 1 to find the value of the phase angles which is

from the set of {θm,1, θm,2} = [0, π] as follows

b =



0, ej(θm,2−θm,1) = 1

set θm,1 = θm,2 = 0 or θm,1 = θm,2 = π

1, ej(θm,2−θm,1) = −1

set θm,1 = π θm,2 = 0 or θm,1 = 0 θm,2 = π

It is obvious that if λfm > 0, the closed-loop one-bit feedback design

can obtain additional performance gain which leads to an improved

SNR at the destination node as mentioned in Section (6.3).

6.5 Simulation Results

In this section, the end-to-end bit error performance of the proposed CL

EO-STBC using only one-bit feedback based on selection of cyclic phase

rotation in distributed cooperative relay network is simulated. It is
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assumed that in all simulation results all the channels in the network are

quasi-static flat fading channels. The average BER performance against

the average transmitted power P1 at the source node was simulated by

using quadrature phase shift keying (QPSK) modulation.

In Figure 6.4, simulation results comparing the performance of the

proposed closed-loop scheme with the previous closed-loop schemes by

applying these schemes in a distributed manner and employing two

relay nodes, each having two antennas.

10 15 20 25 30 35 40
10

−4

10
−3

10
−2

10
−1

10
0

Power  (P
1
)  [dB]

A
ve

ra
ge

  B
E

R

 

 

Distributed Alamouti one relay

Distributed open−loop EO−STBC

Previous distributed CL EO−STBC  [15]

Previous distributed CL EO−STBC  [14]
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Figure 6.4. A comparison of BER performance as a function of trans-
mit power of the proposed scheme and with the previous feedback
schemes in two relay nodes with two antennas in each relay for a wireless
network.

It can be observed that all the distributed CL EO-STBC schemes

obtain better performance than the distributed open-loop EO-STBC.

In particular, it is clear that the proposed one-bit feedback scheme
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provides an improved performance for instance at 10−3, it provides a

power saving approximately 5 dB as compared to the distributed open-

loop scheme, approximately 2.5 dB as compared to distributed CL EO-

STBC in [16] and approximately 2 dB as compared to distributed CL

EO-STBC in [15]. Furthermore, the distributed A-STBC using only

one relay node equipped with two antennas is included as reference.

The proposed scheme at bit error probability of 10−3 provides a power

saving of approximately 8 dB improvement as compared to distributed

A-STBC.
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Figure 6.5. The BER performance as a function of transmit power
of the proposed scheme in two relay nodes with two antennas in each
relay for asynchronous wireless network.

Figure 6.5 shows the performance of the proposed scheme under

timing error among the relay nodes using OFDM type transmission

and CP at the source node to eliminate the timing error from the relay
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nodes where the length of data block N=64 with lcp = 16 and the

time delay between the relay nodes is chosen between 0 and 11 with

uniform distribution. The figure shows that when the CP is greater

than the time delay the system delivers a good performance, while if

the time delay is greater than the CP the system does not deliver a

good performance.

6.6 Chapter Summary

In this chapter, a new one-bit feedback based on selection cyclic phase

rotation is proposed along with OFDM type transmission for asyn-

chronous relay networks over frequency flat fading channels. In this

scheme, only one-bit of feedback was used to determine the transmis-

sion phase terms applied to the symbols from the antennas of each

relay node. This is considerably lower feedback overhead as compared

to the previous feedback schemes and this proposed scheme can effec-

tively provide full cooperative diversity gain with array gain as well as

full data transmission rate between the relay nodes and the destina-

tion node, while each symbol is decoded separately utilizing only linear

processing. From the simulation results it is clear that the proposed

feedback scheme can enhance the performance of the system with the

feedback information limited to only one-bit, as such it outperforms

previous feedback schemes in distributed cooperative relay networks

and provides robustness to an asynchronous cooperative relay network

link between the source node through relaying stage to the destination

node. Furthermore, employing two antennas on each relay node will

reduce timing error among the relay nodes as compared to using four

relay nodes each having a single antenna.



Chapter 7

CONCLUSION

This concluding chapter summarizes the results that were presented in

this thesis. Furthermore, some open problems are pointed out, giving

possible research directions for the future.

7.1 Conclusion

In this thesis, the design of distributed space time block coding (STBC)

methods over frequency flat fading channels were developed for asyn-

chronous cooperative relay networks. The impact of synchronization

error among the relay nodes in cooperative communication systems

is one of the most important research areas. With asynchronism the

code structure at the destination node is not orthogonal and hence the

transmitted signals are prevented from being successfully decoded at

the destination node with a conventional STBC decoder.

However, to mitigate such interference at the destination node and

deliver a good performance with full cooperative diversity, different

interference cancellation methods were proposed in this thesis.

In Chapter 3, the concept of virtual antenna array (VAA) was in-

troduced and applied to the asynchronous cooperative relay networks,

implementing distributed multiple-input multiple-output multi-stage

communication networks.

186
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In particular, a two-hop network was introduced using distributed

closed-loop quasi-orthogonal STBC (CL QO-STBC) and closed-loop

extended orthogonal STBC (CL EO-STBC) without outer coding in

a decode-and-forward (DF) cooperative relaying system employing a

parallel interference cancellation (PIC) detection scheme at the desti-

nation node for four relay nodes under imperfect synchronization as-

suming that there is a direct transmission (DT) connection between the

source node and the destination node.

These distributed closed-loop STBCs were shown to obtain full data

transmission rate between the relay nodes and the destination node and

attain full cooperative diversity order of four with simple linear decod-

ing at the destination node, unlike the distributed Alamouti STBC

(A-STBC) and distributed orthogonal STBC (OSTBC).

Simulation results illustrated that the performance gain of deploy-

ing distributed CL EO-STBC design is superior to the other distributed

STBC designs over the relay nodes. This suggested that in a coopera-

tive relay network, an increase in the number of cooperating relay nodes

must be accompanied with appropriate coding techniques to maximize

the network performance.

Although the DT link between the source node and the destination

node can reduce the effect of pathloss as well as improve the end-to-

end performance, it may not be practical to always have this DT link

due to potential obstacles between the two nodes. A new relaying

solution that employs distributed A-STBC for two relay nodes with

PIC detection at both the relay nodes and the destination node without

the DT connection between the source node and the destination node

was proposed. It demonstrated that the use of a multilevel cooperative
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multi-hop solution yields significant gains which deliver good end-to-

end bit error rate (BER) performance for a given network topology.

Moreover, simulation results confirmed that a new relaying solution

provided a significant improvement in network performance compared

to the DT link assisted cooperation using distributed A-STBC.

The advantage of these proposed schemes is the potential delivering

of full data transmission rate in each hop and cooperative diversity or-

der equal to the number of cooperating relay nodes using a DF strategy.

However, this will lead to relay node complexity.

In Chapter 4, in order to reduce the amount of processing and hard-

ware complexity at the relay nodes, the cooperative strategy for dis-

tributed STBC based on amplify-and-forward (AF) transmission type

was designed for asynchronous cooperative relay networks over fre-

quency flat fading channels employing distributed A-STBC design and

distributed CL EO-STBC design with outer coding and a PIC detec-

tion scheme at the destination node for two and four relay nodes re-

spectively. It was demonstrated that in the first phase the source node

sends signals to the relay nodes and then in the second phase the relay

nodes encode their received signals into a linear dispersion STBC and

transmit to the destination node without any decoding operation at the

relay node, which overcomes the issue of complexity at the relay node

as compared to the DF strategy mentioned in Chapter 3.

Furthermore, it was shown that both proposed schemes deliver full

data transmission rate in each stage and full cooperative diversity gain

with coding gain, the pairwise error probability (PEP) utilizing both

proposed schemes for synchronous cooperative relay network was an-

alyzed to confirm that the cooperative diversity gain is equal to the
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number of transmitting relay nodes in the case of distributed A-STBC

design and a smaller PEP was achieved due to array gain in the case

of distributed CL EO-STBC design.

Simulation results confirmed the advantage of using distributed CL

EO-STBC design in asynchronous cooperative relay networks as com-

pared with the distributed A-STBC design. A practical measure was

also used in demonstrating this performance advantage with distributed

CL EO-STBC providing a steeper BER curve than the distributed A-

STBC ensuring that a diversity order of four is achieved at the desti-

nation node for the topology considered. This means that four relay

nodes using distributed CL EO-STBC promises to deliver a better per-

formance advantage compared to two relay nodes deploying distributed

A-STBC.

In all the proposed distributed STBCs which were considered in

Chapter 3 and 4, the PIC detection scheme was shown to be very effec-

tive to combat the synchronization error at the destination node and

deliver a good performance close to the case of distributed STBC un-

der perfect synchronization as was showing in simulation results. Just

three iterations of the PIC were required; whereas maximum likelihood

(ML) detection failed to mitigate the impact of imperfect synchroniza-

tion even under small time misalignments. However, the PIC detector

had appreciable computational complexity dependent upon the number

of iterations.

In Chapter 5, two novel detection schemes were proposed for a DF

asynchronous cooperative relay network utilizing distributed CL EO-

STBC with phase rotation and outer convolutive coding to mitigate the

interference component at the destination node caused by time delay
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error between the relay nodes, whilst reducing the detection complex-

ity at the destination node. It was shown that both approaches do not

require multiple iterations and the computational complexity is only

dependent upon the constellation size Therefore, these two contribu-

tions can be considered as promising techniques for lower detection

complexity at the destination node as compared to distributed STBC

with the PIC detection scheme in Chapters 3 and 4.

Through the simulation results and analysis, it was shown that both

approaches proved to be very effective in removing ISI at the destina-

tion node caused by time delay between the relay nodes. Unity data

transmission rate was achieved between the relay node and the desti-

nation node and full cooperative diversity equal to MRR with coding

gain, where MR is the number of antennas on each relay node R, were

obtained. Furthermore, the relay selection technique was considered

with a near-optimum approach for two dual antenna relay nodes which

offer the possibility to improve the system performance as compared to

the cooperative relay system without relay selection scheme.

Finally, in Chapter 6, in order to design a closed-loop transmission

method, it was desirable to have features such as a limited amount of

feedback information. A novel closed-loop distributed EO-STBC design

with linear dispersion code using one-bit feedback information based on

selection of phase rotation was therefore proposed for two relay nodes

each equipped with two antennas to enhance cooperative diversity and

improve the network performance. It was shown that only one-bit of

feedback is required to determine the transmission phase terms applied

to the symbols from the antennas of each relay node based upon channel

state information (CSI) available at the destination node.
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As a result, the proposed one-bit feedback scheme achieves full co-

operative diversity order of four with full data transmission rate at each

hop by utilizing distributed EO-STBC design at the antennas of each

relay node and provides a significant improvement in BER performance

with a significant reduction in the a mount of feedback information and

low decoding complexity at the relay node as compared to the previous

closed-loop methods mentioned in the previous chapters.

Furthermore, this proposed scheme was applied to improve the ro-

bustness of the asynchronous wireless link between the source and the

destination nodes. Orthogonal frequency division multiplexing (OFDM)

type transmission with cyclic prefix (CP) was used at the source node

to combat the timing errors at the relay nodes. Moreover, utilizing

two antennas on each relay reduced the timing error between the re-

lay nodes as well as the decoding complexity at the destination node.

Simulation results illustrated that the proposed feedback scheme can

provide substantial performance improvement as compared to the open-

loop EO-STBC design and also the existing CL EO-STBC design.

The ultimate purpose of this thesis was to positively contribute

to scientific knowledge through developing new strategies that could

be useful in future wireless systems in particular distributed STBC in

asynchronous cooperative relay networks multi-stage relaying networks,

and this has been achieved, moreover, the work has opened up other

challenges that may catch the imagination of future researchers.
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7.2 Direction of Future Research Work

7.2.1 General Coding

• The potential concatenating of the coding schemes considered

with outer channel codes such as Turbo and low-density parity-

check (LDPC) codes in order to further increase the performance

systems and it is still open research. Moreover, such coding could

be implemented in a distributed manner.

• The investigated scenarios can be extended to any form of coding,

i.e. potentially concatenated differential space-time block, Golden

and Silver codes.

7.2.2 Cooperative Relaying

• Only a quasi-static Rayleigh flat fading channel is considered in

this thesis, the work should be extended to investigate the effects

of different fading environments.

• The performance of all proposed methods can be improved by

combining the received signal of DT connection between the source

node and the destination node during the first phase with the

transmitted signals from the relay nodes during the second phase.

• To increase the performance of distributed CL EO-STBC in Chap-

ters 3,4 and 5, the one-bit feedback scheme in Chapter 6, can be

utilized.

• All the proposed distributed STBC schemes with interference can-

cellation methods in this thesis are implemented in asynchronous
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one way cooperative relay networks, therefore extending the pro-

posed schemes in this thesis for asynchronous two way cooperative

relay networks is still an open research area.

• In most of the proposed schemes in this thesis so far, only the

case of a single source node wishing to communicate with a single

destination node via asynchronous cooperative relay nodes has

been considered. The issue can be extended and generalized to

asynchronous multi-user environments which is one of the major

potential research directions in the future.

• In Chapter 6 extending the proposed distributed CL EO-STBC-

OFDM based transmission scheme to coherent, symbol asynchronous

cooperative relay networks with timing errors and frequency off-

sets at the relay nodes is also an interesting direction for further

work. This problem has been addressed in [95] for the case of two

relay nodes.

• In Chapter 6, only distributed CL EO-STBC-OFDM is consid-

ered. The same ideas could be extended to distributed CL EO-

SFBC-OFDM as well and a comparison between these schemes

could be performed under various Doppler and delay profiles.

7.2.3 Robustness of Distributed Space Time Block Coding

• Throughout the thesis, channel state information (CSI) at the

destination node is assumed to be known perfectly. However, in

a real world application, CSI can only be estimated which obvi-

ously will introduce an error in CSI. An interesting study would

be examining the proposed schemes in this thesis with channel
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estimate imperfections, and designing robust algorithms.

• Both sub-optimum and near-optimum detection methods in Chap-

ter 5 can be applied to distributed CL EO-STBC in Chapter 4,

However only a sub-optimum detection method can be used with

distributed CL QO-STBC in Chapter 3. .

• Studying of successive interference cancelation (SIC) detection

in [96] and [97] with the proposed closed-loop STBC schemes and

comparisons with PIC detection schemes in frequency flat fading

channels is an important open problem.

• Consideration of overloading in asynchronous multi-user cooper-

ative multiple-input multiple-output (MIMO) [98] environments,

possibly exploiting more sophisticated optimization approaches,

such as genetic algorithms (GAs) in [99] and [100] is an interesting

research area.



Appendix A

CLOSED-LOOP BASED

METHODS FOR EXTENDED

SPACE TIME BLOCK CODE

FOR ENHANCEMENT OF

DIVERSITY

The closed-loop based methods of STBC for the enhancement of a di-

versity system with four transmit and one receive antennas are proposed

in [15] and [16] . In [16], for a four transmit antenna scheme, it was

proposed in order to achieve full diversity gain, that the transmitted

signal from the first and third transmit antenna are per-multiplied by

U1 = (−1)a and U2 = (−1)b, where a, b = 0, 1, respectively. Therefore,

the Grammian matrix can be calculated as in (2.3.24), where

λc = |U1|2|h1|2 + |h2|2 + |U2|2|h3|2 + |h4|2 (A.1)

and

λf = 2ℜ{U1h1h
∗
2 + U2h3h

∗
4} (A.2)
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Here, λc is the conventional channel gain for four transmit antennas,

the feedback performance gain λf in (A.2) can also be represented as

follows

λf = 2ℜ(h1h
∗
2)(−1)a + 2ℜ(h3h

∗
4)(−1)b (A.3)

This changes with the defined values U1 = (−1)a and U2 = (−1)b, which

are determined by the feedback information bits a and b. According to

the above analysis, the design criterion of the two-bit feedback scheme

was proposed to ensure that each element of the feedback performance

gain λf in (??) should be nonnegative as follows

(a, b) =



(0, 0), if ℜ(h1h
∗
2) ≥ 0 and ℜ(h3h

∗
4) ≥ 0

(0, 1), if ℜ(h1h
∗
2) ≥ 0 and ℜ(h3h

∗
4) < 0

(1, 0), if ℜ(h1h
∗
2) < 0 and ℜ(h3h

∗
4) ≥ 0

(1, 1), if ℜ(h1h
∗
2) < 0 and ℜ(h3h

∗
4) < 0

(A.4)

It can be noted that from (A.4), the feedback bits are chosen to maxmize

the value of λf in (A.3). This can lead to a larger received signal-to-

noise ratio (SNR) at the receiver and achieve full diversity order.

However, in [15] the signal transmitted from the first and the third

antennas are instead rotated by phase angles (phase shifted) U1 = ejθ1

and U2 = ejθ2 respectively while the other two antennas are kept un-

changed. The phase rotation on transmitted symbols is importantly ef-

fectively equivalent to rotating the phase of the corresponding channel

coefficients. Therefore, the conventional channel gain for four transmit

antennas can be represented as in (A.1) and the feedback performance
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gain λf in (A.3) can be represented as follows

λf = 2ℜ(h1h
∗
2)e

jθ1 + 2ℜ(h3h
∗
4)e

jθ2 (A.5)

where θ1 and θ2 can be obtained as follows

θ1 = −∠(h1h
∗
2)

θ2 = −∠(h3h
∗
3) (A.6)

This design criterion of two-bit feedback was designed to ensure that

the feedback performance gain should be real and positive, which leads

to an improved SNR at the receiver and achieve full diversity order.



Appendix B

END-TO-END BIT ERROR

RATE (BER)

If the lth stage experiences independent probability of error BER, which

is denoted here as Pb,l∈(1,K)(e), whereK is the number of relaying stages,

the probability of error free transmission at stage l can be expressed as

1− Pb,l∈(1,K)(e) (B.1)

hence the average probability of correct end-to-end transmission Pc,e2e(e)

can be expressed as the joint probability of correct transmission at each

stage, i.e.

Pc,e2e(e) =
K∏
l=1

(1− Pb,l(e)) (B.2)

A bit transmitted from a source terminal is received correctly at the

destination only when at all the stages the bits have been transmit-

ted correctly. Thus, the end-to-end BER Pb,e2e(e) can therefore be

expressed as

Pb,e2e(e) = 1− Pc,e2e (B.3)
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which at low BER at each stage can be approximated as

Pb,e2e(e) ≈
K∑
l=1

Pb,l(e)

≈
K∑
l=1

Ps,l(e)

log2(Ml)
(B.4)

where Ml is the modulating index employed at the lth stage. From

(B.4), it is clear that the end-to-end BER will be dominated by the

worst stage [12].
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