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Abstract

This thesis deals with digital communication through linear
dispersive channels, Topics related to the transmission channel are
discussed initially then the equalization of a serial synchronous
binary communication system is investigated,

An interesting nonlinear equalizer fér ﬁse at the transmitter has
recently been described in the published literature. The thesis
presents a theoretical analysis of this system, together with the
results of computer simulation tests, and propoées a simple
modification to the equalizer that maximizes the tolerance of the
data—éransmission system to additive white Gaussian noise, It is

r

shown that the original and modified equalizers are equivelent, de
, N
to the conventional nonlinear equalizer used at the receiver,

both in their basic methods of operation and in their tolerances to

noise,

\

/

A simple error detector is described which operates on the received
signal and does not require the presence of error detection codes,
This detector gives powerful protection against errors when used with
the original nonlinear equalizer at the transmitter, Furthér

- improvements are described by replacing the single element detector
by a multi-element detector in the receiver,

Finally techniqdes for adéptive adjustment of the transmitter
nonlinear equalizer tap gains are considered and computer simulation
results presented of a téchnique which increments the gains of the

nonlinear equalizer when transmitting data through time-varying

channels. y
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CHAPTER 1

(1) Introduction

The ﬁost widely used communication channel is undoubtedly the
voice-frequency channel designed for the transmission of speech,
This channel passes a band of frequencies from approximately 300
to 3000 Hz, Almost all major towns and cities throughout the
world are interconnected by the telephone network, using
voice-frequency channels, ~ With the rapidly increasing use of
computers and the corresponding increase in the quantity of digital
data transmitted to and from the larger computer installations,

L]
there is considerable Interest in using the telephone network for
the transmission of this data. It seems likely that over the
coming years there will be a steady increase in the ratio of
digital data to speech signals carried by the telephone network
for comunicatior;. between isolated locations, Over long distances,
voice-frequency channels over high frequency radioc links are often
used. The data transmission systems employ channels other than
voice-frequency channels such as microwavelinks, troposcatter links,
wire communication links., Recent developments indicate that
optical fibres can eventually be used for data transmission as well,
The problems involved in tramsmitting digital data over éll the
channels are quite similar i.e. distortion, noise, time variation
of the channels non-linearity etc; but with relative importance
of each problem according to the channels in use,

In this thesis a brief description of voice-frequency channels and
the problems involved in tramsmitting digital data over these channels,
aud the corresponding techniques for acﬁieving satisfactory
solution te these problems are presented, The limitation that is

common to all the digital data transmission channels is the

: .



distortion caused to the data signals. This thesis is concerned
with the minimization of the effect of the channel distortion by
equalization i,e; of the channel.at the transmitter of a digital
data communication system, The data communication system concerned
with this research is the one which uses synchronous serial binary
data transmission.

& An interesting technique has recentl& been propOSeﬁ for use in
data transmission systems in whicﬁ the data signal at the transmitter
is fed through a feedback transversal filter that acts as an
equalizer for the channel apd inrcludes a nonlinear network whose
output signal 1s essentially the "modulo-n" of its input signal,

ref, (1-3), The arrangement is sometimes referred to as the matched
transmission technique, ref. ( 3 ), and it has been shown that it is
an extension or generalization of the various correlative level |
coding and partial response teéhniqueo described in tﬁe publighed
literature, ref. (3-19)

% Recent investigation have shown that comsiderable advantages in
tolerance to additive noise can be achieved by nonlinear equalizers
compared te linear equalizers when the channel iﬁtroduces significant
amplitude distortion, ref, (20-37). It is therefore of interest to
compare the performance éf the new equalizer with the performance of
the more conventional linear and noniinear egualizets.

This thesis is not concerned with the details of the practical
implementation of the equalizer but Is primarily coﬁcerned wiéh the
basi¢ principles of the equalizer'and'with a modification of the
eduﬁlizer that optimizes the tolerance of the data-communication
system .to additive white Gaussian noise,

The method of operation of the equalizer, in its original and
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modified forms-is described, and the tolerances of the corresponding
data-transmission systems to additive white Gaussian ﬁoise are
estimated theoretically, Eéch form of the equalizer is compared
with the corresponding con&entional nonlingar equalizer used at the
receiver, A simple error detector is then described which operates
on the received signal, with no need for any redundant Aata for the
purpose of error detection. Further improvements to error detector
are invésgigaced which involves the replacing of the single element
detector by a multi element detector,

Finally tﬁe results of computer simulation tests of the system
operating over 21 different channels in the presence of additive
white Gaussian noise, are presented and compared with the theoretical
estimates,

The techniques of maintaining the modulo-n feedback equalizer
correctly matched to a time-varying channel are investigated. The
performance of an iterative technique is tested by computer simulation
and for different channels, graphs of convergence of this algorithm
are presented.'

The nonlinear equalizer in either of its two forms can be used
over a very wide range of transmission rates, from a few bits per
second to several megabits per secohd. Examples of practical
channels that are suitable for the equalizer are telephone circuits,

600-ohm, pairs, coaxial-cable links, and fibre-optic links.
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Propertiés of volce-frequency telephone channels



CHAPTER 2 T

(2-1) Transmission Properties of Telephone Circuits

A telephone circuit connecting one subscriber to another will normally
be made up of several links connected in tandem, These links are
usually of three distinct types unloaded or loaded audio, or a carrier
link. Microwave, satellite and radio frequency links are sometimes
used for long distance telephone circuits. A typical telephone circuit
could be made up of the following arrangement of individual links:
unloaded audio, loaded audio, carrier, loadéd audio and unloaded audio.

Due to the several links involved the types of distortion to be
expected over a telephone circuit will usually be a combination of the
distortion of individual links. Unloaded audio links are generally
short and have a delay distortﬂxhand attenuation distortion .although

negligible at low frequencies, which Increase as the square root of

)

the frequency. The links however have a high attenuation per mile that
prevent(the use of them forlong distance communication, Loaded audio links
may be very much longer, inductanggs are inserted at regular intervals
to improve the high attenuation with distance characteristics of
unloaded audio links, Their attenuation characteristics resemble that
of a low pass filter, which increases rapidly with frequencies above
3000 Hz. Loaded audio links longer than few miles in length require
repeate}s (amplifiers) to offset the attenuation introduced by the line,
and they are spaced at regular intervals. The amplifiers that are
employed pass signals in one direction, two amplifiers are req;ired,

one for each direction. Thus a 4-wire line is needed to carry signals
in both directions. WMost subscribers are connecged to the local
exchange via single pair of wires, carrying signals in both directions.

ircuit contains repeaters or carrier links,

When a telephonc ¢

<

arrangements must be made to couple 2-wire lines to 4-wire lines. This

is achieved by means of hybrid transformers. Hybrid transformers feed

b



signals }fom 2-wire lines to 4-~wire lines, or vice versa. These
transformers most often are mismatched and the resuit of this is that
signals from go channels are passed to return channels, Signals can
pass from one channel to another with steadily decreasing levels,
causing signal to be dispersed. When ; continuous sequence of signal
elements is g;ansmitted, due to dispersion‘effect, each received
element can overlap the following elements and interfere with them.
This is known as intersymﬁol interference.

Carrier links are in general the longest aﬁd use wideband channels
fof transmission. The wideband channel carries several signals in an
arrangement of frequency division multiplexing. Due to the fiiters
employed in modulation, demodulation and multiplexing process, these
carrier links have the characteristic property of attenuating and
introducing delay distortion at low frequenciés of the transmission
band. The main source of distortion introduced in a carrier link
ceriginates in the terminal equipment and is relatively independent'oﬁ X
the length of the link. The carrier links also introduce a small and

variable shift in the frequency location of the transmitted signal

spectrum, ref. (49),

(2-2) Types of Telephone Circuits

Telebhone circuits themselves may be divided into two groups,
private and switched lines, A private line is one which is rented
permanently or on a part time basis by the subscriber., It is not
connected to the automatic switches in the exchange and also
diéconnected from the battery supplies which are used for d.c. signalling
and various other purposes by the post'office. A switched line is the
circuit obtained when using an ordinary telephone te set up the call.
This line is connected through transmission bridges, 2 number of switches,

exchange battery supplies, and when compared to private lines has a
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narrower bandwidth., The noise level over switched lines is in general

very much higher than that over private lines.

(2-3) Attenuation and Group Delay Characteristics of Telephone
Circuits,

For intelligible voice frequency,transmission frequencies above
3000 Hz and below 300 Hz are not needed, There is also gradually
increasing attenuation at frequencies above 1100 Hz éor circuigs
containing audio and carrier links, On some carrier links, to
prevent the false operation of post office in band-voice frequency
signaliing equipment, frequency band from 450 to 900 Hz can not be
used fo? data transmission. The available frequency band for data
transmission of a switched line involving long audio and carrier links
is limited to 900 Hz to 2100 Hz with a narrow band of 300 Hz to 450 Hz,
This narrow frequency band is mainly used as a return line from the
receiver to transmittér by the data transmission equipment, ref, (50).

Delay distortion causes time spreading of transmitted signal and
restricts the transmission rate. The delay distortion varies with
the type of liﬁe and circuits involving long audio and carrier links have
the worst delay distortion. Private lines usually have better delay
distortion characteristics than switched lines, Figs. (2-1a) and (2-1b)
demonstrate the characteristics of telephone circuits which is a
rising atténuation with frequency, for frequencies above about 1100 Hz.
Fig. (2-1c¢) shows a-typical group delay characteristic for a circuit
containing both audio and carrier links. The group delay inéreases
towards the lower and upper ends of the frequency band, these being
a delay distortion oflabout one millisecond in the frequency band
600 ~.2800 Hz, Fig. (2-1&) shows the group delay frequency

- characteristics of a poor circuit containing both loaded audio and

carrier links, The characteristic shows a delay distortion of one

Ei]
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millisecond in the frequency band 1000 - 2200 Hz. Over the worst
switched telephone lines, the delay distortion in this frequency

i

band can be about 2 milliseconds, ref. (51),

(2-4) Characteristics of the Nolise on Telephone Lines

The noise on telephone circuits can be classified into two groups,
additive and multiplicative. Additive noise ig where a noise waveform
is added to the transmitted signal, and multiplicative noise is where
a:nolse waveform modulates the amplitude and the frequency of the
transmitted signal.

When the noise waveform reaches a sufficlent level, its éffect is to
cause the receiver to interpret incorrectly the received signal, and
to Introduce errors at the output. Multiplicative noise causes the same
number of errcrs regardless of the signal level, whereas additive noise
causes less errors when the signal level is increased. The types of
additive noise are crosstalk, impulsive noise, and white noise.
Impulsive noise is the predominant type of moise over switched lines
where its effects will often swamp those of the other types of noise.
Crosstalk and white noise do not cause significant number of errors
unle#s the signal level is very low, ref. (52).

The emplitude modulation effects of noise'present ove; telephone circuits
are moéulation noise, transient interruptions and sudden iével changes.
Amplitude modulation of the signal by band limited white noise is the
cause of large numbers of errors over circuits with carrier links.
Transient interruptions appear as complete breaks in trarsmission
lasting from 1 to 100 milliseconds and could cause a considerable
number of errors over some of the lonéer and more complex private
line telephone circuits. These transient interruptions are less
likeiy to be important over shorter circuits, ref, (525.-

Sudden signal level changes usually of the order of 1 or 2 dB, will

' be more serious and frequent over longer and complex circuits. The



frequency modulation effects are gradual frequency drift and sudden
fréquency fluctuation. These effects occcur only over circuits
containing carvier links and they shift the frequency location of
received signal épectrﬁm. Frequency driffs could be of the order of
+ 20 Hz and sudden fluﬁthations could be of the order of + 100 Hz,
ref. (53). |

A type of noise, other than Gaussian noise, whi;h may be present
over telephone-circuiﬁs is impulse noise. This noise 1is
characterized by long, quiet intervals followed by bursts of much
higher amplitudes than would be predicted by a Gaussian distribution
law. The reason for not including impulse noise in the models used
go beyond the obvious considerations of proper characterization and
mathematical tractability. Because of tlte long quiet intervals inherent
to impulse noise, the speéd limitation of the channel is determined
by the Gaussian background noise rather than by the burst of impulse
noise. Since the impulse noise causes errors with high probability
" whether the system operates at low or high speeds, the concern in
efficient design is to protect against the ultimate limitation i.e.
Caussian noise, ref. (54).

Experimental and theoreticalwconsiderétion}have sﬁown that Lé)-
although the tolerance of a data transmission system to white Gaussian
noise fs not necesgsarily an accurate measure af its actual tolerance
to the additive noise over telephone circuits, the relative tolerances
to white Gaussian noise of different data transmission system are
nevertheless a good measure of their relative tolerances to additive
noise. Since Gaussian noise lends itself well to theoretical calculations
and is also easily produced in the laboratory, the relative tolerances
of different data transmission systems to Gaussian noige are very
usgfui measure of their relative tolerances to the édditive noise over

telephone circuits.
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CHAPTER 3

"€3-1) Maximum Transmission Rate

It has been shown by Nyquist in 1928 that the maximum signal element
rate which may be transmitted over a bandwidth B Hz, for no intersymbol
interference is 2B elements per second (Baﬁds) and known as the Nyquist
rate, In the complete absence of noise, distortion and assuming an
infinitely sensitive receiver, each signal element can have one of many
different levels as required, ref. ( 55). The information content
of each element is logyn bits, where n is the number of possible levels.
The maximum rate of transmission of infermation is new 2B logyn bits
per second. The information rate may be made as large as required.
There is an absolute limit to the rate of signal elements over a given
bandwidth, but there is no such limit to the rate of transmission of
information over a given bandwidth, ref. (49).

In practice, because noise and distortion are always preseant, the
number of different levels used for signal elements is limited and the
maximum number which may satisfactorily be used is that éhich gives an

adequate discrimination against the effects of noise and distoriion.

(3-1-1) Transmission Rates

The ﬁreferred transmission rates for use over voice frequency
channels are 600, 1200, 2400, 4800 and 9600 bits per second. The
transmission rates of 600 and 1200 can be achieved easily even on poor
channels. The rates 4800 and 9600 bits per second require the use of
sophisticated techniques. |

Binary signal elements are normally used at transmission rates of 600
;nd 1200 bits per second and 4-level {quarternary) signal elements and
used $£ 2400 bits per second. At 4800 and 9600 bits par second 8- or

16~ level signal elements may be used, ref. (49).

'
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(3-1-2) The Timing Information

A digital signal on its own has very little meaning in the absence
of the corresponding timing information. A receiver normally has
prior knowledge of the duratioﬁ of an element, but does not have
prior knowledge of positions of the element boundaries. Without this
information, correct detection of the received data signal is impossible.
The necessary timing information must therefore be transmitted with the
data signal, and the receiver must always have a means of extracting the

timing information from the received signal.

(3~2) Bascband Signals

The simplest digital data signal contains a sequence of signal
elements (units or pulses of the data signal) where each element is
binary coded hav%ng the choice of two possible levels which correspond
to the element values O and 1. Each signal element has the same
duration of T seconds and follows irmediately after the preceding
element, so that the signal element rate is 1/T elements per second.

When the element value O is represented by a signal value -k and
the ‘element value 1 is represented by a éignal value +k it 1s known
as bipolér baseband signal., If the elemént values ¢ and 1 represented
by signal values of 0 and 2k it is known as ;nipolar baseband signal.

For Ehesé types of baseband signals frequency spectrum usually extends
to zero frequency or to very low frequencies. If the baseband sigral
is an approximation to a Squhre wave 1t has_spectrum extendingrto high
frequencies, when this waveform 1s suitably filtered to remove high
frequeﬁcies it will have a narrower bandwidth ana aéhieva a hiéher ratio

of transmission rate to signal bandwidth.

(3-3) The need for Modulation

The function of the data transmission equipment is to convert the

4

ra
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baseband signal into the form most suitable for transmission over
telephone circuits. The information carrying baseband signal can not
be transmitted over the telephone circuit directly as a large
proportion of energy will be lost and such energy as does reach the
ﬁther end of the teliphone circuit will be severely distorted for
proper detection. For this reason the information carrying baseband
signal is used to modulate a sinewave carrier so that the energy is
shifted from the lower frequencies to the available frequency band.

| All the low frequencies can be transmitted with little or no
distortion through short private lines which are not connected through
a repeater or any cother telephone ;arrier equipmént. Under these
conditions a suitably filtered form of baseband signal -could be
transmitted over the circuit without the need for modulation.

(3-3-1) Modulation Systems

Two types of modulation that are used in p;actice for data transmission
. are linear and nonlinear-ﬁodulation. Linear modulation techniques

~are well suited for high-speed data transmission because of their
efficient use of available bandwidth. Nonlinear techniques such as
frequency and phase modulation are not efficieﬂt from bandwidth point

of view and therefore are not well suited for high-speed application.

A modulated sinewave carrier may be represented by the equation

t
y(t) = a{t) sin <éTi}£ fCE)d + P(tz) (3-1)
This waveform contains three different parameters which are variable
quantities, and maybe used for information transmission. In a simple
modulation process one of these parameters 1s made to vary with the

modulating waveform. TIf the amplitude a(t), or the frequency f(t)

or phaée p(t) is modulated by the basehand signal, the modulation

systems are known as amplitude modulation (AM), frequency modulation (FM)
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or phase modulation (PM).
_ The linear moduiation (AM) may be produced by multiplying the

information carrying signal by a sinusoidal carrier and processing

the product by a'linear filter. The nonlinear modulation techniques

FM and PM use different carrier frEqﬁencies or carrier phase angles

corresponding to the digital baseband signal.

The model of data trancmission with modulation is shown in fig.(3-1).
The baseband signal modulates a carrier in the transaitter. Then the
modulated carrier is transmitted which has a spectrum that lies within
the pass band of the transmission path.. Additive white Gaus;ian noise
is introduced during transmission. 1In the receiver the signal is
suitably demodulated to recover the noise corrupted baseband signal
which is then detected.

The most common technique for achieving the maximum available
transmission rate over telephone circuits is to use a synchronous
serial vestigial sideband suppressed carrier AM ;ystem, with coherent
detection and adaptive equalization. The adaptive equalizer eliminates

the signal distortion introduced by the voice-frequency channel.

(3-3-2) Amplitude Modulation

Fig. '(3-2) shows the frequency spectrum of an amplitude modulated
carrier using rectangular baseband signal.as a modulating waveform.
The information carried in each sideband is the same due to this
symetry there is 50% redundant information in the two sidebands. The
signal carrier conveys no useful information. With proper filtering,
all the information could be transmifted in one sideband but the
éodulating waveform is usually conce;trated towards the very low
frequencies including d.c. due to low frequency content of the baseband

- signal, therefore single sideband transmission is not practical. It

_is possible to remove a good part of one sideband, then one sideband,
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the carrier and a vestige of the othef sideband ave transmitted. The
carrier can also be suppressed to give vestigial sideband suppressed
éarrier AM signal. '

One undesirable effect in vestigiallsideband signal is the presence
of appreciable signal distortion, which appears as an additional
‘sinewave at the carrier frequency but at 90 degrees with the main
signal carrier. The effect of this distortion can be eliminated by
using coherent detection at the receiver.

The element rate for a double sideband AM system is 1 baud per Hz of
the frequency band. In the case of a vestigial sideband AM system the
maximum element rate is about 3/2 bauds per Hz. The ideal would
approach 2 bauds per Hz, practical systems use 2/3 bauds per Hz for

double sideband AM and 1 baud per Hz for a vestigial sideband AM

system.

(3-3-3) coherent Detection

Coherent detection of a digifal signal at the receiver utilizes
prior knowledge of the phase of the signal carrier in an element
detection process,

For a binary AM signal with a rectangular mﬁdulating waveform, the
recéiver generates from the received signal a reference.carrier having
the saﬁe frequency and phase as the received signal carrier. The
reference carrier is used to multiply the received signal and the
resultant product is integrated over each element period to give at the
end of this period a linear estimate of the value of the corresponding
rectangular waveform, TFor a binary unipolar baseband modulating
.8ignal the output signal from the intégrator has a value 2k when a
-burst of carrier is received and it has the value zero when no signal
is répéived. ‘

At the end of -an element period the output from the integrator is
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fed to a comparator with a threshold level of k. If the signal level
is greater than k binary value 1 is detected if the signal level is
‘less than k binary value 0 is detected.

The reference carrier is usually generated by a phaseé locked
oscillator which is held éynchronized to the received signal carrier.
The coherent detection gives the best result in the detection of

vestigial sideband suppressed carrier AM signal.

(3-4) Automatic Gain Control

Due to the widé range of signal attenuation experienced over
telephone circuits a means must be used to control the output signal
level obtained from the iaput amplifier of any recciver, whatever
modulation method is being used.

Automatie Ga#p Control (AGC) must always be used in an AM receiver
and may also be used for FM or PM receivers. The signal attenuztion
over a typical voice-frequency channel is likely to have any value from

‘0 to 40 dB and may vary with time.

[N



- e — - - - Cm e

CHAPTER 4

Linear equalization techniques



BASEBAND CHANNEL A(f)

! i

!
i
]
‘v
t
!
1
!
{
! H (D)
1

H -3 1

gsis(t i, TRANSMITTER

' FILTER

[ e e

P(£f)

Y

TRANSMISSION

PATH

Hz(f)

FIGURE (4-1)

v

Y

RECEIVER

FILTER

White Gaussian.

noise

MODEL OF BASEBAND DATA TRANGMISSTON

_ 1 for 0t4{T
&(t) =

. 0 elsewhere
i is an integer



- 17 -

CHAPTER 4

(4-1) Basic Assumptions

The synchronous serial data-transmission system is shown in
fig. (4-1). The signal at the input to the transmitter is a sequence;
of binary bipolar impulses, the impulse at time t = iT 1is
s{5(t - iT) and this has a value sj, where sy = *1. The f_s,} are
statistically independent and equally likely to have either bimary
value,

The transmission path could inciude a bandpass channel, such as a
telephone circuit, a linear modulator at the transmitter and a linear
demodulator at the receiver, all are considered to be part of the
transmitter path itself. The transmitter filter, transmission path,
and receiver filter together form a baseband channel with system transfer

function of A{f), ref. ( 54) where:

ACE) = 1 (£) P(£) B, () ' (4-1)

The corresponding impulse response A(L)

AL) =j ACE) exp (J2WEe)df  (j = }-1 ) (4-2)

-

‘The transfer function Hj(f) of the transmitter filter includes the

" transfer function needed to convert a sequence of impulces to a
rectangular waveform. Hz(f) is the transfer function of the receiver

- filter, and Hy(f), Hy(f) must be chosen to minimize the error rate for
a given signal/noise power ratio at the output of the transmission path.
P(f) ig the transfer function of thé transmission path. 1In practice
P(£f) is not usually known or may vary with time. White Gaussian noise
with zero mean and varian_cecf2 is added to the data signal at the output

- of the transmission path. W(t) is the corresponding noise waveform
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at the output of the receiver filter and the resultant signal is:

CRGE) = D s, a(t - AT) + (L) - ' )
i
The optimum choice of transmitter and receiver filter, which has a

cascade transfer function of H{f) ;chere,

HOE) = B (£) Hy(£) | | | - (4-4)
was shown to be Hi(f) = H,(£f) = H3(£) in ref. ( 56),.in the presence

of white Gaussian noise.

’ 1 1
(1/2‘1‘ (1 4+ cosTT£T) - -—<f<—
T T,

)

H(£) =1 ' - (4-5)

T 0 elsewhere

H(f) given in (4-5) and shown in fig. (4-2a), is a common arrangement

of baseband signal shaping filter, known as raised cosine filter,

'f%cos('ITfT/?.) - -%—<f<—,}.—
H(f) = (4-6)

0 el sewhere

for any value of P(f)

« .
ACt) = f PCE) HCE) exp (j2TTHL) df : (4-7)
—w .
when P{f) = 1 no signal distortion is introduced by the transmission
path. 1 |
A(t) = T %’I‘ (1 + cosTEY) exp (j2Tift) df
1

-5 ' (4-8)
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The delay introduced by the transmittér and receiver filters has been

neglected here,

A(0) =1, A (

i+

N[
¥
fl

MIH

(4-9)

and A(+ % iT) = 0

A(t) is shown in fig. (4-2b) for P(£) = 1 and H(f) as eqn. (4-5), for
all values of the integer i other than O or + 1. With additive whige
Gaussian noise having a two sided power spectral densitf of @2 at the
input to the receiver filter, the noise power spectral density at the

. output of the receiver filter is

% ‘r :\ ’
o? |a* (%= 0% uo , - (4-10)
from the Wiener#&inchﬂe theorem, the auto correlation function of the XY

. noise signal w(t) at the output of the receiver filter iec:

am) = ( a? H(f) exp (JZTET) df ‘ v (4=-11)

-0

and has the values at:

o) = 2 ]

(4-12)
d(iT) = © (for any nonzero integer i)

also the energy of the ith transmitted gignal-element 1is 512 for the

transmitter filter given in eqn. (4-6).




L0

~ 20~

The received signal R(t), at the output of the receiver filcer,
N
1s sampled at time instants t.= iT, for all integer values of 1.
Thus the ith received element is sampied at time t = 1T to give the

.sample value

L.

r(iT) = sia(o) + w(iT)

or : ' . (4=13)

r1
[

- .
84T Wi

vhere r{ = r(iT) and w; = w (iT). wy is a sample value of statistically
independent Gaussian random variable with zero mean and variance 2.
When P(£) # 1, signal distortion is introduced in the transmission
path, there is usually intersymbol interference between the different
received signal 91ements at the sampling instants t = iT. It is
assumed that A(t) is for practical purposes of finite duration, not
exceeding kT second where k is a positive integer and A(L) Ls time
invariant. The sampled impulse responmse of the baseband channel is

given by the (k + 1) component row vector.

A= 8 815 8y ciecnnn e a, ; (4-14)

and its z transform is ( see appendix Al),

A(z) = a, + 812-1 % 8,2 ..l a,z (4-15)
the resultant signal at the output of the receiver filter has
previously been given by eqn. (4-3). For no signal distortion A would
be ag = 1, 25 = 0 for j = 1,2....k but, the z transform of the ith
received signal element after sampling, is.sjz-1A(z). For an

uninterrupted sequence of signal elements

—
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k
ri = E:éfﬁ aj Sl—j + wi (4-16)

thus if s; is detected from rj there is in addition to the noise

component wi an intersymbol Iinterference component which is

E‘ a. s, . - *
J 1-1 :
i=1
added to the wanted signal agsji.
In the detection of s; from rj at high signal to noise ratios, the
best tolerance to additive Gaussian noise is achieved through the
that is

effective elimination of all Iintersymbol interference,

accurate equalization of the baseband channel, ref. ( 54 ).

(4<2) Linear Equalization

The most common linear equalization is the feedforward transversal
filter in fig. (4-3) with m taps. This filter has a sampled impulse

response

c = co: c]. ----- * 4 a e s st md e oaas L Cm_-l (4-17)
and z transform
Ckz) =g 4 ¢ z—1 + ¢ z-2 -m-1 (4-18)
o 1 2 ........... cm_.lz.

for accurate equalization of the channel. The z transform of the

channel and equalizer is

-h

A(z) C(z) ¥ 2 (4-19)

where h 1s a positive integer in the range O to m + k - 1.

th

From eqn. (4-19) the z transform of the i“" received signal-element

at the output of the equalizer is -

-
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siz"i Alz) c(z) = siz_i_h ' (4-20)
and this element is detected with negligible intersymbol interference
from the sample value at the output of th_e equalizer at tﬁf\éjtime
t = (1L + h)T. |

Let B the m x (m + %) matrix whose ith row is

B. = *, . -
iy =00 T 0 a, a........ w0 6,707 0 (4-21)

From eqn. (4-20) the sampled impulse response of channel and equalizer

is
m- 1
Ez B C; B, =CB=1U. (4-22)
i=0"
h mk-h-1
£ e e,
where Uh =0 ... 01 0...... f\O (4-23)

B is a convolution matrix and CB is the (m + k) component vector
obtained by the convolution of A and €. If C is a finite feedforward
transversal filter eqn. (4-22) will not be satisfied exactly, but

will be,

o €] e e € -1k _ (4-24)
Equalization with a finite feedforward transversal filter is possible
provided that A(z) does not have zeros on or near the unit circ.le,
ref, (1).‘

The peak distortion in the equalized signal, when C is a finite
filter, is defined as: -

m!—k-—l‘

'_D'peak = 'é"i- }

#

l

e l (4-25)

P bk
=0

*
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and the mean square distertion is defined as:

1 mk-1
2
Drms "2 i=o €4 : ;
] ~ ®h i#h o (4-26)
where eh‘g 1, ref. (37 ). For a given equalizer it may be required

to minimise either eqns. (4-25) or (4-26).
It has been shown , ref. (37 ), that a linear equalizer with either
) 5«,@.\1!'&1“7' ’ .
design criteria results intthe same performance in high signal/noise
ratio. Minimization of the mean square distortion results in an
equalizer which is correctly matched to a slowly time varying
channel, ref. (20-37).

-

(4-2-1) Design of a Linear Equalization System whose Mean Square
Distortion is Minimised.

Uy 1s the ideal value of the sampled impulse response of the
equalized channel, whereas CB glven by eqn. (4-24) is the actual
response. The mean square error of the sampled impulse response

of the equalized channel 1s given by

mtk-1
2 2
(eh-l) + g e,

- :
h (4-27)

T
(Uh - CB) (Uh ~ CB)

o i
N

th - csiz

The vectors Uy and CB may be represented as points in an (m + k)
dimensional Euclidian vector space, where the length of a vector is
the distance from the origin to the corresponding point in the

vector space. |Uh - CB

is the length of the vector Uy - CB and
it is therefore the distance between tﬁe vectors U, and CB.

It can be shoewn that a linear equalizer that minimises the mean
sduare'error in the sampled impulse-response of the equalized channel,

also minimises the mean square distortion, ref. (37).

EE o N
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To minimise the mean square distertion it is nécessary to minimise
the'distance,between the vectors U, and CB. It can be seen from
eqn. (4-~21) that the m vectors iBij are linearly independent, so that
they span an m-dimensional subspace of (m + k) dimensional vector
space, From eqn, (4-22) CB is a point in this subspace, Thus for the
minimum mean square distortion, CB must be‘thé point in the sﬁbspace.at
the minimum distance from Up. By the projection theorem ref. (57),
CB is the orthogonal projection of U onto the m-dimensional subspace.

The m vectors ?Big are now orthogonal to the error vector U, ~ CB and
A

(Uh - CB) BT =0
or
c =08 (sB) !

h

{onm (4-28)
To obtain the optimum equalizer, C must be determined for each
value of h from 0 to m + k-1, and the vector C for the required
equalizer selected as that which gives the minimum value of |Uh - CB}.

The m tap coefficients of the linear feedforward transversal

equalizer are chosen to be the vector C.

(4-2-2)1Probability of Error

When the data signal is received in the presence of additive white
Gaussian noise, the sample value 1y at the input to the equalizer at
time t = iT is given by eqn. (4-16). |

The equalizer eliminates the intersymbol interference components to

give at time t = (i + h)T, the output signal
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4
Xon = 8y + Vi+h‘ . 18-2:(4=-29)
where
e
Vith = =5 ©3 Yith-j

Viah is a sample value of a Gaussian random variable with zero mean

and whose variance is

m=-1

=0 , (4-30)

and it can be shown that the probability of error in the detection of

s4 is :
O
! 2
P1 = Yy exp (-.u” ) du : (4-31)
- 2
1
E
%
1
) 1 2
Qly) = //Jiﬁ?: exp (-f u”) du (4-32)
y
p =QG) ; ' (4-33)
1 E . .

When the linear equalizer is located in the transmitter, the transmitted

signallenergy will be increased by an amount equal to kz, where

m 1 - )

W > 2 ‘ : (4-34)
j =0 ] .

The normalized transmitted signal element power will be 1/k2, but the

noise variance will be unchanged and equal to‘gz, thus the probability
of error will be the same as the above.value and there will be no
change in eqn. (4-33) if the linear equalizer is located in the
trané@itter. This will increase equi#ment complexity for adaptive

operation of linear equalizer for time varying channels which will

" reauvire information about channel response to be transmitted vis slow
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speed return channel from receiver to the transmitter.
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CHAPTER 5

(5~1) .Nonlinear Equalization of the Baseband Channel by the
Decision Directed Cancellation of Intersymbol Interference.

An alternative approach to linear equalization is to use a
technique of decision directed signal cancellation in the receiver.
The received signal at the detector input is sampled at the time

instants t = iT, for all integers i, the sample.value at time t = iT

is,

(5-1)
as in eqn. (4-13) where wy is a sample value of a Gausslan random
variable with zero mean and variancew?. It is assumed that the
sampled impulse response A(z) of the channel are represented by
eqns. (4-14) and'(4-15). It 1s assumed that A(z) is known in the

receiver. 1In the absence of delay and distortion,

a =1
o
and a; = 0O fori=1, 2, ......... k ) (5-2)
under these conditions
rg = a; W : ' (5-3)

so that the ith received element is-'detected from the‘sample value

ry of the received signal .at tim; t = iT, 1In the presence of distortion
eqn. (5-2), is not applicable. Severe intersymbel inter ference

maybe experienced in the detection of the ith element 54 derived from
the r; received element. This is true for all received elements except

the first whose binary value s, is detected from r; then

1

:rl =5 A +w ) _ ' - (5-4)

iV
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. and the detector uses the factk,

T .
b - - (5+5)
o o .
provided that ap # 0, and w) is of course unknown. Thus s; is detected
as +1 when rlfaoz;o and as -1 when r1/a0<:0. In this way the first
element is detected from its first non-zero sample value. After the

detection of first clement, the intersymbol interference caused in the

following k elements are cancelled, it is assumed that the receiver knows

k + 1 values of the sampled impulse response of the channel. The szecond
element is detected Iin the same way and 1ts Iintersymbol interference is

eliminated in the following k elements., The process is repeated for

" each signal element. The eqn. (5-1) can be written as:

H
(=]
H
l\/]r
]
(7]

r, =a s, + + w

j -3 N

e
Il
-t

where

k

f o
i Z 2i %1

i=1

£y is the intersymbol interference term

1 -
8, = _— r, - £. - w,
. 1 4 [ 1 1. 1...-‘ _ {5-6)

and f; is cancelled from ry before detection of 55 for all elements., It

_1s clear that so long as the received signal elements are correctly

detected their intersymbol interference in the following elmnen?s are
eliminated and the channel is- accurately equalized. The cancellation
of intersymbol interference from the following elements depends on tﬁe
decision made by the detector,

The nonlinear equalizer is implemented as a feedback transversal
filter fed from the output of the detector as shown in fig. (5-1),
The o;tﬁuthij of the transversal filter is subtracted from the sample

value of the received signal which cancels the intersymbol interference
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ﬁrovided that received signal elements are correctly detected.

'To start this process of nonlinear equalization a known training
sequence is transmitted which enables the receiver to extract the
information about channel impulée response. With the aid of the
training sequence the intersymbol interference is cancelled in the )
nonlinear filter without the detection of the received training
sequence and uses its prior knowledge of the sequence. The channel

is now correctly equalized and the following data elements are

detected and cancelled as described, ref. ( 58).

(5-2) The Probability of Error

The recelved signal elements are detected from the sign of
eqn. (5-6). The probability of error in the detection of a received
bignal-element, following the correct detection of the preceding

k elements is

la~)
|

x
' 1 2 .
= ——— . __.!'.72 -7
e {f"mz o (57
: _

m .
/ 1 <l wz )
? = exp \ - . jdw (5-8)
P3N 2 .
aJ . :

pr .
e\ g /. : o (5-9)
{.ﬁ-‘éﬂuuya received signal-element is incorrectly detected its intersvmbol
interference in the following elements is increased due to wrong
cancellation. This increases the probability of error in their
detection and errors tend to occur in £ursts with the result that the
Syséem suffers from error-extension effects and the probability of

error increases by about ten times. From computer simulation vesults

at high signal/noise ratios the error extension effect reduce the
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tolerance to additive Gaussian noise by about 1 dB.

An important advantage of noniinea;.équaiization technique over the
corresponding linear transversal equalizer, is that it is always stable,
whereas-the linear equalizer is not, ref. (58).

When all the rocts of A(z) lie inside the unit circle in the =z
plane, a, is one of the larger compcnents of A(z) and the nonlinegr
equalizer aiways glves a better tolerance to additive white Gaussian
noise than a linear equalizer. However, A(z) frequently has roots
outside the unit circle, such that a, is one of its smaller components,
and the nonlinear equalizer is now likely to have a lower tolerance
to additive Gaussian toise than a linear equalizér, ref. (37),

A better performance is sometimes obtained with a nonlinear

equalizer by detecting a recelved signal element not from the first

non zero component of the element namely a, si, but from one of the
following k sample values. Then the nonlinear filter can eliminate

the intersymbol interference components c¢f the signal-elenents

already detected. However, it can not eliminate the remaining
intersymbol interference, thus the channel is only partially equalized.
It is not possible to use this technique of equalization by decision
directed cancellation in Ehe transmitter of a &igital data transmission
system, due to the fact output of the filter is a binary sequence and

the channel will introduce intersymbol interference regardless of the

presence of the filter.

{(5-3) Combined Linear and Nonlinear Equalization

In this section a design technique for a nonlinear equalizer which
is Implemented by a combination of linéar feedforward and decision
feedback transversal filters is presented. The design minimizes the
erroriﬁrobability in the detected binary bipolar signai elements,

subject to the essentially accurate equalization of the channel.
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The sampled impulse response of the channel is given by eqn. (4-14)

and its z transform by eqn. (4-15). The A(z) can be split into two

parts:

ACz) = A1(2) Ay(z) (5-10)

where . = .- ‘ - . —~ all the roots of Ax(z) satisfy ]zl:: 1.

Both Al(z) and Az(z) are assumed to be_known at the receiver.

Let
= ! _1 -2 -e .
4,(z) =1 +o;z +X,z T +ol oz (5-11)
- -1 -2 : - )
\ A,(z) ﬁo +Plz +]?22 ........ +foz . (5-12)
where @ +"t =k (5-13)

Az(z) can not be equalized by means of a stable linear filter of limited
length because ;he roots of eqn. (5-12) are on or near the unit ecircle.
However, Aj(z) is approximately equalized by means of a transversal
filter with z transform, C(z) is given by eqn. (4-18). The transversal

filter has m taps and the equalized channel will be

N

A(z) clz) & z B Az(z) . (5-14)

h is a positive integer.
The linear equalizer which performs a process of partial equalization
is followed by nonlinear feedback transversal filter in fig. (4-1)

~

which completes the equalization process. The nonlinear transversal

filter uses decisiondirected cancellation of intersymbol interference
described in section (5-1)., The combined equalizers are
implemented as in fig. (5-2), |

The complete equalizer performs a separate process of linear and
The design objective is to determine the
particular combination of these processes that minimize the probability

of error in the detection of a signal element,ref, (29),

[



_' r. LINEAR
r(t) { 15 TRANSVERSAL
j, FILTER

L 4

NONLINEAR
FEEDBACK

TRANSVERSAL .

LINEAR

DETECTOR

.

FIGURE {5-2) COMBINED LINEAR AND NONLINEAR EQUALIZER




- 32 -

subject to the essentially accurate equalization of the channel.

The linear transversal filter C(z)\modified by a linear network

having a pulse transfer function B(z) whose output has a transform

D(z)

1 L - ()

B(z) ¢(z) =D(z) =d +dz + .......... d (:5-15)
o 1 n-1
so that the filter has n taps, also
B(z) =b -+ bz P+ .......... bz 8 | (5-16)
° 12 e g
where
T n=m-+g (5-17)

m is the number of taps required by a linear transversal filter with a z
transform C(z) for the satisfactory equalization of Al(z} and n is the
maximum number of taps acceptable for the linear transversal filter
which precedes the nonlinear filter. For reasons which will become
clear later b, is constrained to satisfy

bofo =1 (5-18)
the remaining ﬁoefficients of B{(z) may be selected to have any'real
values. It 1s required to find the value of B(z) within the
constraints of eqn. (5-17) and (5-18) that optimises the performance

of the detector. The z transform of channel and linear filter is:

A2 B(2) C(2) = 27 "B(2) A,(2) . (5-19)
so that the z transform of the ith received element, at the output of
the linear filter is approximately siz‘i'hB(z)Az(z) from eqns. {5-11) & (5-12)
1t can be seen that B(2) A(z) containt+ g + 1 terms, so that an
individual signal clement at the output of the linear filter in

fig. (5-2) has a sequence.of nonzero samplé values, from eqn. (5-18)

and si'having values of binary with unit magnitude. .
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In the detector and nonlinear filter, each signal element is

detected from the sample values of the received signal containing the
first nonzero component of that element, and its components in

the following sample values are then cancelled thus eliminating the

intersymbol interference of the signal element in the following
elements. —

‘The sample value Xih of the signal at the output.of the
nonlinear filter, atlt;me t.= (i + h)T, contains the first nonzero

component of the ith received signal element at the output of the

linear filter and from eqns. (5-18) and (5-19) has the value

%an ~ 5 Po Bot Yan = 51t Un

{5-20)

assuming correct cancellation of the preceding signal elements,
Eqn. (5-18) normalises the level of the component of the ith signal

element in x u is a sample value of a Gaussian random

i+h"  ith

" yvariable with zero mean and variance q
2 ‘j§§*=—1 2 2 2T Lo i
N2. "> a‘g =g m - : (5-21)
i=0 t

Where D is the n-component row vector
D=d_ d, ....oounn. d (5-22)

&

; is detected from sign of xi+h'in eqn. (5-20) and the probability

of error in the detection of a received signal element is

approximately
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= 2
P = e exp(“ 3 )dw
e Yo 27
- 1
8o

PE=Q(%) | o (5-23)

when an element is incorrectly detected and therefore incorrectly
cancelled, the probability of error in the detection of the following
elements is greatly increased as described in section (5-2). To
minimize the probability of error, the value off] must be minimized,
Thus from eqn. (5-21) the tap gains {digof the linear transversal
filter must be adjusted, within the constraints imposed by eqn. (5-16)
and (5-18) to minimize the value of DDT. Let B be the (g.+ 1)
component row vector

b | (5-24)

i-1 m g-i+1
/\.——\ e /\.‘———\
G. . = 0 .rovinnnn. o & <o ... N o 0
i-1 0.1 m-1
(5-25)
From dﬁn. (5-15)

D=B =b G -1IM= G - LM (5-256)
o O

Where
L=-(b b b)) : C ' (5-27)
and M is the g x n matrix whose ith row is Gi‘ M is completely
ﬂétermined by Go for the given values of k and n.
In eqn. (5-26) (W%S)GO and LM are n-component roﬁ vectors, which

may be represented as poinis in a n-dimensional Euclidean vectox

space.

€t s

e
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From eqn. {5-21)

'] - o? ( = G, - LM)GO G, - LM)T

= d-z I.}_._ G - LMI 2 . . (5-28)
o o _
_ 11 ; : 1
where I G - LM Iis the distance between the vectors 75— G_ and
Bo 7o | F?o o

IM in the vector space.

The error probability is a minimum when the distance between the
vectors is a minimum. For given values cf A{z), C(z) and n the

values oijo,Go and M are fixed, leaving L as the only variable in

r—; G0 - LMl. Thus L must be chosen to minimize this quanfity.
<&
= b 5-29)
1M = Z - b G (5~
i=1

where the g EGig are linearly independent, Thus LM is a peint in the
g~dimensional subspace spanned by the g EGiE . L must be chqsen such
that LM is the point in the g-dimensional subspace at the minimum
distance from <&/ ) By the projection theorem the required
vector LM is the orthogonal projection of (i/P / onto the subspace,
Thus the g vectors [ i} given by the rows of M are crthogonal to

the vector-(i/ \G - LM, so that
Fo/ o

(—L -LM\J ML = 0 - '_ (5-30)

\ffo

or

L = GM(MM) . ' ' (5-31)

7
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from eqns. (5-26) and (5-28)
D = —ﬁl; G, (I - ML (D) )  (5-32)

where I is an n x n identity matrix.’ The n tap gains of the required
linear transvefsal filter are given by the components of D in

eqn. (5-26), After the detection of si, the components of the ith
received signal element at the output of the linear filter are
given by the coefficients of the powers of z in s B(z) A2(z) and

are therefore known at the receiver, these are cancelled before the
detection of the following elements.

It can be seen that the degign of the linear filter is unaffected
by Az(z). Any intersymbol interference introduced by Az(z) is
eliminated by the nonlinear filter. The case where A(z) = Az(z)
Vthe linear filter becomes an amplifier with a gain of 1/ o and the
channel is cqualized by the nonlinear filter. This linear filter

~ can be located in the transmitter of data transmission system

without affecting the results,
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Chapter 6

Cra

(5-1) Correlative Coding Techniques

In high speed digital communications multi level signal
transmission techniques have been used for some time, the common
characteristics of existing multi level codes is the absence of
correlation between the digits. New techniques were developed,
refs, ( 5-19 ) for utilizing discrete signalling levels which would
be correlated in the process of generating a multi level code, yet
be independent in the detection process. Generation of a time wave
consisting of correlated signal levels permits overall spectrum
shaping in addition to individual pulse shaping. It is possible
to redistribute the spectral energy so as to concentrate most of
ft at low frequencies or to introduce nulls in the power spectrum
of transmitted data.

The correlative level coding (often called partial response)
techniquec have been developed for applications to digital data
modems. The digital communication channel of fig. {(4-1) with
impul se. response Al(t) and z transform A(z), a conventional digital
communication system chooses digit spacing T 1argé encugh to avoid
intersymboi interference, thus a linear system A(E) combined with
the sampler is essentially a "memoryless" digital channel, 1If the
sampling spacing and phase chosen as shown in fig. (6-1) and the

z transform is given by the equation” .

A(z) =1 + z-l

(6-1)

JSER i pruiimmpmiagte
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Here it is assumed that A(t') at t' = iT' are virtually zero

except for 1 = 6 and 1, if these conditions are not meL additional
cha;nel shaping is necessary by either an analog filter or a
transversal filter. With the chauged sampling interval full amount
of intersymbol interference has been introduced at t' = T', ‘Lender's,
ref. ( 5 ), duobinary signalling is based on this principle. The
binary element values Esig are fed to tﬁe transmitter at the rate
of one every T second. The element value at time t = 1IT is 55
where s; has one of the two values +1. The {sii are statistically
independent and equally likely to have either binary value., The
data transmission is best analysed in terms of the z transform of

the sequences of element values Ssii is
: :

s{z) =:E:siz-1
i

where z " represents at the time instant t = iT the z trausform of
B(z), c(z), X(z), R(z), H(z) and W{z) of the sequences gbil , {c.% .

' Co > | . .
ixiS’ irig , iﬁig’ and L?ij respectively, which will appear later

in this chapter. .

Each signal-element bi to be transmitted is sampled momentarily
at time t = 1T to give corresponding impulse bi6 (t -~ iT) of area
bi’ which is fed to the transmitter filter in practice a.rectangglar
or rounded waveform would normally be transpitted, with the
appropriate change in the transmitter filter.

Binary data sequence Esi? is first precoded into another binary

J

o , .
sequence § big according to the rule
L -

b, = b, + s, . (6-2)
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The precoding prevents a possible propagation of errors and transfer
function given by eqn. (6-2) and operates on input signal §(z)
where S(z) is the polynomial representation of the sequénce gsig.

. . “

The addition done in eqn., (6-2) is according to the table below

and for this section (5-1) all the + will be by the same rule.

modulo-2 addition

= o |+
Ll = B o ]
J—

The precoder generates B(z) by,
1

B{z) = s(z) 1
1 + = mod=-2

from eqn. (6-1)

. 1
B(z) = 5(z) ] .
A(z) | mod-2 (6-3)

The output signal B(z) from the precoder iy transmitted through channel

A(z) and the output from A(z) will be

c(z) = B(z) A(z) ' (6-4)

c(z) = B(z)[l‘»-t zhl} - (6-5)
in the absence of noise 5 is recovered by

s; = ¢y (modulo-2) (6-6)

The accomplishment of this ducobinary scheme is to transmit binary
data at the Nyquist rate using‘realizable filters. Precoding
operation of eqn. (6-3) is called duobinary technique and this is

extended inteo polybinary signalling by choosing
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A2 =1+ 2 4+ ..... R {6-7)

A2 =1+2 % 4o (WD) N _,-(28-1)

and which generates multi level signals.

Thg case N = 1 in eqns. {6-7) and (6-8) reduce to the duobinary
or bipolar signalling techniques respectively.

Since the resulting signals are multi level with correlation
among successive digits, this class of code transformation is called
"correlative level coding"., A communication channel with this type
of signalling technique is often called'a "partial response channel”,
gsince sample points are chosen at points halfway to a full response
fig. (6-1).

A representation of correlative level coding or partial-recponse
system with a precoder is given by fig. (6-2).

Among the general class of correlative level coding most frequently
used A(z) is )

ACz) =1 - 272 . (6-9)
which has speccral nulls at d.c. and at the Nyquist frequency. The
spectral nulls at both ends of the transmission spectrum are
desirable since they allow {nsertion of.pilqt tones which convey the
modulating carrier phase and the data clock.

Because of many desirable features and simplicity of implementation
of the ducbinary signalling and correlative level coéing schemes
have been widely used in high speed data modems. However, the

duobinary signal has three levels in the channel output which must
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be distinguished, it requires a higher signal power/noise ratio of
about 3dB for equal performance than the ideal binarj system
~without coding. The penalty is paid in exchange for the increase
in data rate and the insensitivity to system perturbations,

In refs.(42-43) have shown that this apparent decrease in noise
margin is not an inherent drawback of the correlative level coding,
but is due to nconoptimality of the conventional bit-by-bit detection
method, They clarified an analogy between s correlative levelcoder
and a convolutional encoder, both systems are representable by
finite state machines. This observation led them to develop a new
_ type of deco&ing method which was Maximum Likelihood Decoding
Algorithm (MLD). It is shown that a substantial performance gain is
obtainable by this probabilistic decoding method, refs. (39-60).

The discussion that has been made so far in the present section is
in principle applicable to a general form of partial response

channel A(z), where

Alz) = a +a z-1 +

12 F e | a z (6-10)

this type of correlative coding techniques have the constraint that

_ the Eaig are a set of integers with their greatest common divisors
equal to one, and a and n should be relatively prime. 1In refg_(61,3)
and (1), independently proposed a scheme which can remove this

constraint and is explained in the next section.
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(6-2) Equalization with modulo-n_feedback filters (system 1)
- The correlative level coding techriique in section (6-1) is
liﬁited to A(zi kaving certain integers. The equalization technique
with modulo-n feedbéck filters is an extension of the correlative
level coding scheme. The fig. (4-1) is th; baseband channel to be
equalized in the transmitter of a data transmission system. Binary
bipolar data sequence isig is fed to the equalization filter and
the seduenceg:bia is the emplitude of signal pulses transmitted .
every T seconds. The linear baseband channel whose transfer
function A(f) and the sampled impulse response A(z) are described in
section (4-1),.

It can be assumed that the interference is confined to k symbols,
and without 1oss_of generality A(z) is normalized so that &, = 1

then the channel ocutput is given by

k_ .
r,= > a.b, .+w (6-11)
i P— j i-3j i
i=0
Lk
= t s Ry
by + = aj b1~3 + Wy (6-12)
ij=1
where f.
i
k . .
fi = g- aj bi_j _ (6-13)
i=1
r, = bi + fi + wi' . (6-14)

W, 1s the sample value of additive noise as described in section (4),
fi corresponds to the intersymbol interference, which is uniquely

-

2 k). Therefore if bi is chosen such that

determined by the preceding transmitted symbols (big (for j = 1,'
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b, = s, - £, : (6-15)
The following equation is obtained from eqns. {6-12) and (6-13)
r; = s H W, (6-16)

Eqn., (6-16) shows that isi} can be réceived without disturbance from.

intersymbdl interference if b, satisfies eqn., (6-15). An implementation

i
corresponding to eqn. (6-15) is shown in fig., (6-3a), where the
.transfer function of the feedback equalizer is given by

F(z) = 1 - A(z), and can be constructed by a tapped delay line whose
coefficients are (0O, By, 8y toiinnnn ak). The transfer function of

the circuit shown in fig., (6-3a) is identical to the inverse of the

sampled impulse response of the channel A-I(z), that is

1 _ 1 S 1l - Ay (6-17)

1 + F(z) 1 + [A(z)-ﬁ Alz)

This means that the scheme that transmits the bi given by eqn. (6-15)
is a simple linear equalization system with the inverse filter A‘l(z)
of the channel inserted at the transmitting end, However, in this
scheme another preblem occurs, such that the peak value of

transmitted signal elements gbi% tend to increase or sometimes
L

-

diverge infinitely, and the feedback transversal filter becomes

4 henever. A(z) has any roots (zeros) outside the unit
LA v

unstable]
circle in the z plane, When_all the roots of A(z) lie inside the
;nit circle, this arrangement is stable and is simply a linear
equalizer for the channel. This difficulty of instability is solved

by insertion ¢f an additional nonlinear signal transfermation so

that the sequence Ebi] is peak limited, that is,



B{2)

s(z) o N\ . S(z) - F(z2)
N v
F(z)‘

FIGURE (6-3a) BLOCK DIAGRAM OF

PR

EQUALIZER IN THE TRANSMITTER

> TNPUT
l"

~ OUTPUT
N |
/_ --E ’
7/
A
']__.m N N l ’ 2
R 2 - _7 2 , 2 .
N 4
1 72

) o (T MODULO-N
: N

FIGURE (%-3b) INPUT-QUTPUT CHARACTERISTIC OF MODULO-N

TRANSFORMATION.

B(z)

F(z)

L 4

v

FIGURE (§-3c¢) EQUALIZER WITH MODULO-N TRANSFORMATION




-~ 44 - :

bminé_‘ bi< bmax ' — _ (6-18)

-for some bmin and bmax' The cheice of this nonlinear transformation
is such that no information will be lost passing through this
transformation network. Such transformation have been proposed Qy
refg. (1) and (3 ), and is known as modulo-n operation. Input—oﬁtput
characteristic of modulo-n transformation is shown in fig. (6-3b),
this transformation operation subtracts a constant level n from the
“input, until the remainder is less than the magnitude of n. Then
the remainder of this operation is the output signai. This operation
docs not have memory, and only operates on the sample value of the
input signal element and there is only one output signal element for
every input signal element, i

if y has any positive or negative valﬁe an input signal y to the

nonlinear network M (modulo-n) gives the output signal
M{y] = y(modulo-n) - n/2 ' (6-19)

The subtraction of magnitude n/2 is to obtain an output sigral

which can have positive or negative values. ¥or n = 4
M[y] = y(modulo-4) - 2 (6-20)

where y (modulo-4) = y - 45 and j is the most positive integer such
that
y - 43 >0 . -~

Ciearly, 0,$;y(modulo~4)<:4
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so that -2 [y <2,

R —25;15;2,
then M [&] = ¥y,

In fig, (6-3c) shows thé feedback equalizer with modulo-é
feedback transformation in the‘feedback loop. The magnitude of
n for the modulo-n transformation is chosen such that the - |

transmission of digital data would be possible., For binary bipolar

data signals s, = +1, n should satisfy,

-n/2 < s, /2. (6-21)

The output from the modulo-n feedback filter {Pi% is obtained by

bi = (ai - fi) - jn {6-22)
j is an integer, that is determined so as to limit the peak value of
output sequence EPi} betwaen in/?.

The model of system using modulo-n feedback cqualizer is shown
in fig. (6-4). |

The binary input sequence to the modulo-n feedback equalizer is
transformed into a sequence at the output whose z transform is B{z).
This signal is peak limited but distributed continuously between
levels +n/2 which are sampled, filtered then transmitted through the
baseband channel A(z).

The sampled signal element 1in the receiver in the absence of

noise has value T, where

a. b, . . {6-23)

Modulo-n transformation in the receiver operates on the sample value

of R(t) at time instant t = iT to give s, at the output of the

Y b | Bl
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modulo-n transformation circuit, s, = r, (modulo~n). The input-éﬁtput
cﬁaracteristic of modulo-n operation in the receiver is identical
to the operation done in the transmitter modulo-n feedback filter
shown in fig. (6-3b). 1In the presence of additive white Gaussian

. .2
noise with zero mean, variance<d and sample value W

r, = g aj bi-j + v, . ; (6-24)

where r, is the sample value at time t = iT at the inputito the
modulo-n operation, .The detection circuit which foilows modulo-n
opefation has a decision threshold of zero. If the magnitude of
. (modulo-n) is greater than zero, the output is a "1" and if the
magnitude of ry (modulo~-n) is less than zero the binary value "-1",
is detected. G is detected after modulo-n transformation of one
sample value of received signal element, every binary element is
independently de;ected and a digital error in one element does not
cause digital errors in other elements,

The equalization system can be best analysed by polynomial

representation from fig., (6-4), and for any value of a_ other

than a = 0,
o

B(z) = M [%(z) - (a,'A2) - DB(a)] (6-25)

so that

M {#(z)] =M LS(Z) + B(2) -.ao-lA(z)B(zzj (6-26)
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since of course, M [B(z)] = B(z} from eqns.(5-19) and (6-25).
M [ao‘lA(z) B(z)J = M [S(z)] " : (6-27)

The z transform of the signal at the output of the nonlinear

network M in the receiver of fig. (6-4) is

H(z) = M rao~1R(z)]

—

=M la 'IA(z)B(z) + a '1w(z)]
[a] 2]

M [S(z) + ao'lw(z)] (6-28)

as can be seen from eqn. (6-27) that if H(Z):;S:]1i z * can be

expressed in terms of the individual sample values at time t iT,

to give

_ _ =1 - -1
hi =M [%0 ri} M [éi + a_ wi] W(6-29)

in the detector EF{B will be detected as explained and the z transform
of the sequence {fi} 1s designated s'(z).

. The chanqel A(z) and the modulo-n operation in the receiver
constitute an inverse of the modulo-n feedback equalization of the
transmitter., TIf the coefficients of A(z) are chosen to be g set of
inpégers with greatest common divisor equal to one, the leve{s of
the transmitted values reduce to discrete values, This special

case is identical to the correlative level coding technique developed

e
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by Lender ref.( 7 ), for éxampie, (ao, al) = (1, 1) corresponds to
the duobinary technique with modulo-n (n = 2) for bimary uﬁipolar

input signals,

(6-3) The Probability of Error -

The magnitude of n for modulo-n feedback equalizer with binary

bipolar data as input is chosen to be

for a given signal in the receiver the received signal is placed
equidistant to all the decision boundaries to minimize the

probability of error, The presence of modulo-n transformation in

the receiver before the detection operation introduces one more
decision boundary, degragation due to this effect has been calculated *
in the presence of additive white Gaussian noise zero mean and
varianée<j2, For binary bipolar data signals as input to the

modulo-n feedback equalizer at the transmitter and a channel that
introduces no distortion, attenuation,-or gain, (no distortion
channel), A(z) = 1. For s; = +1 the average transmitted energy

per signal i&l(—:tnerlt_b—;2 = 1. The boundaries for modulo-n transformation
are at nk/2,_all the integer values of k for n = &, The érror
probability is calculated for modulo-n receiver, in eqn, (6-24)

L is assumed to be a sample value of a Gaussian random variable

with probability density function,

P(u) = ————  exp

(6-30)
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If an element "1" is transmitted the probability of error in the

detection of " after (modulo-4) transformation

f ( [CERI (6-31)

The probability of error of "-1" is the same as Pe
- 1

0
1 ) 2
().
2 ot 2d

due to the symetry of distribution given in eqn. (6-30),

i

f— -1 o oo
L 1 ' / u2 - -u2
P =P T /= exp |- du + exp du
€1 €1 2T ? ( 22 22
= O 1 .
(6-32)

define g(x) as

1 -y ' -
= — exP( — [dy . (6-33)
fZTT 2

The average probability of element error

Q(=x)

g ]
It

P 2
e (P.;1+ 1) Q CJ‘)

where P "4+ P =1

- 1
. ZQ(;GQ) . (6-34)

For binary_bipolar data transmitted thrbugh no . distortion channel in

o]
\

the presence of additive white Gaussian noise has an average element




- 50 -

error probability, for a receiver without modulo-n transformation

given by ref. (54) and appendix AZ -- i .

-~

Pe=((%) - .o .o (6-35)

The average element error probabilities are calculted for no
distortion channel and averagé transmitted signal enefgy per element
is assumed to be unity., From comparison of (6-34) and (6-35) the
average error probability is increased twice due to presénce of
modulo-n transformation with respect to the no distortion channel
without modulo-n transformation,

The case of channel which intreduce intersymbol interference,
i.e. A(2) # 1, from eqns., (6-19) and (56-29) that.an error cccurs in

the detection of s, whenever

i
4j - 3< a —1W 4] --1 ) (6-368)
o i
for all positive integers ij} . ao- vy is a sample value of a

. . . - , 22
Gaussian random variable with zero mean and variance a o and

a —1w.\ is the magnitude of a —1w .
o] i o i

For signal/noise ratios which frequently occur in practice the
probahility of error in the detectcion of S; is approximately equal

to the probability that ao-lwi

’J/’ 1 u2 .

2 —— exp |-~ — du (6-37)
-2 2 . =2 2

. 1 ZTTaO d 230 d

Pe = 2Q ._jjiil*

:}1 and is therefore approximately
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at high signal/noise ratio, with error probabilities around 1 in 107

or 1 in 106, the error probability in eqn; {(6-37) can be takén to be

oo (L) - ~
e - Q /. | (6-38)

with an inaccuracy of only a small fraction of 1dB in the corresponding
signél/noise ratio,

The average transmitted energy per signal element-gzz = k2 clearly
lies in the range O td'ﬁ, when the baseband channel intrqduées no
distortion, so that A{z) = a s kz =1, To a first approximation this
can also be taken to be the average transmitted energy per element for
any channel and will be assumed here:

For distorting channels the average transmitted energy per signal
element from the output of the modulo-n feedback equalizer is kz;

" However, it is not possible to calculate kz exactly from a formula due
to nonlinear characteristic of modulo~n transformation in the feedback:
equalizer but k2 can be found by computer simulatioﬁ of the equalizer
or by practical experiments; When the baseband channel introduces
severe signal distortiom, an estimate of k2 is obtained by assuming Chat
bi is equally likely to have any value in the range -2 to 2. Now

k2 = 1,333, which 1s 1.25d3 above the assumed value of unity;

It Is convenient to compare systems in terms of decibel reduction,
which is the increase in signal to noise ratio in decibels required to
match the error rate of the optimum binary communication system
signalling over the white Gaussian infinite bandwidth channel ,

In fig; (6~4) the model is used for calculation of error probability
for modulo-n feedback equalizer; In the receiver the factor a.o"1 is

included to. normalise the first component of A(z) to 1

. . . T _ )
and the channel vector is normalised to AA" = 1 not to

- . 2 o
introduce gain or attenuation of the signal transmitted.CTA is
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the variance of the additive white Gaussian noise for the required
error probability. The normalised signal to ncise ratio (S5WR)
in dB for the system of fig, (56-4)
1 j
(SNR)A = 2010g10 —_— (6-39)
,kaold-A
—

and for the same digit error rate, binary bipolar transmission over

a no distortion channel SNR is given by

1
SNR = 20log, | —d—;:l : (6-40)

Reduction of dBs in tolerance to additive Gaussian neise at high
signal fnoise ratio, when the given channel replaces one that

introduces no distortion or attenuation, as explained in this

section,

. 1 1
dB reduction = 2010g10[*a“_-'_|_ 201081{Jlea -l-“:\j____ |
o A }
o
Fa

= ! 2 .
201og10 g + 2010g10l k | + Lologlol aol

(6-41)

For binary bipolar data tl.'ar\.s;rni_ssion,(j--2 is the noise variance for
no distortion ch;nnel, and vhich would be found from required
average probability qf element error. q@A is the noise variance
that will result in same probability of error for a modulo-n
receiver and this value can be found from eqn. (6~34). Yor high

signal /noise ratio the presence of the modulo-n transformation in the
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receiver increase the error probability in the detection of an
element by two times. This corresponds to a reduction of less than
0,.3dB in tolerance to additive Gaussian noise.

The magnitude of a is the main factor that effects eqn. (6-41).
The smaller a the higher the reduction in tolerance to additive
white Gaussian noise for a system that is using modulo-n feedback
filter as equalizer at the transmitter. When all the roots of
A(z) lie inside the unit circle in the z-plane, a_ is one of the -
larger components of A(z) and the modulo-n feedback equaiizer
alwvays gives a better tolerance to additive white Gaussian noise
than a linear equalizer doés. This can be seen from the fact that

B .
the linear equalizer now has a gain of agl for its first tap and
one or more other taps with non-zero gains. Thus the noise variance
at the equalizer output mustlexceed aozcjz from eqns.(%-30) and
(4-33). The error probability here, in the detection of a received
signal element, exceeds eqn. (6-38). However, A(z) frequently has
roots outside the unit circie, such that a is one of its smaller
components and modulo-n feedback equalizer is now likely to have a
lower tolerance to additive white Gaussian noise than a linear
equalizer does,

From eqns. (6-38) and (5-9), the error probabilities for modulo-n
feedback equalizer and degision directed cancellation of intersymbol
interference in the receiver are equal, so that both systems
theoretically have the same tolerance to additive white Gaussian
noise under the conditions assumed. Furthermore, at high signal /noise
ratios, the reduction in tolerance to additive white Gaussian noise
caused by ervor extencion effects in decision directed. equalization

in the receiver is of the same order as the reduction in tolerance

At
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to noise of modulo-n feedback equalization, resulting firstly from .
the fact that the actual error probabiiity is 2Pe, and secondly

from the fact that the transmitted signal level generally exceeds
the assumed value of unity. | Thus; in practice, tﬁe two systems
shogld have very similar tolerances to additive white Gaussian

noise at high signal/noise ratios, and.they can be considered as
duals of each other, since they use.the same equalization process
which is located in one case at the transmitter and in the other at
‘the receiver. Modulo-n feedback equalizer has the advantage that it
does not have error extension effects of decision directed
cancellation because thé equalization cperation done in the transmitter
and detection is éone bit by bit without reference to any other
received signal element. Both equalization techniques have the
advantage over linear equalizer that is they are always stable
whereas the linear equalizer is not,

(6-4) Combined Modulo-n feedback equalizer with linear
feed forward equalization (system 3)

Similarity of modulo-n feedback equalizer with detecticn and
cancellation of intergymbol interference equalization techniques
suggested that further improvements to tolerance to additive white
Gaussian noise may be achieved by combination of linear transversal
equalizer as shown in fig.'(6—§), and named system 3,

The system of éombined equalization shown in fig, (5-5) has the
input binary sequence'{sii , as explained in previous sections. The
modulo-n feedback filter output is fed to a linear filter which has
a z transform D{z). The output from the linear filter {bi] is a

multi~valued sequence to be transmitted through the baseband channel
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A(z), after sampliAg an& wave shaping operation as previously
described,

The optimum design of the linear filter is given in sectiog (5-3)
and the design equation-by eqn. (5-32). The z transform of the
linear filter and baseband channel is

S

A(2) D(z) z-hBA(zj . (6-42)
where h is a positive integer due to the delay introdued by the
filter. BA(z) is the z transform of the linear filter and baseband
channel, and 1s equalized by the nonlinear filter at the transmitter
in a manner similar to that used for the equalization of the
baseband cﬁannel by the modulo-n feedback equalization technique
(system 1), Thus the z transform of the transversal filter in the
nonlinear equalizer is BA(z)-1. The constraint for the design of
D(z) makes the first elcment of BA{z) to be unity, following the
analysis of the modulo-n feedback equalizer, it can be seen that

the z transform of]the signal at the input to the detector in

fig. (6-5) is

-h

HX(z) = M [R(z)].= Mz s(z) + W(z)] {6~43)
-

because of the delay of hT secohds introduced by the additional

linear filter at the transmitter, H i1s detected at time t = (i + h)T

from the sample value,

hxi+h =M [Si + wi+h:] | {(6=-44)



i i s . th - -
which contains the first non-zero component of the i data element

and the noise sampie w, After the modulo-n operation on the

i+h’
received sample r; (modulo-n) the resulting signal is fed to the
detection circuit which for binary signal elements is a threshold
detector, i.e. the decision threshold is set to zero level, The
output from the detector is the binary bipolar data signal whose
z transform is 2_hS(z). | |

The advantage of combined equalizers to other types of -
equalization techniques is explained in chapter (5), Thé
reduction in dBs in tolerance to additive Gaussian noise, for combined
modulo-n feedback equalizer and linear equalizer at high )
signal /noise ratio when the given channel replaces the one which
introduces no distortion or attenuation will be different to the
ones given in eqn, (6-41) for mcdulo-n feedback equalizer, The
average energy per signal element from the output of the modulo-n
feedback filter will be modified by the linear filter at the transmitter
by a factor equal to qz = ppt (see eqn. (5-21),  The multiplier
ao— is not present in this system because the design for the
combination of equalizers have a constraint to mazke the First
component for the nonlinear equalizer unity. The channel response
vector is normalised to have a unit length AAT = 1, in order not to
introduce gain or attenuatién., In the receiver the modulo-a
operation followed by detéction is as befpre. The delay invelved
in detection does not effect the calculation for the toierance to
additive noise. Therefore with respect to a system where the
transmission is through a no distortion channel and binary bipolar

data as input in the presence of additive white Gaussian noise with

’ ] 2 . - .
zero mean and variance Q™ the reduction in tolerance to noise when
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both systems have the same probability of error is-

d8 reduction = 20lo (—C{é—)-f 1010 (k2 2)
810\ o~ ) ']

Ja
a

I

1
2010g10 + 2010g10{k| + Zologlol [
i

1']]

, . (6-45)
When eqn. (6-45) compared to eqn. (6-41) thé relation between CTA
andJ"for the no distortion channel is not changed for the modulo-n
receiver, —EIQ = k2 the average transmitted energy per signal

element at the output of the modulo-n feedback filter is estimated

to be 1,333, This causes a 1.25 dB reduction in tolerance to

additive white Gaussian noise, “To a first approximation k2 can be
taken as unity and doubling of error probability due to modulo-n
transformation in the reéeiver can be neglected for high signal /noise
ratios which is given by'dk4} and eqn, (6-45) reduces to

—~

The dB reduction = 201og10q.

For the above approximation the probabilityv of error will be the same

" as eqn. (5-23) and for this system

' oL - | ,
. Pe = Q(I__I ,) - . (6—46)

therefore both systems have the same tolerance to additive white
Gaussian noise under the conditions assumed, They can be considered
as duals of each other. For an alternative analysis of this section

refer te appendix A4,



- 58 -

(6-5) Example of Llnear equalization and the combinat1on of
Linear and modulo-n feedback equalization,

An example of a linear equalizer, then a linear equalizer for
arrangement of the combined linear and modulo-~4 equalizer, will
be given in this section,

lConsider the case where z transform of the sampled impulse response

of the channel is
/ . '
A(z) = 0.196 +.0;392 2l 4+ 0.785 272 + 0.392 273 4 0.19% 2~%

(6~47)

The reason for the choice of this channel is that it is used for

comparison of systems later in this chapter, and it introduces severe

signal distortion. Also, it is required to minimize the prebability

of error in the datection of a signal element, subject to the

essentially accurate equalization of the channel by a linear

equalizer. The linear transversal filter is designed by minimum

mean square distortion criteria, described in scction (4-3), of the

sampled impulse response of the equalized channel. The desipgned

linear filter where the tap gains given by the m-component row

vector C for m = 25 are:

C = 0.003 -0.006 0,001 0,018

-0, 026 -0, 015 0.097 -0.102
-0.130 0. 488 -0, 350 -0,893

2. 341 -0,893 -0,350 0.488
-0,130 . =0,102 0.097 -0,015 (6-48)
-0,026 0.018 © =0.001 -0.005

0.003. - "

When the lirear equalizer is located in the transmitter (or the receiver)




the equalized signal elements from the channel (or receiver equalizer)
output are applied to a detector with ﬁfoper delay fpr thé:
detection of binary siénal values. The equalization is done
completely by a linear equalizer,.

For the combination of modulo-n feed@ack equalizer followed by a
linear transversal feedforward equalizer D(z) the values of D(z) are

determined by evaluation of eqn. (5-32) which leads to a row vector

D, whose significant components are given by eqn. (6-49)°

D= 0,001 -0.001 0. 000 0.003
-0.003 -0. 004 0.013 -0, 009
-0.025 0.064 -0.023 -0.150
0.290 0.003 -0.845 1.248 _
0. 592 0.608. (6-49)

D(z) is the linear transversal filter for the system 3 of fig. (6-5)
for the channel described by eqn. (6-47). The tap gains of modulo-n
feedback filter is given by the product D(z) A(z), the corresponding ;

sampled impulse response is:

2 4

s

+ 0.354z"3 + 0.119z
(6-50)

D(z) A(z) z'ls (1.0 + 1.027z‘1 + 0.954z )

The modulo-4 feedback transversal filter has the tap gains obta;ned
from eqn, (6-~50) and this filter completes the equalization process

in a manner similar to that gor the equalization of the baseband
channel in g§stem 1. The‘significanc components of residual
intérsymbollinterference after linear equalization start after a delay
of 18T seconds for the above case, Therefore si_is detected, after
modulo-n operation in the receiver, from the sample value of received

signal element at time t = (i + 18)T,

For the combined linear and nonlinear equalizer has less number
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of taps than a linear equalizer. The design of the combined -
equalizer does not appear to be significantly affected by the choice

of the length of linear filter C(z).

{6-56) System Modifications

(6-6-1) Detection from second element for modulo-n feedback
equalizer (system 6)

For the nonlinear equalizer described in chapter (5), decision
directed cancellation of intersymbol interference the probability
of error is a function "ao" of the sampled impulse response of the
channel A(z), where “ao" is the-first sample of A(z). Higher
tolerance to additive white Gaussian noise can be achieved by choosing
a component of A(z) which 1s larger than “ao” in the detection and
cancellation of its intersymbol interference in the following elements,
For this case due to the presence of er%or extensicn effects, if an
element is incorrectly detected there is a considerable increase in
the probability of error in the following elements,

The same technique is applied to a moduleo~-n feedback equalizer

located in the transmitter by completely neglecting the first sample

"

value ao" of A(z) and adjusting the tap coefficients of the equalizer

to equalize the sampled impulse response of the channel without ”ao“.

1

operation in the receiver at time t = (i + 1)T instead of t = iT.

r, is detected after the wmodulo-n

Now the received signal element a i

This modification to system 1 is named as system 6 and computer
simulation tests are carried out for 21 channels and results are
presented in section (6-~7)., It was found that this technique is not
a very successful equalization technique, This is bacause the

majority of practical channel responses which are investigated had
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value of "a " which were comparable to "al” of A(z). Consequently
o .

detection based on “al" rather than "ao" resulted in severe
intersymbol interference as the signal transmitted is muleti valued,

and a theoretical calculation of worst case performance of this

system will not be possible.

(6-6-2) The optimum division of the nonlinear equalizer -. -
: between the transmitter and receiver {(system 3a) '

For the combined equalization technique of fig. (56-5) system 3, the
linear filter D(z) can be shared between the transmitter and
receiver. for a better tolerance to additive noise. The.splitting
of D{z) can be done in many ways,one logical way is e&ual sharing
between transmitter and receiver. 1In ref. (37 ) it was shown that
no advantage could be gained by sharing the linear filter D(z)
between the transmitter and receiver. A further attempt has been
maﬂe to share the neonlinear equalizer between the transmitter and
receiver, The arrangement proposed as in fig, (6-5) and it will be
called system 3a, The combination of the channel A(z) and the
linear filter D(z) is given by eqn. {(6-42) where the unequalized
part of the channel is BA(z) i.e. cqualization of BA(z) completes
the equalization process. 7The object is to split BA(z) between the
transmitter and receiver by finding a polynomial BA(Z)% for the
modulo-n feedback fllter and feeding the output to the linear filter
D(z) located at the transmitter, The signal clements are then
transmitted through éhe distorting channel A(z). 1In the receiver the
remaining intersymbol interference due to BA(Z)% is cancelled by
a nonlinear filter, The signal sample valués from the nonlinear filter

is operated on by modulo-n transformation and detection is done on
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the signal value from the output of module-n circuit. The-output-'
of the detector S'{z) is modified by tﬁe network N(z)rin £he
nonlinear filter and cancels the intersymbol interference to
complete the equalization'procesg.

The equal sharing of BA(z) only changes the average transmitted
element energy. The noise variance is not effected by the decision
directed cancellation of intersymboi interferesnce done for the other
half of BA(z)% in the receiver. To find the change in the average
transmitted signal element energy for the shared nonlinear
equalization process computer simulations for five different
channel polynomials A(z) have been made. These channels are given
in table (6-1), they are chosen such that for the combined linear and
nenlinear equalization technique, the nonlinear part can be split into
two equal polynomials. The polynomial for the medulo-n feedback
trangversal filter [ﬁA(z)%-l} is determined by finding the roots of
the polyncmial BA{z) and then separating the roots into two equal
groups, The polynomial BA(z)% is formed from the one of the group
of roots, In table (6-1) the first column‘lists the channel
polynomials A(z) to be equalized, column two lists BA(z) the
unequalized pért from convolution of linear equalizer znd the channel
polynomial. Column three is the polynomial BA(Z)% formed by the
above described method. The fourth column is the reduction in |
deciBellé of average transmitted element energy ofrsystem'Ba when
compared to the case of combined linear and modulo-n féedback'
equalizer, For this comparison the same binary sequence of length
30000 is used for all éimulations'.and the signal from the cutput of
the linear equalizer is used to calculate the average transmitted

stgnal element energy for both techniques.

al Y
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In the proposed receiver after cancellation of intersymbol
interference modulo-n operation is done on the signal element value,

Then s! is detected from the modulo-n operated signal element at

i
time t = (i + h)T where hT .is the delay introduced by the linear
filter at the transmiéter; From table (6-1) the reduction of
transmitted average signal energy was found to be regligible for
transmitter equalizer of system 3a when compared to a transmitter
modulo-n feedback equalizer followed by a linear feedforward filter
(system 3). Further investigation of the receiver desfgn for system
3a has not begn extended due to the fact that there will be additional
increase in probability of error by the decision directed cancellation
of intersymbol interference operation in the receiver to complete

the equalization process, Any gain made from the reduction of

transmitted average signal energy will be lost because of error

extension effects.

(6-7) Comparison of systems;

In table (6-2) the cqualization techniques are given system
numbers. The tolerances to additive white Gaussian noise of systems
1, 3, 5 and 6, when operating over 21 different channels, have been
tested by computer simulation; Similar tests have also been carried
out on a data tran#mission system derived from system 3 by removing
the two modulo-n transformation networks and leaving a feedback
transversél_filter; The feedback filter without modulo-n operation
is a stable network because the desgign of this filter is such that
the magnitude of all the roots of the‘feedback filter in the z plane,
( for the channels tested), were found to be less than unity

ref. (Appendix A4),

At}



Table (6-1) Results of Computer Simulation Tasts for & comparison of sharving BA(z) between Receiver and
Transmitter for combination of Nonlinear and Linear Equalizers,

h Reduction in
. average
Sampled Impulss Response The part that has to be equalized The split transmitted
of Channel A{z) : by 2 nonlinear equalizer BA(=z) part of BA(z) ~ | Energy per
) : 1 signal element
BA(z) " in dB.

0.161 G.974  0.161 0 0 1.6 0.34 0.029 . 0 0! 1.0 0.170 0] 0.4
0.252 - 0.92% 0,262 c e 1.0 0.618 0.095 0 ¢4} 1.0 Q.310 0] 0.9
0.348 0.870 0.348 0 01 1.0 1.000 0.250 o 0| 1.0 0.500 001
0.196 0,392 0,785 0,39z 0.196 ¢ 1.0 1.027 0,954 0. 354 0.114 [ 1.0 0,513 0,345 | 0.1
0.157 0.471 0.707 0.471 0.167 1.0 1.929 1.570 1.003 0.270 }{ 1.0 0.95 0.520 | 0.0

—vg-



Table (6-2)

Meanings of System Numbers

1 Module-n feedback equalizer located at the transmitter section (6-2).

2 Nonlinear equalizer with the detection of a received signal element from
the first nonzero component of that element section (5-1). . :

3 Optimum combination of linear and modulo-n feedback equalizers
section {(6-4) located at the transmitter.

- 69 -

4 Optimum combination of linear and nonlinear equalizers
section (5-~3) located in the receiver.

5 Theoretical results from linear filter designed by
section (4-2), Computer simulation tests by removal of modulo-n
transformation from system 3.

6 Modulo~n feedback equalizer which neglects "a " and detects at
time t = (i + 1)iT section (6-6-1), ©

+




Table (6-3) No. of dB reduction in tolerance to additive white Gaussian ncise, at high signal/noise ratios,
when the given channel replaces one that introduces no distortion or attenuation,

~

Results of ' ' Results of computer
theoretical analyges simulation tests
Channel ‘Sampled Impulse-Respoﬁse
No.™ : of Channel Systems | Systems | System| System | System| System; System
1 and 2 3 and 4 5 1 3 5 -6
vU161 L9746 161 0 0 15.9 0.5 | 1.0 17.6 1.5 1.1 1.4
262,929,262 0 0 11.6 1.4 3.1 13.3 3.5 .2 4.7
.348 870 348 0 0 ) 3.1 7.9 10.6 4.8 8.7 8.6
1,378 845 378 0 0 8.5 5.3 | 12.0 103 | 6.0 | 11.8 x
219,750 .625 0 0 13.2 4.1 1.4 15.9 5.8. | 11.6 | 9.4
625 750 219 0 0’ 1 4.1 11.4 5.9 5.8 11.6 % :
575 .776  .259 0. 0 .5 4.8 14.5 6.6 6.6 .| 14.7 * A
262 .928 ~.262 0 0 11.6 0.0 0.0 13.5 0.6 0.2 4.7 '
348 870 -.348 0 0 .2 0.1 0.1 10.8 0.7 0.2 9.2
10 575 .776 -.259 0 0 .8 0.6 1.5 6.4 2.0 1.6 *
11 625 .750 -.219 0 0 1 0.9 2.5 5.7 2.6 2.6 2
12 . .196  .392  .785 392,196 14.2 4.9 9.0 15.9 6.4 8.1 *
13 167 471 707 471 167 15.5 9.9 20. 4 17.4 | 11.7 20.4 14.4
14 203 .339 749 406 343 13.9 6.2 13.4 15.7 8.0 13.4 *
15 137 .457  .884 479 .274 17.3 8.3 15.2° 19.1 | 10.1 15.2 | 14.5
16 265 -.486 .728 ~.368 169 1.5 7.1 14.0 13.3 8.3 14.0 *
17 152 -.429  .643 -.597  .152 16.4 7.7 15.1 18.2 9.5 15.2 15.8
18 182 -.S571  .642 -.428 214 14.9 8.9 18.6 16.6 | 10.8 18.5 22,2
15 . 273 44T 682 -.455 ~.161 11.3 0.4 | 0.8 13.1 | 1.3 0.9 .
20 152,597  .643  -.429  ~,152 16.4 0.9 1 18.2 2.6 - 2.1 *
21 .307  .510 .702 ~.314 -.234 10.3 1.0 2.1 11.9 2.6 2.1 *
A -




-.67 -

The performance of tﬁis systeﬁ is the same as that of a conventional
data transmission system using a linear equalizer at the receiver,
and the arrangement will be known as system 5. The theoretical’
results for system 5 is from the design of the iinear filter as
described in section (4-2-1). The computer programmes were
wrigten in Fortran 4 and run on ICL 1904A Computer, the binary data
values are chosen from a uniform diétribution and the noise samples
are chosen from a normal distribution with zero mean and variancetjg;

The 21 different channels used in the test were selected to
représent‘a wide range of signal distortions, inc}uding many
different combinations of amplitude and phase distortion. The sampl ed
impul se-response of each channel was arranged so that AAT =1, this
being the condition for no signal gain or attenuation in transmission.
In each test, the average transmitted energy per signal element, kz,
was measured and the noise power spectral dgnsity,(jz, was adjusted
to give effectively 30 errors in the detection of 30,000 signal
elements, i.e, aé error rate of 1 in 103. The tolerance té noise of
each system, when operating over any of the 21 channel is measured
by the number of dB reduction in the signal/noise ratio k2/¢:,"2 needed
to maintain the ervor rate of-1 in 103, when the given channel is
replaced by one introducing no distortion or attenuation. The 95%
confidence limits for each of the measuréd values of the order of
+0.2 dB, ref. (appendix A3).

The results of the tests ;;e giveh in table (6~3). Also shown ;n
this table are the theoretically calculated performances of systems
1 to 5, derived from eqmns. (6-38), (5-9), (6-46), (5-23) and (4-33)

respectively.
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It can be seen from table (6-3) that system 3 has in general a
conciderably better performance than system 1 and 5 particﬁlarly
where there is severe signal distortion. System 1 has on balance

a poorer pérformance than system 5. It is also clear that the
tolerances to additive white Gaussian noise of system 1 and 3 are
typically 1 dB below the theoretical calculated values, From
theoretical considerations it appears that about 1.2 dB of this
reduction is due to the fact that the transmitred signal level is.
greater than the assumed value, and the remaining Q.5 dBlis due to
the fact that the actual error probability is twice that assumed.
It must be borne in miﬁd here that the computer simulation tests
were of necessity carried out at relatively high error probabilities,
at which a doubling of the error probability has quite a noticeable
effect on the signal/noise ratio. System 6 which is a modification

"ao“ of channel response in the modulo-n feedback

of system 1 where
filter has been neglected and detection in the receiver is performed
from t = (1 + 1)T sampling instant. Channels with a * sign

completely failed or resulted more than 8 dB below the posrest system.

For a few channels when

a, iis several tiwmes smaller thanl all
data transmission is acceptable.

Computer simulation tests were also carried out on system 2, with
channels 13, 15 and 17, these channels giving the most severe
reduction in tolerance to noise of system 2. In each test a total of
about 30 independent{ errvor bursts were counted. The 957 confidence
limits of about +0.2 dB in the measured signal/noise ratios for a
given error rate of 4 in 103. System 1 was also tested over these

channels at the same error rate and te the same confidence limits.



In each case the measured tolerance to noise of system 2 was .
about 2.2 dB below the theoretical valﬁe given in table (6;3),
whereas the measured tolerance to noise of system 1 was about

2.0 dB below the theoretical value., Thus the measured tolerance
to noise of system 2 was about 0.2 dB below that of system 1. The
relatively large discrepancy between the theoretical and wmeasured
performances of system 2 is due to Lhe fact that at error
probabilities around 4 in 103 causing error extension effects
which produce an appreciable greater increase in the signal/noise
ratio for the given error probability than the increase of about

1 dB to be expected at error probabilities around 1 in 105 or

1in 106. At .these lower error probabilities , system 2 would have

slightly better tolerance to Gaussian noise than system 1.



CHAPTER 7

Detection and corvection of errors with
the aid of modulo-n feedback equalizer;
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CHAPTER 7 - _ I

(7-1) Error detection and Correction

It is possible to reduce error rates in data transmission to as
small a level as desired by appropriate encoding and decoding
Eechniques. Binary codes are designed to detect and correct erroré.
There are many different techniques of coding, but the most commén
procedure is that of adding an additional number of digi;s to every
sequence of k bits of data, The additional digits are called
redundant or parity digits, and they are chosen such that it will be
sufficient to correct one, two or more errors if desired in the
k-bits of information digits. Error control is the calculated use
of redundancy. Theoretically, near errorless transmission ie possible,
but in practice there is a trade-off between transmission reliability,
efficiency and complexity of terminal equipment; ref. (52).

The parity digits are completely determined by the binary value
of the associated information digits, the detected values of the
parity digits may Be used to detect various combination ¢f errors
in the received information and parity digits; The detected er;ors
may then be corrected by retransmission, 'Alternativg}y, wvhen the
redundancy is sufficiently high, various combina;ions of errors may
be corrected automatically in the receiver decoder. This is known
as forward acting error correction. Sometimes a combination of the
two arrangements may Be used, Therg are basically two‘types of
codes, block codes and convolutioﬁal-codes.

In block codes, the information digits are divided into separate

)

™ . - .
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groups, of-k'digits and to each group (n - k) parity digits are
added to give a total of n digits per-block. The n digits of a
block form a code wofd; A convolutional code has the same basic
structure as a block code, but the parity digits are here determined
not_only by the information digits in the same word, but also by

information digits in the preceding m words, where m>:1.

=
The optimum decoder for a block code operates on each received
word separately and its complexity is a function of the number of
parity digits (n - k) and the word length n. The optimum decoder
for a convolutional code, however, operates simultaneously on the
stored values of all received code words, and this is clearly not
a practicai arrangement, Due to equipment compléxity and information

performance convolutional codes have not been\popular as block codes,
!

For detailed information on coding theory see ref. (53).

(7-2) Error detection and retransmission versus forward
acting error Correction

The correction of errors by detection and rgtransmission has
advantages over forward acting error-correction. A random
error-correcting code, which can correct any combination up to
d errors ;ﬁ a code word, can alternatively be used te detect up to
2d errors. Even for small values of d this normally results in a
very much smaller probability of undetected errors in a code word
where errors are corrected by detection and retransmission. The
reduction in informa;ion rate or effective transmission rate, caused
by the retransmission of code words containing detected errors, is

5
small for digit error probabilities of around 1 in 10", even for

large code words where the number of digits retransmitted iy much

e = ae b Bhareg e e e e =
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greater than the mumber of received digits which have been wrongiy'
detected, It therefore follows that for a given effectivé transmission
rate, a very much lower undetected rate can be achieved with ervor
detection and retransmission than with forward acting error
corrections.

The advantage of the error detection and retransmission method is
that the detection of an error and retransmission requires only a
"yes-no" decision, and does not therefore involve much equipment
complexity. Forward acting error correction, however, réquires the

_decoder not only to detect the presence of an error but also to locate
the.particular digits which are in error. This always~requires
considerably more complex equipment than error detecticn,

The advantage of forward acting error correction is of course that
no return channel is required so that the arrangement\Pe used over
a one way link where error correction by retransmission cannot be
used. ‘The majority of practical communication systems do however
make use of a return channel and do not therefore necessarily
have teo use forward acting error-correction,

Another advantage of forward acting error correction is that the
delay involved in transmission is avoided., When working over 5
satellite circuit, with a value of about 1/2 second in the lod;
delay (total delay in forward and reverse channels) this advantage
can be very significant,

Over most practical communication channels serious disruption of
the transmitted signal caﬁ be caused by temporary loss of tfansmission
(transient interruptions) which ma%)last from one to several
hundred milliseconds., Since interruptions will ugually cause the 1039

of many digits, the only possible means of correcting the resultant
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errors is by retransmission, A practical communication system must
therefore have arrangements for detecting errors caused By'loss of
signal and to be retransmitted. It follows immediately that, with a
practical cormunication channel a significant fraction of the detected
errors can only be corrected by retransmission, TIf the remaining
detected errors are here corrected by forward acting error-correction
the average reduction in the transmission delay of digits

contalning detected errors is therefore unlikely to be sufficient-

to offset the serious disadvantage incurred with férward‘acting

error correction,

(7-3) Error detection with modulc-n feedback equalizers

o)

Various techniques have recently been proposed for detecting and
correcting errors in a data transmission system, where this operates-
over a channel that introduces severe signal distortion, ref. (18, 39~48);
When a nonlinear equalizer is used at the transmitter the received
signal is particularly well suited to the appropriate arrangement for
detecting errors.

In section (6) it was shown that the output of the modulo-n
feedback equalizer has a correlative time function which
has recurrent correlation properties extending over several digits,
These properties are not utilised in the signal detection but can
be employed to check pattérn violations without introducing redundant
digits into the original binary message. Such violations‘result in
errofs which are easily detected., Error detection is performed at

the receiver by coﬁparing the sample values of the received signal

with the element values generated in the receiver from the detected
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binary data S(z), B(z) and X(z) are the input transmitted and -
recelved signal polynomials which have the coefficients of
corresponding sequences {s \iP } and $x,3 A(z) is the channel
1301 Uil _ '

response polynomial as described in previous sections and is
assumed to be known in the transmitter and receiver,

From eqn. (6-27) the z transform of the signal at the output of
the channel A{z) in the absence of noise is

X(z) = M |S(z) —5—— | A(2) -

a “Alz)
o

but
R{z) = X(z) + w{z) (7-2)

where W(z) is the polynomial which has coefficients of the sampled
values of additive white Gaussian noise, with zero mean and variance

qg. From fig. (6-4) at the receiver output,

§'(z) =M [ao—l-R(z)]' | (7-3)

.

is obtained.* The sample values of the ocutput of the channel {(after
the multiplier ao-l) is operated on by modulo-n operation and the

binary values are detected from these values., The noise term in

eqn. (7-2) causes binary digit errors, causing the detected signal

8'(z) to differ from input signal S(z).
Wb

Z -1
E(z) = T .ei Z
s'(z) = s(z) + E(2) +| +1 =1 + modulo-2 additlon
e, =+1 no error +1| +1T =T . _ ‘ (?_4)
e, = -1, error ~t| =1 +1 ' ‘
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where E(z) is the binary error polynomial due to W(z) and E(z) is
added to the transmitter equalizer binary input signal by tﬁis
modulo-2 addition to give the received binary signal containing
errors, ’ |

If the 8'(z) in the receiver is fed to a coder which is identical
to the nonlinear equalizer in the transmitter followed by a linear
transversal filter with tap coefficients equal to A(z) that simulates
the baseband channel, and finally a multiplier identical to that at
the recelver input, then it is possible to generate with éhis coder
a ¥D(z) from the knowledge of S'(z) and A(z) where

1

-1
-1 A(z) a . {(7-5)
ao_lA(z) © X

XD{z) = M | S'(z)

Notice that 5'(z) = S(z) which is the case, in the absence of noise,
w(z) = ao-lx(z). It has been found that with binary bipolar inputs
to the modulo-4 feedback equalizer in the transmitter when the channel
is equalized exactly and in the absence of noise, resulted in
aoulx(z) which always had odd integers as coefficients, These levels
always had the same distance from modulo-n decision boundaries
regardless of the binary input signal polarity in the transmitter;
For example with modulo-4 a multi level sequence€:30~lxig is
produced which can have amplitudes of [?1. +3, 45, 7 ..., ]
with the knowledge about the allowable amplitudes t?onlxi} ,.sample
values of Q? —lr.z can be quantized to the nearest level of E? _lx.%
o i) ° o i)
" by a quantizer in the receiver, To determine the odd integer nearest
- - b :
to {a lx.} , when noise iz present i? 1r S , Ls passed through a
] i - o i )
quantizer whose output signal,isiz is the most positive odd integer

RN
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less than 1 + ao-lri, and which is compared with Xdig generated-in

the receiver. From eqns. (7-5) and (7-4)

xp(z) = M| (s(2) +E(z)) ~i -]A(Z) a{:1 (7-6)
a A(z)—J

in-eqn. (7-6) the error pol&nomial E(z) will cause XD(z) # Q(=z),
where Q(z) is the polynomial with coefficients as Egi? , this will
happen when W(z) in eqn. (7-2) causes a binary digit error in the
received sequence, The error detector relies on the fact that when
there is severe signal distortion, xdi and q; can take on a wide
range of odd integer values, from say -17 to 17, If now one or two
of the Es'if are changed to incorrect values, not only will the
corresponding Xdig be changed but also will the following [gdig s
either indefinitely or over a very long sequence of these values.
Following one error in the (?'1§ , the error detector in effect becomes
unstable and continues to indicate errors because the sequence of
the {%di] now follows a different path to the sequence of the {éig ’
this will be explained shortly. This practically ensures che detectlion
of any likely pattern (or distribution) of errors., The arrangement
of error detection is shown in fig. (7-2). The reason modulo-n
feedback filters are not used as an equalizer in the receiver is
because they cause errors to be propagated. However, this weakness
has been used here as a sérength enabling errors to be detected.

Following the detection of an error, when comparing xd, and 9 at

i

time t = iT the receilver calls for the retransmission of the data

signal starting from Siaj
N

between the [;dig and the {dik ,» the. first of these will normally

where i >8. If an error causes discrepancies
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occur before the end-of the detection of the following four elements,
Before the retransmission of the daéa signal, the transmitter sends

a sequence of a few mére than k {51} all set to zero, where k is the

number of delay elements of transversal filter. This is achieved

by setting to zéro all signals stored in the transversal filter at

the ?ransmitter, together with thg following sequence of {}i} . As

soon as the loss of signal is detected at the receiver, this sets to

zero all signals stored in the transversal filter in the coder,

v
/

together with the E?'i? » thus holding the E}dig at zero, As soon as
a received sample ao-lri of magnitude greater than 1/2 is detected due

to the transmission of the first binary digit, i.e.

the operation of the receiver is allowed to proceed normally ;nd the
correct operation of the error detector is restored, Alternatively,
use can be made of the fact that the receiver knows or can determine
the point in the received sequence of signal elements at which the
retransmission of data commences. The data transmission system now
operates as just déspribed, except that the transmitter sets exactly
k successive gbiz to zero, and the receiver automaticall& resumes
L1
normal operation on the arrival of the first signal elemenf of the
retransmitted data, without the need to detect the arrival of this
element, The'receiver after the retransmission'Operation replaces the
binary sequence which was previously detected to be in error with the
retransmitted data sequence, During thé retransmission process the

receiver continues the error detection, due to the fact errors can also

occur during the reception of retransmitted signal elements as before,
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Directly after the retransmission the normal transmission process
continues;
In fig. (7-1) the output sequences i?o-lxig for a given channel
A(z) and modulo-4 feedback equalizer is presented for three different
. ' ) -1 1.
binary sequences i?iS . DObserve that the sequence la %, 1is equal

i

lri} at the input to the modulo-4 transformation

to the sequence {?0
shown in fig. (7-2) when the channel noise sequence {w } is set to
zero, Sequences Fis Py and P correspond to the curves 1, 2 and 3
in fig. (7-1) respectively. Curve L has amplitudes at sampling
instants-whié;‘are aiways odd and integer valued. In order to
demonstrate how the error detéctor of fig; {7-2) functions, curve 2
which has been de;ived on the basis of zerc error, will be assumed
to be curve 1 when an error is introduced at the 8th clock instant,

This error is such that the binary output will be -1 instead of

the +1 for curve 1; How

and at 8th clock instantk, ao- X, = —7; In order for curvel to be

changed to curve 2, lao 1w must be greater-than 1. Suppose

8

-1 -1 - . o ‘
-7 o - i = -
_<:ao WSHH_I then a, Tg<l 8 and when gquantized qg = 9, from
fig. (7-1). 1In addition the output of the modulo-4 transformation

is M [aonlr;]<::0 and is detected as 5'8 = -1, This 5'8 is coded,

see fig. (7-2) to give xd, = -9, since from curve 2 in f£ig, (7-1)

8
ao-lx8 = ~9, The comparator inputs are both' -9 and consequently no
error signal is produced. Assume now that for every subsequent clock
instant |a flw 1<:1, i.e. a condition for'no error; So a -1x = 4]
o 1| - o 9
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from curve 1 in fig. (7-1), and therefore 99 = +1. Also.

9 9

an error 1f its output is not zero, and at this 9th instant q9:>xd9,

o< M {}o-lré]<:2, hence sl = +1, and xd, = -7. The compérétor deems

hence an error is detecte& in the output sequence si.

Before commenting on whether sé is in error, or the previous
output data, the alternative condition of 1<:a°"1w8<:2 will be considered.

Now with this noise conditioh'ao~1x8¢? -7. and hence
a°"1r8:>—6, hence q¢ = -5. sé = ~1 as -6<7M [a0-1r8J<:25, and -
xd8 = -9 The output of the comparator therefore indicates an error.

It can now be seen that in this example the error in [;i} is detected
at the instant when it cccured provided 1<:ao"1w8<:2. However, when
the noise contribution is negative, -2<:a°"1w8-<:-1, this same error
1s observed at the sﬁbsequent instant, .

Notice that for just one error at the 8th clock instant, the outpué
of the coder in fig. (7-2) is given by curve 2 the output of the
quanti;er 9 is given by curve 1 other than the instant of error
occuring. Curve 3 in fig. (7-1) is generéted from sequence‘ra.

This sequence}B cap be considerad to be sequence fl which has errors
at the 4th and 8th clock instants, With these errors curva 3 is

representative of xd The curves in fig, (7-1) can be interpreted

i
as xdi for no errors, error at the Sth clock instant and two errors
at the 4th and 8th instants, for curves 1, 2 and 3 respectively for
the sequence p. Al though these curves apply for a particular
channel and sequence, in the general case where there is channel
distortion and noise it is found that any error produces a unique
iXdiS which can be used to detect errors,

Another important property of the error detector is that in the

presence of Gaussian noise, a false alarm indication is most

*u
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unlikely to occur, since this requires the noise component aglwi
to have a magnitude at least three times that needed for an error.
. . { -1
The case of noise changing lao T to odd levels other than
adjacent ones have neglible probability and does not cause a binary
. -1 .
digit error when M [ao r;] is detected due to alternating
' o
characteristics of modulo-n transformation see fig, (6-3b), However
this causes false alarms and if false alarm prevention is needed then

when the comparator is comparing xd, with 9 and if the difference

i
i; equal to the magnitude of even number of levels then the comparator
can be made to ignore this case and only detect odd number of level
differences. )

In fig. (7-2) the arrangement of error detection system is shown.
In the transmittér the modulo-n feedback équalizer equalizes the
input data sequence, the output from the equalizer is transmitted and
in the receiver the sample values of signal elements are multiplieé
by ao-l then operated by the modulo-n transformation. The output
of the decision circuit is the detected biﬁary sequence gﬁi} . This
sequence 1is fed to a coder in the receiver comprising a moedulo-n
feedback filter and fellowed by a linear transversal filter héving
the same sampled impulse response of the equivalent baseband chgnnel
A(z). The output from this coder is xdi generated from the receiver
output sample si.

The sampled value of ao-lri is also fed to the quantizer which has
a staircase characteristic.. The output 1eYels of the quantizer are
the allowable levels of ao_lxi. The quantizer threshold levels are
at [0, 12, +4, ié.._...l and the output levels are [:5—_1, +3, 435, _-!-_7] .

The quantizer output 9 and xdi are fed to a coﬁparator. If the
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comparator detects any difference in the levels of the input
signals, then retransmission of the dafa is requested via the return
line, R
An efficient way.of implementing the coder shown in fig, (741) * 72
is the arrangement of the filter A(z), representing the model of
the channel,is simply produced from the nonlinear equalizer by adding
the EP;} samples to the feedback samplea. Such an arrangement is
simple and inexpensive,
It can be seen that the error detector is likely to fail when the

signal distortion is such that xdi, for 211 or most of the time takes

on only a few values, say -3 to 3. Since ther2 is now a greater

4
L

and after a likely error patterr *~ the {si} . Thus the error

probability that xdis maintains the same values as the {ﬂig during
detector no longer necessarily goes unstable, This is the situation
when "ao", the first component of the sampled impulse response of the
channel, is the largest component and for it is also the case when
all roots of A(2z) lie inside the unit circle in the z plane, even
though a, is not now necessarily the largest of the {913 . Of course,
when there is no signal distortion, xdi has the possible values +1
and the error detector fails completely.

The system explained in this section was first investigated as
error detection and correction of the last detected binary digit si.
The error correctlon scheme had failed for 50% of the errors and the

coder output {xdi% continued to diverge from the quantizer output

{

Lqii . ‘When the reasons for failure have been studied, it was found

for some cases, that the error was due to the delay in the error
detection also the need for propcr reseting of coder memories after

detection of an error, The error detector of this section has been
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developed and successful operation is achieved, -Error correction
and improved detection schemes were investigated, and are described

in section (7-4).

(7-3-1) Assessment of Error detection svstem -’

The error detector described in this section was tested with
system 1 and system 3 over 21 diffeéent channels given in chapter 6,
The binary digit error rate was chosen to be 1 in 103, and the
block length for retransmission is chosen to be 100, The first
4 bits are zero which ave required to set the delay elements in
modulo-n filters to zerc for the given sampled channel impulse
response, The remaining 96 bits are data elements. TFor the given
binary error rate this block length of 100 elements resulted in 10%
reduction of information rate due to retransmission, of daté elements,

The error detection circuit detected all the errors that cccured
in 30,000 transmitted binary signal elements for all the 21 channels
listed in table (6-3) without missed errors and false alarms. It
was found that in the case of system 1, all errors in the {§i§ were
detected for each of the 21 channels, Since in these tests a total
of some 30 errors occured over each channel, it is clear that the
error detector provides a most effective protection against errors
when used in system 1. When the error detection system wés tested
for higher digit error rates as 1 in 102 all the errorélware detected,
but such érror rates are unrealistic for high speed data transmission
because of repeated retransmission the average information rate becomes
very low due to the number of retransm;tted data elewents, It was

found that on the average the system detects errors with a delay of




O to 4 data elements; after the occurance of binary digit error. If
the loop delay is neglible the magnitude of retransmission block
length can be chosen to be aboﬁt 10 for the listed 21 channels in
table (6—3); then the error detection and retransmisgsien can operate
successfully for high error rates without a big reduction in
information raée.

The error detector can also be us;d with system 3, where the
nonlinear equalizer at the transmitter equalizes the baseband channel
and linear filter, whose resultant z transform is z_hBA(z), The
coder for the error detection is arranged to be for BA(z). In the
case of system 3, however the error detector only gave complete
protection for 7 of the 21 channels, namely, channels 4 - 7, 13, 15
and 18, The breakdown of error detection, that is, when the system
fails to detect errors, in relation to channel response A{(z) has |
been‘ investigated, It has been found for channels where errors are
not detected at the receiver all have roots whose magnitude< 0.7,
in the z plane. Table (7-1) has been prepared to investigateqithe
failure of error detection, It has been found for a wide range of
polyﬁomials whose roots magnitude is greater than unity, in the z plane,
the error prqtection was complete, If the polynomial has all the
roots whose magnitude is less than unity, in the 2z plane, the error
detection system missed binary digit errors. Table (7-1) lists 21
impulse respanses for system 3, for the nonlinear equalizer part, .
all these polynomials have roots with magnitude less than unity, in
the z plane, For system 3 the first component of the sampled impulse~
response of the\chgnnel and linear filter combination which is BA(z),

is always one of its larger components, and it is clear that the error .

i}
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- Total number of errofs detected in 60000

-~ Average of detected errors B/a

Histogram for 10;000 samples of xdi

BALZ !
Channel Nonlinegiziqualizer A IB c D -11 -9 -7 =5 -3 -1 1 3 5 7 9 11
No. for system 3
1| 1.0 0.3%0 0.029 0 0 | 54|30} 0.55[.0.17R 5069 {4931
2{ 1.0 0.618 0.095 0 0 | 67 |50]0.74] 0.34R 392 | 4732 {4536 340
3] 1.c 1.000 0.250 0 0 65|62]0.93] 0.50R 1258 | 3734 |3736{1272
4] 1.0 1.237 0.382 0 01 50]|50]1.00]| 0.62R 1531 | 3545 {3513[1411
5/ 1.0 1.200 0.350 0 o[ 70|70i1.00] 0.69R -
6| 1.0 1.200 0.350 0 o | 51{51}1.00/ 0,69 1597 | 3579 |3389]1435
71 1.0 1.350 o0.4% 0 o|65165!1.00!0.75R 70 1623 | 3376 3342|1576 | 36
8] 1.0 0.000 -0.069 0 ol 69{32!0.46| 0 30R 5042 |4958 |
ol 1.0 0.000 -0.123 0 "0 | 68 133]0.48! 0.358 4924 |5076
10{ 1.0 0.338 -0.170 0 o | 541301 0.55-0.62R 8 | 5011 [4976] 5
11! 1.0 0.450 -0.158 0 0| 57 1411 0.71}-0.718 232 | 4711 |4828] 229
12| 1.0 1.027 0.954 ©0.35 0.119 | 73 {67 0.91 | 0.58¢C 114 |1410 | 3576 |3460(1303 [137
13| 1.0 1.929 1.970 1.003 0.270 | 66 |66]1.00]0.76C |-4 {74 | 405 |865 ]1575 | 1951 {2081|1602 (943 | 401 | 97 | 2
141 1.0 0.976 1.352 0.544 0.284 | 65|63 0.96]| 0.83C 5 {368 11639 | 3092 {3000{1552 |343 1
15 1.0 1.528 1.595 0.893 0.251 | 74 |7411.00] 0.84C 2 | 155 [833 {1547 | 2394 [2308[1723 {773 | 160| &
16 1.0 -1.311 1.395 -0.615 0.228 | 55 {53 0.96|0.77C 53 14764 {1591 | 2887 128461632 |466 51
17{ 1.0 -1.603 1.366 =-C.708 0.138 | 73 17210.98} 0.83R 121 |645 [1728 | 2468 }2605{1636 682 | 114 1
187 1.0 -1.768 1.500 -1.029 0.305 | 75|75[1.00}0.77C 22 | 278 1836 (1526 { 2225 [2266{1601 |[865 | 251! 30
19] 1.0 0.203 -0.106 =~0.212 -0.030 | 64 |36 10.56 ] 0.64% 4969 | 5031
20/ 1.0 0.369 -0.257 -0.182 -0.029 | 66 [29]0.43]0.62R 5025 }5975
21] 1.0 0.453 -0.361 -0.232 -0.191 | 39 {31 1 0.79 { 0.61R 4981 |so19
A - Total.number of errors in 60000 Saéples : > Levels of xd ' >,
B
C
D

~ Magnitude of largest root, R = Real Root, C

Table (7-1)

Investigation

= Complex Root

for the failure of error detector of éystem 3.

-1?8_
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detector will not Opérate as well as here as in the case of system’

1. The number pf binary digits transmitted for these teéts is

60,000. The first column A represents total number of digital

errors., Column B is the number of errors detected from the digit errors
and corrected by retransmission of 96 data elements plus 4 zeros,

Coluﬁn D 1is the magnitude of largest root of BA(z) in the z plane,

Also the histogram given in the same table for the corresponding
polynomials BA{z) is for the values ixdiz in 10,000 trials, 1t can

be seen that if E;di} takes on more than two values greater protection
from errors is obtained.

It has been found the error detection for A(z) of [1,1} is 100%
effective., Combination of such a response with an A(z) which fails
to detect all the errors result in 2 comblned impulse response
A(z) where the error detection system functions without missing
errors when tested at given error rates,

The modification of channels BA(z) of table (7-1) which does not
function effectively for error detection can when modified by an
additional filter (1 + znl) enable all errors to.be detected, For
such combinations A(z) of BA(z) with an additional linear filter
impulse response (1 + zml) does introduce an extra root in the
z plane. ‘This A(z) with & root magnitude of unity, then the linear filter
.and channel is now equalized by the modulo-n feedback filrter as in
system 1 or éystem 3 with-complete protection against errors., The
combined filter A(z) resulté in about 3dE reduction in tolerance to
additive white Gaussian noise when compared to same channel without
the filter (1 + z-l), Another sclution for this problem would bg‘to

change the phase of the sampling clock to obtain entirely different

f
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sampled impulse response of the channel. Such a technique has
been suggested in ref. 64).

(7-4) 1Improved detection for modulo-n feedback equalizer

For the modulo-n feedback equalizer used in the transmitter to
equalize a distorting channel and the detection in the receiver
done on bit by bit basis gives the gesults obtained in chapter 6
which are substantiated by those given in ref. (1819) and (46).

This method of detection is not optimum and does not produce the
least number of errors in the presence of additive Gaussian noise,
As mentioned in chapter 6, modulo-n feedback equalizer is a special
case of a correlative level coder which is also a convolutional
encoder, Tt is possible to apply maximum likelihood detection
techniques to modulo-n feedback equalizer.

Maximum likelihood detection algorithm can be viewed as a new
solution to perform matched filter detection on sampled sequences,
without requiring an unreasonable number of matched filters, The
performance cf the maximum likelihood decoding is much superior
to bit by bit decoding, ref. (54).

If an assumption 1s made to view the distorting channel A(z) as a
correlative level encoder in the transmitter for the module-n
feedback equalizer then X(z) is the output from A(z), and-R(z) is
as defined by eqn. (7-2). X(z) and S(z) are related through equ, (7-1).
Maximum likelihood sequence estimation is defined as the choice of that

L

X(z) for which the conditional probability P {R(z)/x(zg] is maximum,
The binary information sequence {Si} iz of length N i.e. 1s;iggn,

since the sequence {si} is mapped into {xi‘ in one-to-one fashion

]
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there are M = 2N vectors which ixii can take on, and the noise
samples iyi} aré samples of additive white Gaussian noise and are
statistically independent, It is shown in ref, (45 ) that if all
input sequences are equally likely the decoder which minimizes the
error probability is one which compares the conditional probabilities
(also called likelihood functions) P ﬁgi}/ E?imil where {Fig is

the overall received sequence and ixiug is one of the possible
transmitted sequences. The decoder decideé in favour of the
particular sequence {315 which maximize the conditional probability,
and this is called a maximum likelihood deccder. Generally

it is more convenient to compare the quantities log. P [3(2)/X(zi] »
called log-likelihood functions, and can be shown to be equivalent

to the minimum distance decision rule based on the measure,

ref. (59 ), (66, 67).

' N
D(xM) =D (ri - xiM)2 . - (7-7)
i

The maximum likelihood solution is that igiuj which minimizes

D(x), where ixi%} and 3 are related through eqn. (7-1), ref.(66).

2
In the receiver it is possible to generate the sequence which
minimizes eqn. (7-7) this sequence will be called {3315 and
corresponds to a binary sequence {si} and will be the besf estimation
of binary data that was fed to the equalizer in the transmitter,

But due to length of {#i& number of sequential operations makes

such a detection process impossible, algorithms are developed and

analysed in refs. (46 ), (59 ), (32 ) to simplfy the maximum

likelihood detection operation to reasonable number of sequential

vy
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operations, A new detector that will asymptotically approach the

performance of an MLD detector is explained in the next section.

(7-4-1) Proposed detector for modulo-n feedback equalizer .

This proposal is derived from error detector of section (7-3)
and shown in fig. (7-4) as improved detector for modulo-n feedback
equalizer, The coder is as in fig. (7-2) but the detector operates’
in a fundamentally different manner. The elemené value s, instead
of being detected from ao_lri at time t = iT, is detected at time

t = (i + j)T from the sample values

which are held in a buffer store.

The sequence generator generates in turn each of the 2j+1 possible
sequences of the (j + 1)1§€] , Wwheref{=0, 1, 2, Ceeaeea j, and
each of the sequences is converted by the coder into the
corresponding sequence of the (j + 1) ixdii . During the generation
of each sequence'igfg , the coder is reset to its state immediately

after feeding in the detected value si_ and this is achieved by

1
storing in the buffer store associated with the coder the sequence
of signals held in the transversal filter A(z) and ao_lA(z)—l in the
nonlinear equalizer in the coder, immediately after feeding in the
detected value Si-ll .

. The detector now measures the mean square difference
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z ao-zri -xdi ' . (7-8)

between sequences €§0-1§ég §nd {xqu, for each of the 2j+1 poéﬁible
sequences of the {xdf}; The detector then selects si, the detected
valﬁe of $;, as the value of s {(i.e. the first value) in the
sequence {g{}which is used in the géneration of the sequence {xﬁj ,
for which the mean square difference is minimum.

The whole detection process now repeats itself for the dstection

of s from the sample values

i+l

-1 -1 -1 -1

%0 Titlr %o Tie2? o Tieyr o e %o Tirirl

and so on. The reason why only 8; is used after the detection process
is that every 8 should be detected from same number of received
sample values, 1If whole of sequence {E(im corresponds to the mininum
il a s ‘ -1 5 b
distance and produces {xdt}m. It Sfjm is accepted as the detected
binary sequence rather than just the first element in each {gizm then

each of the detected si elements does not have same error probability,
The last elements in the sequence ES@E will have higher error
probability than the first elements.

This proposal has not been tested due to avallable comﬁuter time
that will aliow the simulation of the system to oﬂtain results within
acceptablé confidence limits, A hybrid system using error detection

and correction utilizing a version of improved detector for

modulo-n feedback equalizer has been investigated,

(7-5) Errér Corrector for Modulo-n feedback equalizer

The arrangement of the error detector and corrector is shown in

bl L . oot .-i--‘?
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fig. (7-5). 1In this figure detector A is a single element detector
and detector B is a multi~element detéctor as previousl§ explained.
In the fig. (7-5) the switches;placed in position I in order to
detect error in the incoming data, and move automatically to the
error correct mode (position II) if an error has been detecfed and
a search is made for {shg, at the end of the search, the coder

is reset to its correct state and islg replaces the sequence of
length j + 1 in the binary store, The error corrector. then
switches back to error detect mode,

The error.correction technique of this section is derived from
error detection of system (7-3) and improved detector of section
(7-4-1) for modulo-n feedback equalizers. The detection is done,

!
as explalned in chapter 6, after modulo-n operation from Ml.ao ri+ﬂ_
by a simple threshold detector and the detector will be calfed
detector A, which is a single element detector. The error corrector

. . -1
functions by first detecting errors from a, r by the system

_ iy’
of fig. (7-2), by comparing qi+j and Xdi+j' When a dlécrepancy
between these two values is detected by the comparator then instead
of requesting retransmission, the superior detector shown in fig., (7-4)
is utilized.

The error corrector uses the same coder as the error detector with
an associated buffer. When the ervor is detected the sequence

. ‘ j+1 .

generator generates in turn each of the 2 possible sequences of
the j + 1 {sggyhere f=0,1,2, ........., i, and each sequence is
converted into the corresponding sequence of the j + 1 {xqg and

raseting of the coder is done as in section (7-4-1). The {xdﬁ is

chosen that minimizes the eqn. (7-8)., This selection is performed

A
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by detector B, which‘is a'multi~element detector. . Detector B then
outputs the optimum sequence{}i}. The coder is now reset to its
correct state after the choice of {ékg has been made from the buffer
store. Now the coder is ready for anf further error detection
operation starting at time t = (i+j+1)T. The sequence {séz replaces
the bit-by-bit detected {s'i+531n the binary data buffer store.

This is done by replacing the last value of [sb} into Si+j and the

first value of iﬂg into si and the values in between are put into

their respective places in the binary data buffer store.'

The error detector in fig. (7-5) accepts the complete sequence
of{sé}instead of just its first element as in the proposed improved
detector of fig. (7-4), After the error correction because this
is wnat occurs, the error detector switches back to error detect
mode and continues to check for errors, between the recelved

and regenerated xd

signal-element ao— If the comparator

Ti+jl 4§l
still detects an error this error detection could be due to two
causes. Firstly correction of errors at time t = (i + j)T was not
satisfactory or a new error had occured at time t = (i + j + 1)T,
what ever the cause of the error that is detected at time
t = {1+ j+ 1)T then the error detector switches back to error
correction mede and another search is made for a new i;dp} that
) . ™

minimizes the mean square difference between ixqtg and

a ;1r a -1r . -1

o i+l’ o Ti42? "ttt Yoo Tidgel
by the detector B. The detector theﬁ.selects the sequence {si} as
theAdetected one used in the générafion of ixdég. The sequence

is}i replaces the binary values which have been produced at the

~y
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output of detector & and are currently stored in the binary dataﬁuffef
store, Thus the sequence zség of length j + 1 elements reblaces

j 4+ 1 elements of binary data in the buffer store at time

(i + j)T. -Should the system of fig. (7-5) at the next sampling
ins;ant detect an error in mode I it again switches to mede II, and
generates an optimum saquenceif%3 . This sequence again replaces
j + 1 elements in the binary data buffer store, Notipe that at
this sampling instant, namely (i + j + 1)T the detected element

at iT is not altered., The size of binary data buffer store

should be such that if a retransmission is requested it should
allow correction of the complete block retransmitted, this is to be
several times greater than j + 1.

(7-5-1) Assessment of System

The error corrector has been tested by computer simulatiorn for
a binary digit error rate of 1 in 103. The value for j has
chosen to be 4 the reason for such a checice is that the error
detector detected all the errors with a delay of O to 3 clock
instants in previous tests, 1If the system 1s unable to correct
a sequence of errors and consequently a safety measure is introduced
to prevent the error correction operation being continuously
" applied. The safety procedure involves countinglthe number af timés
the error detector switched to error correct mode. TIf this is
more than 5 times in the last 10 clock instants retransmission is
requested, The retransmission process is explained in sectiouns
(7-3) and (7-3-1). Observe that this does not necessarily imply

there have been 5 consecutive errors.

7
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The error correcter corrected all the errors that occured in
20,000 transmitted binary signal elements for 21 channels listed
in table (6—3) with the exception of channels 9 and 10 which
requested correction by retransmission once in these tests, A
set of computer simulations for all 21 ch;nnels j = 5, the safety
count of 6 in the last 10 clock instants and the error rate
maintained at 1 in 103. These tests yielded the following: -

(i) error corrector successfully corrected all the errors that
occured in 20,000 transmitted binary signal elements for all the
21 channels. (ii) in the case of system 1 all the errors in the
binary detected séquence from detector A were corrected for each
of the 21 channels. For these tests in (i) and (ii) a total of
some 20 errors occured over each channel, The error corrector has
not been tested for system 3 because the errcr detector does not
give complete protection on all channels when used for this system,

An error rate;:>1 in'1Q3 could not be tested for all the
channels due to the fact that as the number of errors increase the
error corrector is used more frequently which requires more
computer time than bit by bit detection. A small number cof channels
have been tested with j = 5 and increased noise power of 3 dB,
giving ;n error rate greater than 1 in 103, 3 dB increase in noise
power results in about 363 ervors in 20,000 bits, With channels
2 and 12 to 15,the error correction was found to be perfect for
these tests,

The arrangement of the error corrector of fig, (7-5) can be
implemented from fig. (7-2) by an addition to the error detector

of few extra circuits and tuffer stores, without a big increase in
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cost. From the computer simulation tests it was observed that
when an error is detected the error cofrection system isg éilowed
to try consecutive searches and after each search it accepts the
sequence {séz which corresponds to sequence {xd!}which minimizes
eqn. (7-8), If this operation is done continuously the error
detector of this section becomes the improved detector of section
(7-4-1), because after every search only first element of the
sequence {shj is accepted. Therefore the performance of the
error detector and corrector can approach that of a maximum
likelihood detector when the error correction operation is done

continuously,

{(7-6) Conclusion

The effective tolerance to additive white Gaussian noise of system
1 can be significantly improved by means of a suitable error detector
at the receiver, which operates on the received data and requires no
redundant data to be transmitted. The modulo-n feedback equalizer
acts as a multi valued convolutioenal encodef.

Due to reasons given in previous section tﬁe error corrector of
fig. (7-5) is a compromise approach to the iwmproved detector. From
computer simulation results it can be seen that there is improvement
in the tolerance to additive white Gaussian noise wvhen c&mparcd to
bit-by-bit detector. The exact amount of improvement can not be
qﬁoted for all the channels due to the fact that each channel
introduces a different megnitude of redundancy and it is this
redundancy that i3 used for error detéction and correction,

If the error correction used in system of fig. (7-5) is implemented
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the error corrector in the error correction mode has to complete--
the search in one clock period, T seconds, and be ready for error
detection at the end 6f this period, The hardware of the system will
not be fuliy utilized during ervor detection if the speed of the
error corrector is designed to be T seconds, The system can be
redesigned as in fig. (7-6) the only difference between system of
fig. (7-6) and the improved detector of fig. (7-4) is the addition
of a circuit that checks for discrepancy between 95 (described in
section (7-3)) and xd,. xd, is the element of sequence for £ =1
that corresponds to the minimum mean square distance between
230-1&g and {?qﬁf . If the comparator detects discrepéﬁcy between
is detected

9y and xd, retransmission would then be requested, s

L)
i i

as in the improved detector of fig. {7-4) by multi-zlement detector
B shown in fig. (7-6). With this system the bit-by-bit detector

is completely eliminated from the detection process. Observe that
fig. (7-45 is solely a detector without the facility of calling for
retransmission of data. The applicaticn of this system fig, (7-6)
could be over channels which have a high error rate and large loop
delay wﬁere a nonlinear equalization technique of detection and
intersymbol Iinterference cancelation in the receiver would fail due

to error extenslon effects.

hd 3
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CHAPTER 8

Adaptive equalization of time varying channels

A}




(8-1) Introduction

Practical data transmission channels are time variant. The rate
at which the impulse response A(t) of a telephone channel varies
with time is slow. For example changes in A(t) will occur over a
period of many minutes and are generally a small percentage,
However, on HF channels significant changes can occur in less than
a second. A useful model of these time varying channels is a‘
time varying filter having an impulse response A(t;t') at whose
output. is added white Gaussian noise,

The use of tapped delay filter as an equalizer for A(t,t) has
been investigated extensively and details of this history are
reported by Rudin, ref. ( 68 ) and Nitoro, ref, ( 69 ). Recent work,
ref, (68-80)has centred on use of this tapped delay filter for
specific channels, Various algorithms for setting the tap gains
automatically and use of various performance criterion have been
described. Most notable is the work of Lucky ref; (70), who
described a realizétion of an algorithm to force zeros in the
impulse response of a system used in digital data transmission over
telephone lines. Lucky and Rudin described an equalizer,-ref;(Bl)
ref, ( 68), for analog signal transmission which minimizes mean
square error in response to a training signal: Niessen,'ref; (75)
in a short letter described an algorithm to minimize mean square
error for data transmission in which the data icself is used as a
training signal and adjustment of the tap gains continues )

throughout data transmission by use of decision directed feedback.
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Some practical equalizers have been described in the literature
refs. ( 82), Niessen and Wiilim, ref( 83), and Hirsch and Wolf,
ref. ( 84). Recent interest has now centred on developing
techniques-to speed convergence of adaptive equalizers,

A number of papers deals with equalizer algorithms and techniques
for faster convergence properties. Schonfeld and Schwartz, ref. (85):
allow loop gains to be time vavying throughout adaptation, so as to
provide optimal convergence at the end of a2 spescified duration,
Richman and Schwartz, ref. ( 86) have used a dynamic programing
approach to the adjustment of loop gains, while Walzman and
Schwartz, ref. ( 87) have developed a discrete frequency domain
technique to cobtain faster convergence. In this later technique
the use of the fast fourler transform allows the frequency domain
properties to be utilised, where optimum gain constants are more
readily évailable than in the time domain where a similar
optimization would require determination of the eigenvalues of a
matrix related to the system impulse response,

In the literature no definition of what constitutes convergence
has been accepted., Furthermore the convergence time is a function of
the particular channel selected, If the impulse response of the
equivalent baseband channel A(t) is time variant A(t;%), the best
equalizer function is also a function of time. 1If, however, channel
changes occur over a time interval much }onger than the duration of
the imﬁulse responge of the channel then it is also possiblé te
measure A(t) and to construct the best equalizer in much less time
than it taﬁes the channel change. The probleﬁ of equalization of

time varying channels is simplified by measuring a fixed channel

e . or



(not accurately known), détermining A(t) and then constructing theé
best equalizer for that channel. A sﬁccession of measurements of
A(t) will produce a succession of equalizer responses to track
slowly changing channels’ ihis is the approach generally used in
the literature to investigate adaptive equalizers and for this

reason A(t) will be used subsequently instead of AlE,D),

(3-2) Adaptive Equalizer Algorithms

Since each channel has a different type of distortion, the-
equalizer must be tailored to fit each particular channel, A
scheme which is easy to implement was discovered by Lucky,
ref, (88 ). This originally involved sending a series of test
pulses prior to the transmission of data through the channel in
order to traimn i,e, adjust the equalizer after which rhe equalizer
settings were frozen. If the channel characteristics were to
change during the message being transmitted, however, the
equalization would no longer properly fit the channel, 1In a
subsequent paper Lucky, ref. (70 ) arranged fcr the equalizer to
be adjusted directly from the received data signali In this way
the equalizer continuously redesigns itself during the entire period
that da-ta' is trangmitted.

All the adaptive equalizer algorithms make use of a de%ivedr
error signal e, which is the difference between the actuai equalized
output an& the distortion free; or reference signal, For adaptive'
operation, the reference signzl can be aﬁpro;imated directly from
the equalized output by taking advantage of the known forset of a
digital data signal, where one of a discrete number of levels i§

transmitted.
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{(8-2-1) Zero forcing Algorithm

An algorithm was developed by Luckg, ref. (88 ), for sétting
the tap gains of a-linear equalizer by minimizing the distortion
factor Dpeak defined in eqn. (4-25). This algorithm was called the
zero forcing algorithm, and forces the equalized sampled impulse |
response of the channel to zero except at one main pulse. The
number of zeros that can be forced by a linear transversal filter
of length n is only (n.~ 1), It can be shown that an estimate
{%j} of the equalized sampled impulse response of the channel is

given by the correlation between the received binary sequence

' )
Esi} and an error sequence zeis' .
. @, C _ (8-1)

and the product of e; and si_j averaged over N samples. It 1is
assumed that the input data is uncorrelated for this preiation to
hold. Lucky has shown that the distortion Dpeak is convex with

one global minimum, this allows iterative procedures to be used

for incrementing the tap gains to their optimum values, The zero
forcing algorithm adjusting the tap gain €5 of the linear
teedforward equalizer in‘increments of bcj such that Q&, i# h,
becomes zero’(ej, j = h which correcponds to the peak of the puISE);

‘The tap increment is proportional and opposite in sign to the

estimate e, where

]

de, = - K&, . i | (8-2)

LW
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e, and incrementing by a fixed step size as explained in the
ref, (70).

A dis;dvantage of'zero~forcing algorithms is that evern with an
ideal reférence training signal; convergence to the ﬁptimum solution
can not be guaranteed: If the distortion is severe this algorithm
may not converge at all, because the received data sequence and
error sequence are decision-directed. Also the rate of convergence
will be affected by the error rate during the initial phase of
equalization. The zero forcing equalizer forces zeros in the
equalized channel impulse response at iejj s 1 # h and the main

pulse at e, being adjuéted to give e = ‘1.

The algorithm for adaptive equalization of decision~directed
intersymbol interference cancellation technique (see section 35-1,
system 2) has the basic strategy for adjusting the tap gains as.
that for the zero-forcing algorithm in as much as it is based on the
measurement of correlation between the message sequence Esig and the
érror sequence Eeil . This results, as previously discussed, in each
tap © forcing a zero in the equalized sampled impulse response; It
was shown in ref.(28) for this type of equalization that convolution does
not occur and there is no induced intersymbol interference outside
the range of the equalizer; Furthermore, the action of forcing
zeros ensures that the optimum solution i.e. minimization of the
distortion factor Dﬁeak has been achieved, Also with an ideal
reference training signal, zero-forcing algorithm with this technique
of eqﬁalization will enable the‘equalizer to converge to the optimum
solution for all chainel distortions. For a given length of equalizer,
the residual intersymbol interference is in general less with

decision directed equalization because it does nct enhance the noise

as linear equalizers do,

T



(8-2-2) Mean Square Error Algorithm

The criterion of performance for the mean squatre error algorithm
is defined as the minimization of the mean-square error between the
channel output and the transmitted message sequence isii . This
distortion is defined aé Drms in eqn. (4-26). It was shown in
ref. (83) that an iterative procedure can be used to adjust the

. tap gains to the optimm solution bf incrementing in steps
proportional and opposite in sign of rhe cross-correlation function
Thus the'jth tap

between channel output r, and error signal e

i i

increment is given by

acj = _—kri-j e (8-3) -

The strategy for incrementing the tap gains involves the measurement
of the cross correlation between the error signal and delayed chanmel

output r This requires complex correlator multipliers which are

T
linear in both ports, However, it has been shown in ref, {84 ) that
either or both of e, and ri~j can‘be replaced by thelr respective
sign functions without significantly affecting residual equalized
mean-square error, though with a penalty on the speed of convergance.
Zero-forcing and mean-squarc-error algorithms require random data,
for convergence, Also equalized inputs are needed for the estimate
of the error e;. The maiﬁ problem is that since the initial error
estimates are made from the distérted signal and the estimated
reference, the error signal is not reliable, One way of overcoming

this problem is to transmit a known data pattern during a training

period and to generate the same pattern in the receiver, Once the

}

-
»
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locally generated pattern is synchronized with theé received signai;
it can be used as an ideal reference to replace the estimated
reference signal., This estimated reference becomes identical td the
ideal reference and the latter is no longer required. By switching
over to the estimated reference the equalizer can operate adaptively,

and the actual data can be transmitted.

(8-3) Estimation of channel response for Adaptive Operation of
Modulo~n Feedback Equalizer (system 1)

The techniques of adaptive algorithms for equalizers located in the
receiver and discussed in previous sections do not have the prcblems
associated with modulo-n feedback equalizers, The two main problems
are (i) that the knowledge about the output sequence ibii from the
modulo-n feedback equalizer in the transmitter is needed for the
adaptlve operatlon 1ts value 1s unavailable in the receiver so has
to be assumed to be known, (iil) difficultly ir transmitting the
information about sampled impulse responge of the channel back to
the transmitter, An ideal return channel which introduces a small
delay during the transmission is assumed, This information is
transmitted as analog samples,but in practice they will be
transmitted in digital format., Using assumptions (i) and {ii1) the
objective is to find a suitable algorithm and assess the system

without several interacting factors which wmay influence the result,

(8-3-1) Estimation of A{(z) by solution of linear simultaneoué'
equations (Solution 1)

The input and output signals of the baseband channel whose z
transform is A(z) , are linearly related. The samples of input.

signal elements into the channel are {bi} the sampled impulse response

vy
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of the channel'{ajj for values of j = 0 to k, and the channel output

samples of signal elements will be related by

r, = E; ‘ bi-j aj . o | (8-4)

for positive integers of i, where it is assumed that until stated
channel noise is absent, With the knowledge of’{big and Er{i the
sample values of channel impulse respomse {?jg can be estimated by

solving a system of k + 1 linear siwmultaneous equations, For example

for k = 2 the equationé will be

r = b1 a (1)
r, = b2 a + b1 a, (ii)
T, = b3 a + b2 a, + b1 a, (i11) (38-5)

The solution will be as follows, starting from r. and solving for

1
ao by finding ao = rl/bl' Then substitute ao into equation (ii) for

to give a By substituting a and a, into equation (iil) a

1 2-

is evaluated. The next set of equations to determine gzijz be from

rz, 1

equations relating Ty, Ig and T, to b b, and b,, it being assumed

2 73 4
that the i?j gvalues are slowly varying with time. There will be

2 3

should be cancelled by the following operation before starting the

intersymbol interference components in r, and r, due to b1 and these

solution of the next set of equations at time instant t = 4T

1 = _ =
¥y =T, - by 3
- - =
ry = r3 - by a,
ra = rh = b4 aO 4 b3 al 4 b2 a, (8-§)
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and so on, The solufion at tiﬁe instant t = 4T will start by -
finding a from.ré/bz. The estimation operation will be repeated

every sampling instant. {E&} represents the running average calculated
after each solution due to time varying E?j} and when additive noise

is present in {r;% the estimates of E?j} will not be very accurate.
Also-{Pig can be in error due to additive noise. The rumning average
will then be updated after every solution by new estimates of i?j}

by the following operation

5j=aja+(1—a)§3. i=0,1,2, ........ k (8-7)
Where'EE is the last average, and A is the weightiﬁg factor which can
have a magnitude O to 1 depending on the nolse variancé and rate of
change of iajg from sample to sample which can be optimized according-
to -systems requirements.

This technique is well sulted for adaptive equalization by decision
directed cancellation of intersymbol interference for time varying
channels (equalization system 2), because the equalizer.uses the i
values of {E&S in the feedback transversél filter, therefore it can
lequalize slowly time varying channels from these egtimates, This
technique of estimating sampled impulse response of the channel for
modulo-n feedback equalizer, (syétem 1) frequently resulted in inaccurate
estimates of iaj} . This-is beéauseg;big had values varying from
. =2 to 2 for (modulo-4), and when the value of bi is close to zero there
is difficultly in making the calculation aj = ri/bi: Tests are

carried out for different sampled impulse responses A{z) and the szme

failures were observed in the solution of linear simultaneous equations

. e - B . - oo e e e B b anitian oL s
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once a  was different from the actval value then all iajg sequencés
resulted in errors due to substituting the aj in the next set of
equations. Small changes irliﬁig and the accuracy of bi when the
latter is near zero also resulted in large variations in the solution
of these simultaneous equations. This does not apply to system 2
where ibi} is limited to +1 values only. This method of solution

was found to be unreliable for modulo-n feedback equalizer;

(8-3-2) Solution 2
The cross-convolution of the chann=1 impulse response E?jg and
rhe sample values of transmitted signal elements Zbi% can be

represented by matrix notation,
R=AB+ W (8-8)

where A 13 the row wvector (ao, 2, ......;...ak) wvhose ccmponents
correspond to the sample values of the channel impulse response and

B is the (k 4+ 1) x (2k + 1) matrix of rank k + 1 whose mth row ias_

(8-9)

where m can have integer values 1 to k + 1. The row vector R has the

k + 1 sample values of the ived sign element . N r
P, alues received signal s T itk-1 Tidkl
W is a n-component row vector whose components are the sample values

of additive white Gaussian noise with zeroc mean and variance ¢

[%i Cereeraenas © Virkel Wi+k].

It was shown in ref, ( 8 )} that when the receiver knows the ?hiz

.y
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3 2
but has no prior knowledge of the E?jj or < the best estimate it

can make of A is the row vector U, where

v = ret (peD)!

U = (AB + WB. (8B1)"!

u = aBBT (880)"! + wel (13,13.T)_'1

U=A+ WBL (87)~! . ' (8-10)

U has k + 1 components which are estimates of the k + 1 csmponents of
A respectively, The (k+l1) x (k+1) matrix BBT is real, symetric, and
positive definite it can be shown that an inverse alway; exists,
After the first estimate the row vector R is modified by
subtracting intersymbol interference components from all except the
first component of R then shifting all k components to the left,

and last component of R will be the new sample r, for all second

itlet1
set of estimates, This cancellation is similar to the example

given in eqn, (8-6). Also the averaging of estimates will be done
as in eqn., (8-7)., Now the matrix B and the row vector W will have

the samples b and w at time instant t = ({+k+1)T. The

i+l+k i+l+k
estimation operation will be repcated every sampling instant to
obtain new estimates of time varying channels,
| This techni'que has been tested for modulo-n feedback equalizer
and correct estimate of the sampled impulse response of the channel
have been obtained in every estimate, Solution 2 and I was found
suitable for system 2 but only solution 2 resulted in correct
esti&ates for ﬁodulo—n feedback equalizer (system l); waever, the
approach explained in this section is very compiicated in terms of the

¢’

number of sequential operations needed for an estimate when k takes

N~
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large values, Such operations become impractical to implement,

(8-3-3) Zeroforcing Algorithm applied to moduleo-n feedback egualizer

Zeroforcing algorithm 1is applied to set the tap gains of modulo-n
feedpack equalizer such that to minimize distortion Dpeak of eqn, (4-25).
The adjustments to the tap gains of the feedback transversal filter
are made periodically sincg the charécteristics of normal telephone -
channels change very slowly and the speed of the return line
avaiiable for -such information transmission does not allow frequent
changes., The error samples {?13 are derived from finding the
discrepancy between the desired and -actual data levels which is
the difference between input and cutput signals to the detector in
the receiver, The error samples Egi} are then correlated simul taneousliy
with each element of the sequance at the output AE the moduleo-n

feedback equalizer in the transmitter, namely b, . for j =0, 1, ...k.

i-J
To accomplish this the k + 1 values of biare stored in a tapped

delay line in the receiver., The output of the correlators (multipliers
and accumulators) are sampled at N clock intervals and modifications
are made to the tap gains in the feedback transversal filter of
modulo-n equalizer, The jth tap 1s incremented by an amcunt which is
opposite in sign and proportional to de . where |

]

dc. =K e, b, . : (8-11)

For simplification of this correlation only the sign of b{ is used.

Then eqn. {8-11) becomes,

bcj = K e; sign (bi“j) | _ (8-12)
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In egn. (8-12) sigﬁ b, j.can only have 41 values but e, can still have a
range of values, when compared to eqn. (8-11), the algorithm
requires multipliers which are linear at both inputs, and

accumulators to average.the product, Thus, the use of sign function

-

simplifies the hardware requirements;

To test the‘éonvergence of the algorithm of eqn; (8-12) the
following assumptions were made. The knowledge about the sampled
impul se response of the channel is not exact aud there is a smzll
error in every sample'value Zgj] used in the modulo-n feedback filters.
The knowledge of the sequence Epij is not available in the recelver
and it is generated by a coder from the detected binary valuesisij .
The feedback transversal filter in the coder has the same tap gains
as the transmitter modulo-n feedback equalizer. To prevent the
coder output iPi] diverging from the actual i?ig a resetting sequence
of k zeros is transmitted pericdically at intervals of 500 clock
instants and both modulo-n filters reset to zero state during
this interval; This operation is similar to the resetting of the
coder descriged in chapter (7) in connection with error detection and
retransmission, For these tests the channel impulse responges are
chosen to represent a wide range of distortions., Simulations are
carried out in the absence of noise in the data and return channels
unless specified, and the retufn channel 1is assumed ideal 1.e, it
has no distertion, gain, or attenuation, For the information signal
to be transmitted from the receiver to the transmitter a small delay
of 50 e¢lock instants iz introduced hetween sampling the accumulators
and incrementing the tap éains of modulo-n filters, and all the tap

gains are incremented at the same instant, The adaptive modulo~-n
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feedback equalizer is shown in fig; (8-1), with switch QI in pos{tion
1 for eqn. (8-12) to apply: The accumulators are summing and memory
devices, which are sampled and set to zero every 500 clock instants,
1,e. N = 560; The sample values from the accumulators are averaged
by dividing by the number of samples N and then scaling by a constant
K, The magnitude of this scaling constant for tﬁé tap increments is
found empricaly; For channel respoﬁses with roots whose magnitude
are less than unity (in the g plane) K =.1: For roots whose
magnltude ig greater than unity and also for the combination of

roots with magnitude less than unity in the z plane K = 1/4, was
found to give the fastest convergence;

First a sampled impulse response of the channel is chosen and an
initial error is introduced into the tap gains of the modulo-n
feedback equalizer (A'(z) -1) and in the multiplier in the receiver,
where A'(z) = A(z) + aA(z); [éA(z)] is the error of the sampléd
iméulse response of the channel at the start of the transmissicn for
the equalizer, If the sampled values of JA(z) are chosen from a normal
distribution, with zero mean and unit variance, then these samples
are scaled to introduce a small error ©A(z), dA(z) can be represented
as a k + 1 row vector OA. A measure of this distortion <cauged by
the error vector 1s represented by its 1ength; To investigate
convergence the length of the error vector 1s given as a percentage
with respect to the length of actual channel vector A, namely,

34l

Error % = —/= ' x 100.
[A]

When OA becomes zero then the error % also becomes zero, and the
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adaptation is campleged; Tests were made for several channels glven
in Fable (8—1); The graphs displaying convergence are shown in

fig: (8-2) to (8-9). The incrementation of tap gains is achieved by
evoking eqn: (8-12), the saée random binary input sequence is '
employed for all the tests. The horizontal axis of the graphs in
fig;; (8-2) to (8-18) represents time i.e. one bit transmitted per
clock interval, whereas the vertical axis signifies the percentage
error. This error is measured after incrementing the tap.gains of
the modulo-n feedback equalizer., To illustrate the choice of scaling
factor K consider figs; (8-3) and (8-4) which are for scaling factor
K=1and K = 1/4 for the same channel respectively. After observing-
the convergence of the adaptive equalizer further simplification to
eqn. (8-12) has been dcne by quantizing the error e, to three ievels;

(-a, 0,8), by switch position Q, at 2 in fig. (8-1),

1f —-&7%<i eisg'ﬁyfz then e, quantized as 0
If e, > /_\/2 then e, quantized as &
1f e — ;ijz then e, quantized as - A

The jth tap increment is given by

acj = K quantized (ei) sign (b 3 (8-13)

-]
and is incremented by an amount proportional to acj and of oppesite
polarity; *he choice of the magnitude of & depends on system
requirements., A iarge valde of Awill cause the system to converge
faster but will have a large residual ervor after convergence, whereas
a:-smallA will cause a slow convergence but‘wiil have a small residual
error, TFigs. (8-9) and (8-~10) demonstrate this where the cholce of

A is 0,09 and 0. 045 respectively for the same Az),




Table (8-1)

The Sampled impulse-responses of the channel used in the computer simulation tests for
the iteration techniques of the adaptive modulo-n equalizer,

Channel The sampled impulse response of tﬁe Channel A(z) " The Characteristic of the magnitude

No. ! of the roots of A(2z) in the z-plane. -

Al = 0.445 ©0.723 1.000 -0.723 0.445 mixed roots

AZ; 0.147 . 0.263 0.483 0.550 0.611 roots greater than unity é
| A3 0.775 -0.543 0.155 0.27%1 -0,078 | | roots less than unity . T

A& 0.167 0.471 0.707 0.471 0.167 | mixed roots

A5 01558 0.618 -0.502 -0.218 0.110 roots less than unity

26 ‘ 0.284 0.584 0.629 6.419 0.079 mixed roots

A7 10,262 0.457 -0653 -0.522 0.153 mixed roots
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The effect of additive white Gaussian noise on the convergencé '’
of adaptive modulo-n equalizer is illustrated in figs: (8-11) to
(8-13) for the same nbise samples; The variance of noise
distribution is constant throughout transmission and the return
channel is assumed noiseless, The assumptions made for previous
tests have been applied for these with the exception of neise in
the data channel. The test was doné for only one channel applying
the techniques of eqns. (8-12) and (8-13). The increﬁentingf’
technique of eqn. (8-12) is shown in fig. (8-11). A total of 5
binary digital errors cccur during the first 500 clock periods, but
there are no errors thereafter: The overall signal/noise ratio is
27.8 dB. Fig, (8-12) employs eqn. (8;13), wherel ﬁx|= 0;09. There
are higher number of errors during the adaptation period, 10 binarvy
errors occur in the first 2,500 bits transmitted, but no errors
occured after this period. For the chéice of‘ﬁk\ = 0.045 and 9
binary errors ccecur in the first 1,000 bits, followed by 7 binary
errors in the next 2,000 bits, but after 3,000 bits no errors occur
in the subsequent 37,000 bits., This situation is illustrated in
fig. (8-13). From these observations during the initlal period of
adaptation a high error rate results in a period clearly unsuitable
for data transmission., A training signal is initially transmitted and
the same known sequence is generated rather than detected in the
receiver, This operation is used to estimate e . When the adaptation
is completed ;.e. the training period is over the system is switched
to receive the data transmission; During the data transmission mode
the adaptive algorithm keeps the equalizer tracking small changes in
the sampled channel impulse response;

This adaptive modulo-n feedback equalizer has been tested for slowly

[ _——e . e e T T S ...__.,......__.._.‘.._.'.-‘3_,3...?, R e R
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time varylng channel. The variation of the channel was generatéd-Ey
adding a small fixed increment (magnitéde of 0.0005) to évéry sample
value of the channel impulse response; The sampled channel impulse
response is made to change slowly with time by adding an increment with
a rqndom polarity to every sample value, The polarity of each.
increment has equal probability and this incremental change is madé
every clock ‘instant, The graph representing errors for this time
variant channel is plotted_in fig. (8-14). The first sampled chahnel
impul se response at t = iT 1 = 0, is taken as a reference and every
550 clock instants the sampled channel impulse response is compared
with the reference channel and the percentage error is plotted far

that instant, The modulo-n feedback equalizer follows the changes in
the channel response by incrementing the tap_gains of modulo-n

feedback equalizér according to the relation given in eqn, (8—12);
White noise is not introduced for this simulation and the updating

of tap gains are implemented as previcusly explained; The graph of
fig, (8-15) shows the error % determined by comparing the response -
that is known by the modulo-n feedback equalizer to the actual .
channel response at that instant; The two measurements are taken
every 550 clock instants. One is taken before, and the second after
updating, the tap gains of the modulo-n feedback equalizer. In this
graph the peaks represent the error % before correction and dips
after correction at the same time instant. From this graph it can be
seen that rhe algorithm keeps the modulo-n equalizer tracking the
time varying channel response and results in a smaller error % when
compared to an equalizer which does net have an ;daptive operation,
viz comparison betwéen fig. (8-14) and (8-15).’ 1f the equalizer is

a preset oﬁe after transmission of 10k bits of data the channel knowledge

Y

. § R T
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would be different from the actual channel by some 8,6%, but with
adaptive operation this discrepancy is less than 2% for the case of
noiseless channel,

-

{8-3-4) Trials of different Iteration Algorirhms (for system 1) X

The adaptive algorithm described in section (8-2-2) utilizes the
sample values of received signal elements {fil for the correlation
with the error i?i}l This technique has been tried for modulo-n
feedback equalizer using.the incrementing strategy of eqn. (8-3) and
its modified forms. The reason for experimenting with this technique
is that iFiE is directly available in the receiver unlike the algorﬁthm
of seétion (8-3-3) which requires gencration of sequence ipig by a
coder. The error gy is derived as described in previous sections,
The tap gains are incremented opposite in éign and proportional to

acj where Bcj is given by

(8-14)

it
~
m
2]

de,
]

To investigate the convergence of this technique same assmptions were
made as in the previous section and results for one sampled channel
impulse response, A(z) will be presented, The incrementing of tap
gains b; eqn; (8-1%4) is shown in the graph of fig; (8-16), The
initial erro¥ in the knowledge of A(2) is generated by the same error
véctor that is useﬁ for the graph of fig., (8-7). OEserve from fig:
(8-16) that incrementing the tap gains by eqn. (8-14) fails to converge

to the sctual channel response and hence minimize the error %.

bt
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-1 . .
Another trial uses ao ri after modulo~n transformation to increment

the tap gains and employs the relation given for dcj, namely

. -1, '
acj =Ke M I:ao ri-'j] _ _ (8-15)
The result of this technique is shown in graph of fig: (8-17); Again -
the result is not acceptable as the error % is not reduced to a low
level. A last try is made by quantizing the error to three levels

-a, 0,0 (A= 0.09) and using sign function of £F13 . The tap increments

which are opposite in sign and proportional to acj are given by

acj = K quantized (ei) sign (ri-j) (8-16)

The result of this technique is shown in graph of fig., (8-18). Although
there-is a small reduction in error % the performance is far worse
than that achleved using the algorithm of section (8-3-3) both for
rate and accuracy of convergence,
Several other sampled channel impulse responses have been tried
with techniques given in this section and the failure of convergence

cbserved is similar to the graphs presented in this section,

(8-4) Conclusion

Several algorithms for linear and nonlinear equalizaticn techniques
have been investigated utilizing only the transmitted data sequence
for adaptive equalization of modulo-n feedback equalizer; Adaptive
equalizatioﬁ of linear equalizers is dore by iterating the tap ga{ns
using the minimum mean square algorithm and reéults in positive

convergence to an acceptable solution, This outcome is more likely
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to occur than it is with the zero forcing algorithm for a wide réﬂge
of distortions., All the adaptive algo;ithms ipvéstigateé for
modulo-n feedback equalizer for time varying channels require ai
return line that will allow retransmission of information about the
sampled impulse response of the channel from receiver to the
transmitter, This is a disédvantage when compared to the equalization
techniques that are located 'in the receiver, and such a requirement
increases equipment ccmplaxity; Due to limitations of the return
line, speed and accuracy of the convergence is impaired for modulo-n
feedback equalizer, because the tap gains cannot be changed as
frequenctly as an equalizer located in the receiver,

The techniques investigated in section (8-2) are suitable for -
linear equalizers; For adaptive decision directed incersymbol
interference cancellation technique the algorithm described is the
zero forcing type and the solution of linear equations given in
section (8-3-1) (solution 1) is suitable for operation of this
equalizer over time varying channels. The scheme described in section
{8-3-2) (solution 2) results in a direct estimate of the sampled._
channel impulse response and the results are applicable for botﬁ
nonlinear equalizers in system 1 and 2. However, it is a complex
teéhnique for practical realization. The algorithm investigated in
section (8~%-3) for modulo-n feedback equalizer uses the cross-
correiatidon between the error signal and'the sign function of the
sample value of the tranemitted signal elements tc increment the tap
coefficients, This technique 1s successful for the types of distortion
tested. Convergence of the equalizer is obhserved for the ideal case

of noiseless channels and also for a channel with additive white

-
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Gaussian noise, Thié algorithm is simpiified by quantizing the error
signal prior to the correlation operation, and it is found this
quantization operation results in a smzll change in the rate of
convergence and a residual error after converging; A scaling

constant has been found experimentally for this algorithm which

scaies the tap increments and prevents the system beacoming unstable,
This iterative solution for adaptivé operation of modulo-n feedback
equalizer can be a practical solution if the adaptive operation of the
equalizer is needed, Computer simulation tests have been presented
using this algorithm with different channels, and adaptation of the
equalizer starting with an approximate knowledge of the fixed

channel response; A test for the adaptive module-n feedback equalizer
tracking a slowly time varying channel is investigated; and the
performance described. Further incrementing techniques for the tap
gains of modulo-n feedback equalizer are given in section (8-3-4) which
failed to adapt the equallzer to the sampled impulse-response of the
channel which thérefore cannot be employed in connection with time

varying channels,




CHAPTER 9

Equalization of the digital communication
systems -~ the conclusions



~ 118 -

CHAPTER 9

(9) Equalization of the Digital Communication Systems - the Conclusions

In this thesis the equglization techniques for serial synchronous
binary data transmission syétems are investigated, These techniques
can be classified as linear, nonlinear or combination of both,

?he equalization systems can be located in either the transmitter
or-;n the receiver. The main investigation is concerned with the
development and assessment of modulo~n feedback filters as
equalizers and how their performances compare to other systems, From
these comparisons a data transmission system with the original
nonlinear equalizer using modulo arithmetic at the transmitter
(system 1) has a tolerance to additive white Gaussian noise that is
more often than not inferior to that of the corresponding system
with a nonlinear equalizer at the receiver. The arrangement can
however be modified by adding a linear filter to the nonlinear
equalizer at the transmitter, and with the appropilate filter design
(giving system 3) the tolerance to noise of the arrangement 1s
greatly increased. |

System 1 and system 3 are obtained when a nonlinear equalizer
using decision-directed cancellation of intersymbol interference
(as in system 2) and an optimum combination of linear and nonlinear
equaliéer (as in system 4), respectively, are transfered. from
the receiver to the transmitter. There is a negligible change in
tolerance to additive white Gaussian noise in either case, so that
gystem 3 achieves the best tolerance to additive white Gaussian

noise which is obtainable with a conventional nonlinear transversal

b 3
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equalizer prcvided tﬁe signal /noise ratios are 1arge: The transfer
of a nonlinear'equalizer from the receiver to the transmitter is
made possible by the use of two identical nonlinear networks, one

at the t;ansmitter and the other at the receiver, where the networks
perform modulo-n transformation on the respective input signals.
Jusé as the feedback transversal filter in the receiver of system

2 or 4 removes the intersymbol interference by decision directed
signal cancellation wi;h no change in the signal/noise ratio, so
also does the feedback transversal filter and nonlineér network in
the transmitter of system 1 or 3 remove the intersymbol interference
with essentially no change in the transmitted signal level and
therefore again with no change in the signal /noise ratio,

The effective tolevance to additive white Gaussian nnise of system
1 can be significantly improved by deploying a suitable error
detector at the receiver which operates on the received data signal
and requires no redundant data to be fransmitted. With this ervor
detection system further improvement can be made by an arrangement
of a sequence generator and detector which detects the received
signal from more than one sample value of received signal elements,
This arrangement explained in section 7 of an improved detector
combined with an error detector can improve the performance of
system 1 considerably;

The systems 1 and.3 do not appear to be well suited to time-varying
channels,.because of the additional equipment complexity involved-
in transmitting information concerning the sampled impulse-response
of the channel from the receiver to the transmitter, However, for
channels that are time invariant and known, both system i1 with the

error detector, and system 3 could be developed intuv cost—effective

. b
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systems. The techniques for adaptive operation of system 1 is
investigated for time-varying channels, The technique that is
best suited for this system utilizes the cross correlation between
the error Qignal and sign function of the equalizer output

sequence for incrementing the tap gains of the equalizer. The
recelver uses a coder to generate the transmitter equalizer output
sequence in the receiver. This coder is reset pericdically to
ensure that is operates correctly. TIf system 1 uses the error
detection facilities the reseting would nct be needed and the same
coder could be used for error detection and also to derive information:
for adaptive operation of the system. In case of a binéry error,
resetting is done aut;matically by retransmission zs described in
section (7). System 1 when used with an error detector in an
adaptive mode can achieve good performance over slowly time-varying

channels,

-
.




Suggestions for further work

Furthér investigation for system 1 can be carried out by
evaluvating the performance of the multi-element detector that is
‘proposed in section 7 and is shown in its final arrangement in
fig. (7-6). This detector detects the received signal from more
than one element and also checks for errors. The system can be
investigated for different types of distortions, p§ssib1y the
.channels listed in table (6-3).

Adaptive operation for time varying channel of system 3 and 4
can Be investigated. The design technique of section (5-3) for
these systems suggests that a double iteration will be required for
the adaptive equalizer., Also ﬁhe adaptive operation of thé above
proposed system with error detector can Ee investigated, The
specific problems that will arise from practical application of
system 1 and 3 are the use of return channel., This can be
investigated by hardware implementation of the system in a data
modem and the tests for the systems will be performed in realistic
conditions, and this will coﬁplete the investigation. centred
around the proposed nonlinear equalizer.

Also, the error detector of section (7) can be applied to
systems other than data t?ansmission systems. Such systems could
be analogue to digital feedback coders, coders like differential
pulse code modulation or adaptive delta modulation systems, Iﬂese
systems suffer from channel errors, If this is the case then in
the receiver, their decoders introduce error extension effects
which degrades the performarce of these coders, The transmitter
coder can be utilised ia a fashion similar to fig. (7-2) to detect

" errors introduced in the transmission path,

e

1 -
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Appendix Al

The z transform and a polynomial representation

The z transform is a technique by which a unique polynomial can
be assigned to a particular impulse response by assigning the

coefficients of the polynomial to the sampled values of the

response, The z transform of the samples Bys 15 Ay ...l @y is
the polynomial: 7
-1 . -2 -n
a +tajz +az ..., cesenien.. b Az (Al-1)

This polynomial is useful for it enables processes such as convolution,
deconvolution to be simply understood, and samples in pafticular
time slots to be manipulated in general terms,

Operations on the polynomial, or conversely, the signal, have unique
corresponding effects. Delaying the signal response by a time
period is equivalent to multiplying the polynomial by znl, The
coefficient of a power of z_1 is an analogue of the amplitude of a
sample, and the particular power of 2—1 is the relative time slot
which thé sample occurs, The z transform has two important
properties,
1- Convolution in the time domain corresponds to pol&nomial
Wnultiplicétion in the 2z domain. With an input A(t) applied to a

filter with impulse response K(t) the output Y(t) is glven by

Y(z) = A(z) . K(2) '(AltZ)

i ]
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2- The functiop evaluated around the unit circle defined by z = 92 1T

in the complex z plane corresponds to the discrete fourier’ transform,

thus the discrete fourier transform of Y(t) is

© . , _-
E yn exp (-] 2Tf;fn'l‘) (A1-3)
‘n=0 :
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Appendix A2

Calculation of noise variance for a given probability of error with
no channel distortion and binary bipelar data transmission,

For additive white Gaussian noise with zero mean and variancetjz,

the required average error probability Pe is given by

P =4 x 10"3,
a

when there is no distortion introduced by the channel the following
applies, the transmitted signal-elements have unit energy; The noise.
variance at the output of the receiver filter is equal to the noise

power spectral density (two-sided) and equals Cg,

| L - 2, 2
P = —F/— exp (-W /207 )dw
J 2R 1
{vie]
1

exp (-WZ/Z) dw

N 2T 1/

Q(1/) = Q(x)

For P = 4 x 103
e

P(x) = 0.996

Q(x) = 0.004

From standard mathematical tableg this integral is tabulated and:the
value of x is'2.56_but %« = 1/d; hence d'= 0.376.

Thus for reference the systems tested for the above given error
probabilityJ= 0.376 will be taken as OdB and the systems will be

compared with this level of I~ Expressed in dB

heY
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10 log (1ﬁjg) =—20:log & ds.

For any other error probability the same procedure will be followed,
It is assumed that the signal-elements are +1 at the detector

input;
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Appendix A3

Ay

-

Definition and calculation of the 957 confidence 1imits:

A problem that frequenhly arises in the éngineering field is that
of finding the probability of a fallure or error in a given system,
In many of the modern digital_data transmission systems this
probability is an extremely small number, and consequently it takes a
long time to perform an adequate test .to determine the error rate,
Thus, the question naturally arises as to how long the t;st must be
in order to insure khat the measured error rate is within a specified
range of actual rate, or to determine the limits over an interval
within which a system error rate-lies with a given "confidence". These
limits will vary with respect to the number of errors observed in the
test, réf. (90). It is possible to calculate the value of T
theoreticaily and compare this value experimental results. The limits
for experimental results from ref. (91) where a.total of 20 or more
independent errors are observed in a test the following formula
gives the 95% confidence limits of the probability of error. Fof

this experiment,

where n =_pumber of Independent error. From this formulacfz for

upper and lower limits of probability from the Gaussian

distribuéion can be found and compared to the ones found theoretically;
These limits can also be expressed in + dB with respect to theoretical

value, ) . 7 -

frop
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Appendix A4 . - T

Alternative method for design and calculation of probability of
error of system 3, ;

The modification of system 1 in which a linear feedforward
ransversal filter with n taps and z transform
D(z) = d_+dz 4+ L+ d e (A4-1)
is added at the output of the transmitter equalizer to give the data
transmission system in fig, (A4},

It 1s assumed that

4,* =1 ' (AL=2)

50 that the average transmitted energy per element at the input to

the bageband channel in fig., (A4) is the same a; the average energy
per element at the output of the nonlinear filter, and as before for
a first approximation as.to have the value unity, )

The z transform of the linear filter and baseband channel, A(z)

is
ACz) b(2) ¥ 27 ¢(z) | | (A4-3)

where

i o2 (A6-4)

¢(z) = Co + Cl- e, . m

- - -h
h and m are appropriate positive integers. C(learly, z C¢{(z) is the

*a
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z transform of the iinear filter and baseband channel, and these
are equalized by the nonlinear filter ét the transmitter‘ih

fig. (A&),-in a manner simi}ar to that for thé equalization of the
baseband chanmnel in system 1. Thus the z transform of the
transversal filter that forms part of the nonlinear filter, is
co.'1 c(z) - 1, and, following the analysis of system 1, it can be

seen that the z transform of the signal at the input to the

detector in fig. (A4) is ' : : .

X(z) = M !}o'l R(z)] = I:z'h s(z) + co-l W(z)] (A4-5)

because of the delay of hT seconds introduced by the additional lineawr
filter at the transmitter, S$(z) has z_h delay in eqn. (A4-5) and

85 is detected at time instant t = (i + h)T from the sample value

-1 —
Fien =M | 8; + < wi+h‘l ' (A4-6)

at the input to the detector. The probability of error in the

detection of s; can therefore be taken to be for system 3

b = Q(l“o |> (A4-7)
3 g ' .

clearly, to minimize P3, lcé[ must be maximized and this can be

achieved by the appropriate choice of D(z),
The value of D{z) that maximizes ]c01 , given,'eqn; (A4-2), isg "

the same as the value of D{z) that minimizes
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given o and this has been determined in ref, (29, 37):

Suppose that
A(z) = A (2) A,(2) (44-8)

where all the roots of'Al(z) lie inside the unit circle in the z plane

and all the roots of Az(z) lie outside the unit circle. Let

2 et?
4

_ -1
8(z) =1+ f2 7+ £,2 "+ ..., + ey (44-9)
-1 -2 - -<
.A2(2) S ghg z t gz kL. + g7 (A4-10)
A(z) =gp+ g z_'1 + z-2 + . L+ z-f {A4-11)
3 f 1"1 %_2 ...... - go

where { 1ies in the range 0 to k,
I1f A(z) contains oné or more roots on the unit ecircle in the
z plane, which implies that the baseband channel can not be equalized
linearly, the corresponding factor of A(z) is included in Al(z);
Such channels are not, however, considered further here, .
The linear filter with z transform D{z) that maximizes !CO! ’

given eqn. (A4-2), is such that vef. (37).
— h -1, | :
D(z) =z "A 2(z) A3(z) . (A4-12)

so that the z transform of the filter and baseband channel is
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ACz) D(z) = = "A, (2) A() o O (A4-13)
from (a4-3)  C(z) = A, (2) Ay(2) ] O (A4-14)
also, m = Kk, cy = ge and -

(1) ,
P, = Q( + | \Af;-ls)

In practice, the average transmitﬁed energy per signai element may
be a little more than 1dB above the value unity assumed, giving the
corresponding reduction in tolerance to noilse., There is also a
‘small reduction in tolerance to noise because of doubling of error
probability due to modulo-n transformation at the receiver.

The linear filter with z transform D{z) is a pure phase equalizer
that replaces ail the roots of A(z) lying outside the unit circle
in the z plane by their reciprocals., The linear filter, partlally
equalizes the channel, the equaligation process being completad by the
nonlinear filter that comprises the feedback transversal: filter
and the nonlinear detwork modulo-n, If this nonlinear network i§
removed the linear equalizer C(z) is stable since all the roots of
C(z) lie inside the unit circle in the z plane (as in system 5),
also the receiver modulo-n transformation can be removed,

The theoretical calculations of probability of ervor is done
with eqn, (A4-15), and the results are found to be exactly the
same as for syétem 3 given in table (6-3) for all the channels except
channels no. 14, 15, andl19 were found to be SLSdB, 8.4dB and 0.5dB
respectively, This discrepancy could bte due to computer algorithm

for finding roots of A{z) for forming polynomiéls Al(z) and Az(z);
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