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Abstract

Unmanned Air Vehicles (UAVs) are becoming more widely used in both mil-

itary and civilian applications. Some of the largest UAVs have power systems

equivalent to that of a military strike jet making power management an impor-

tant aspect of their design. As they have developed, the amount of power needed

for loads has increased. This has placed increase strain on the on-board generators

and a need for higher reliability. In normal operation these generators are sized

to be able to power all on-board systems with out overheating. Under abnormal

operating conditions these generators may start to overheat, causing the loss of

the generator’s power output.

The research presented here aims to answer two main questions: 1) Is it possible

to predict when an overheat fault will occur based on the expected power usage

defined by mission profiles? 2) Can an overheat fault be prevented while still

allowing power to be distributed to necessary loads to allow mission completion?

This is achieved by a load management algorithm, which adjusts the load

profile for a mission, by either displacing the load to spare generators, or resting

the generator to cool it down. The result is that for non-catastrophic faults the

faulty generator does not need to be fully shut down and missions can continue

rather than having to be aborted. This thesis presents the development of the load

management system including the algorithm, prediction method and the models

used for prediction. Ultimately, the algorithms developed are tested on a generator

test rig.

The main contribution of this work is the design of a prognostic load man-

agement algorithm. Secondary contributions are the use of a lumped parameter

thermal model within a condition monitoring application, and the creation of a

system identification model to describe the thermal dynamics of a generator.
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Chapter 1

Introduction

1.1 Background

The use of Unmanned Air Vehicles (UAVs) in both civilian and military use is

becoming more widespread. These UAVs range in size from small airframes less

than a metre long up to the size of military strike jets [3]. The work presented

here focusses upon larger UAVs primarily for military use but is also applicable

to civilian vehicles of similar size and manned aircraft.

These UAVs have power systems with similar levels of complexity to manned

conventional aircraft of similar size. In both cases, the power systems need to

be designed to reliably supply the electrical loads in the aircraft. At the same

time there is a general push in aircraft to power as many systems with electrical

power as possible, reducing the use of pneumatic and hydraulic systems [2]. This

is to increase fuel efficiency and improve reliability. This creates extra level of

criticality upon electrical power generation sources which need to be supply the

loads on-board the aircraft reliably at all times for mission success.

In normal operation these generators are sized to be able to supply the required

amount of power to the loads during each phase of flight. There are a number

of scenarios which can occur individually or in combination to cause higher than

12
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expected heat loads on the generator which can lead to overheating issues. These

include reduced cooling capacity in the system or faults in the windings. When an

overheat fault is detected load management strategies have be applied and loads

are shed to keep the aircraft in flight using remaining power capacity. This tends

to result in mission failure as aircraft are returned to base (if possible) or lost.

The aim of this research is to study new load management strategies that

would allow some of a generator’s capacity to be maintained during conditions

which would normally cause an overheat fault and cause the generator to be shut

down.

1.2 Aircraft Load Management

The load management systems available in current aircraft are simplistic. The

system waits till an overheat is detected, shuts the generator down and cuts all

non-essential loads to maintain flight. This is carried out either by a pilot using

a list or a simple algorithm also using a list. The current systems are entirely

reactive [4].

There are several faults within generators which do not cause an instant over-

heat and catastrophic failure/shut down, but instead cause an increased heat load

on the generator which causes a gradual overheating. These include reductions in

coolant flow through the generator and winding short circuits. With these types

of fault it is possible that if loads upon the generator can be reduced when they

occur these faults can be prevented from causing an overheat/failure. These faults

in reality cause a reduction in the power generation capacity of the generator, but

if untreated lead to a catastrophic failure in the future.

Another consideration is the power supply requirements of the aircraft over

time. It is common for military aircraft to have components updated over the life

cycle of the aircraft this tends to include new radar and weapon systems each of
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which often come with an additional power requirement. This means that over

time the generators are required to supply larger amounts of power for greater

amounts of time which can lead to more potential overheat problems.

1.3 Thesis Motivation

The research presented in this thesis is an industrial case award from the EPSRC

and BAE Systems. The questions to be answered were derived from an initial area

of research given by BAE Systems which was to investigate power management on-

board UAVs. From this initial area, management of the generators to allow them

to reliably output the power required to keep the aircraft in flight was identified

as an area of research that could benefit UAVs.

The basis of this research is a shift in how the total power capacity of a gen-

erator is defined. Currently the rating of the generator is used to define total

capacity and the temperature is measured to detect faults. In this research the

temperature of the generator will be used to define its capacity in terms of how

much extra power can be drawn before an overheat occurs. When combined with

an accurate temperature predict this allows the system to account for a fault by

reducing the capacity of the generator according to its severity.

This leads to two major questions that are to be answered by this research,

these are:

1. Is it possible to predict when an overheat fault will occur based on the

expected power usage defined by mission profiles?

2. Can an overheat fault be prevented while still allowing power to be dis-

tributed to necessary loads to allow mission completion?

To answer question 1 an investigation of techniques to model the thermal

dynamics of the aircraft will be undertaken. The aim will be to create a model
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which can predict the future temperature of an aircraft generator based on a

known load profile with a good degree of accuracy so that decisions can be made

based upon the output.

Question 2 will focus on methods for adjusting the load profile of a generator

to allow the required actions of a mission to be completed without causing an

overheat fault on a generator. The aim will be to create an algorithm which

optimises the load profile based upon the predictions made to prevent overheat

faults while minimising the total mission length.

1.4 Research Method
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Figure 1.1: Diagram showing method used in research.

Figure 1.1 shows a diagram giving an overview of the method used to address

the questions proposed in the previous section. The diagram shows the various
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parts of the final algorithm that will be present, these are:

1. State Update

2. Prediction of Future States

3. Check for Overheat Fault

4. Adjust Load Profiles

The state update uses measured data from the generator to update the initial

states of the system model before any predictions are made to ensure maximum

accuracy. The model is then used to predict the future temperatures in the second

phase. These predictions are then used to check for any overheat faults, and if

any are detected a load management algorithm will be applied to adjust the load

profile preventing any overheat faults. This will the repeat periodically to both

accommodate new faults and/or check previous outcomes.

1.5 Thesis Objectives and Scope

The objectives of this thesis are:

1. To commission an experimental generator rig. This will be used to validate

any models and provide measured data during final system validation tests.

2. To create validated thermal models to represent both the actual generator in

simulation and a design model to be used as part of the prediction system.

3. To design a system to predict the future temperature state of a generator

based on a known mission profile. This is shown by the red box in figure 1.1

and uses the design model described in the previous objective.
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4. To develop a load management system able to correct overheat faults when

detected before they caused catastrophic failure of a generator. This is shown

by the green box in figure 1.1.

Figure 1.2 shows in which thesis chapters the research relating to each objective

is described.

1.6 Thesis Overview

The objectives described in section 1.5 are described in the following chapters an

overview of which is presented below.

1.6.1 Literature Review

First, the background information and a survey of current work relating to air-

craft load management, prognostics and health management (PHM) and genera-

tor thermal modelling is presented. Discussed within this chapter is current load

management and PHM and how the work proposed here differs. Also presented

is a survey of research showing why decisions for modelling, prediction and load

management were made.

1.6.2 Experimental Set-up

This chapter presents a description of the generator rig that was commissioned to

record data to allow validation of models of the generator’s thermal dynamics. It

describes the components of the rig and the sensors present.
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Figure 1.2: Work-flow diagram for thesis objectives.
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1.6.3 Derivation of a Thermal Network Model for a Gen-

erator

This chapter describes the creation of a lumped parameter thermal network model

of the thermal dynamics of a generator. This model is non-linear and is designed

to be used in place of the generator rig during simulation tests to prevent the

actual generator being damaged.

The model is created from first principles and is validated against data recorded

from the experimental rig in chapter 3.

1.6.4 Description and Comparison of Design Models

The first major contributions of this thesis are presented in chapter 5. In this

chapter two design models to be used later within the prediction system are de-

fined. These are a linear version of the physics-based model presented in chapter

4 and a system identification model.

The linear version of the physics-based model leads to contribution as the

first occurrence of this type of lumped parameter thermal model where a linear

representation of winding losses is used. This is also the first time this type of

model has been using within a condition monitoring application. Results are also

presented to analyse what effect the non-linear representation of winding losses

and accounting for winding resistance changing with temperature has on model

accuracy.

Within this thesis is the first time a system identification model of the thermal

dynamics of a generator has been presented and validated.

The final section of the chapter compares the two models and chooses one for

use within the final system.
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1.6.5 Kalman Filter Based Prediction

The chapter describes the creation of a Kalman Filter using the design model

chosen in chapter 5. Results are presented to show how the well the Kalman

Filter based method performs both at correcting model errors and at predicting

the future temperature states.

The creation of this prediction system is the first time a Kalman Filter has

been used to predict the future thermal states of a generator.

1.6.6 Description of the Load Management System

The final results chapter describes the load management system. This includes

showing how the prediction system containing the design model is integrated into

it, as well as presenting the algorithm for preventing overheat faults.

To prevent overheats two methods are used: Generator resting and load dis-

placement. Generator resting is a method of placing the generator in a minimum

power mode to cool it down before undertaking an action. Load displacement is

a method of using spare generation capacity of other power sources to lower the

load on a faulty generator.

Finally results are presented to show that the system is able to maintain a

faulty generator below a set temperature threshold preventing overheat and al-

lowing mission completion. These tests were performed entirely in a simulation

environment and using the experimental rig.

1.6.7 Conclusions

Finally in chapter 8 conclusions are draw and any extensions are suggested.
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1.7 Contributions

The research to be presented within this thesis will make contributions in two

main areas, these are:

1.7.1 Modelling Contributions

As stated earlier there several contributions made by the models presented here.

First the uses of lumped parameter thermal models for a condition monitoring

application is a contribution to knowledge. In chapter 2 it is shown that this type

of model has only previously been used as a generator design tool.

Another contribution is the creation and validation of a linear form of this

model, described in chapter 5, as well as the analysis of the effect of a non-linear

winding loss representation and temperature dependent winding resistance upon

long term model performance.

The creation and validation of a system identification model of the thermal

dynamics of a generator described in chapter 5 also represents a major contribution

to knowledge.

The final modelling contribution is the comparison of the physics-based and

system identification methods of modelling the thermal dynamics of a generator.

1.7.2 Generator Health Management Contributions

In this area, the main contribution of this thesis is the creation of a prognostic

based load management algorithm for an aircraft generator described in chapter 7.

Prior work in this area has used only real-time intervention based on the current

state of the generator. By introducing a prediction of the future temperature state

of the generator action can be taken in advance allow some generator capacity to

be maintained after non-fatal faults.

Within the load management system the use of a Kalman Filter using an n-step
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ahead prediction described in chapter 6 is novel in relation to aircraft generators.

1.7.3 Publications

1. James Graham, Roger Dixon, Keith Gregory, and John Pearson. “Thermal

modelling of an alternator for use in a prediction system.” In Control (CON-

TROL), 2012 UKACC International Conference on, pp. 455-460. IEEE,

2012.

2. James Graham, Roger Dixon, and Keith Gregory. “Predicting the Thermal

State of Generators On-Board UAVs.” No. 2013-01-2251. SAE Technical

Paper, 2013.

3. James Graham, Roger Dixon, Peter Hubbard, and Ian Harrington. “Man-

aging Loads on Aircraft Generators to Prevent Overheat In-Flight.” No.

2014-01-2195. SAE Technical Paper, 2014.



Chapter 2

Literature Review

2.1 Introduction

As mentioned in the previous chapter the aim for the load management system

being developed is to use prognostic condition monitoring techniques to derive and

predict the thermal state of generators on-board Unmanned Air Vehicles (UAVs).

This health state is then used to define current and future capabilities, adjusting

usage during flight to avoid catastrophic breakdown. This review presents a study

of the literature in the area of aircraft power systems and prognostics and health

management (PHM).

This literature review is structured as follows. The first section reviews load

management systems currently in use in aircraft, followed by an analysis of current

trends found within the literature. A review of current trends in aircraft PHM is

then presented, focussing particularly on aircraft generators.

The final section focusses upon the modelling, prediction and optimisation

techniques used within the load management system. The review of thermal model

types shows the process of selecting appropriate techniques for both the simulation

model and design models. Methods of predicting future thermal states using the

thermal models are then reviewed. Finally research focussing on reconfiguration

23
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is discussed.

2.2 Description of Current Aircraft Power Sys-

tems

This section first reviews typical power systems on-board aircraft currently in

operation, summarising how they are constructed and discussing load management

systems. This is followed by a discussion of literature that has been published on

advanced aircraft power distribution and load management systems.

Moir and Seabridge [5] define a generic aircraft AC power system shown in

figure 2.1 compromising:

• Power generation

• Primary power distribution

• Power conversion and energy storage

• Secondary power distribution

While the number of power sources and the size of distribution networks can

change all large aircraft power systems can be divided in this way.

Typically in this set-up the primary power distribution delivers AC power

to the most important consumers on-board the aircraft. The secondary power

distribution consists of a number of different busses to serve any DC loads or

lower voltage/current loads.

The Boeing 767 aircraft is a typical example of this, the aircraft has two main

generators with a number of backups, two primary buses that can be linked in

emergencies and numerous DC and low power AC buses. A similar set-up can be

seen for the Boeing 777 [6]. In both cases each generator is able to supply the
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Figure 2.1: Generic aircraft AC electrical system
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full power requirement of the aircraft in emergencies by linking the two primary

distribution buses, other power sources are available for extreme emergencies.

The power system configuration in 767 is similar to what is present in most

aircraft, the loads are all connected to a set bus and emergency power can be

sourced if necessary. Research has been undertaken which analyses the use of

a more flexible architecture, where power for a load can be taken from other

generation sources more easily.

Haak and Lawrence [7] present research focussing on load management centres

which are able to distribute power to loads from multiple sources. The advantage

of this system is to increase flexibility and reliability by allowing a bank of loads

to be powered from multiple different sources, this however would come with an

increased wiring requirement.

AbdElhafez and Forsyth [8] review possible power distribution architectures

for more-electric aircraft. In this paper two methods are of particular interest; the

fault tolerant electrical power distribution system by Glennon [9] and the advanced

electrical system (AES) by Worth et. al. [10]. Both papers examine approaches to

creating more flexible and reliable power distribution systems. While both authors

present plausible solutions both of these are theoretical concepts and no examples

showing their implementation are evident.

Looking at the literature it shows that current power systems design will limit

the actions, however there is work that in the future will lead to more flexible

power distribution systems. This will allow more options for managing loads on a

generator. For this research an algorithm will be created which assumes flexibly

transferring loads between generators, however as the system is further developed

algorithms will have to be extended to manage the loads in discrete blocks even

where flexible architectures are available.
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2.2.1 Load Management

The term ‘power management’ is defined as a function that ensures that power

generated at an instant in time within a system matches the power consumed.

However as noted by Schlabe and Lienig [4] generally on aircraft the term load

management is used to describe a function able to control just the loads, not the

generators.

Sclabe and Lienig [4] also describe advancements in load management technol-

ogy. The initial form of load management was a list of loads that a pilot could

shed in emergency situations by tripping a circuit breaker; this action could not

be undone during flight. The same was true for the first automatic load shedding

systems which would do what was previously done by a pilot. This type of system

existed in the Boeing 777 [6].

Improvements were made to this by giving crew the ability to switch loads back

on after they were automatically shed when power was available, as seen in the

US patent by Sodoski et. al. [11]. Hambly et. al. [12] however proposed a system

which fully automated the shedding and re-connecting of loads by measuring the

power available from all sources then switching on loads up to the maximum power

available, prioritising critical loads.

The most advanced load management system was found in a paper by Ding et.

al. [13], which is focussed on military ships but the algorithms would be similar

to those on an aircraft. A system where loads can be shed and re-connected is

proposed. This work improves on previous work by defining an algorithm that

adapts the list of load priorities in real time rather than having a set list of loads

to shed. This adaptive priority list is an improvement on previous work as it

acknowledges that the priority of loads changes with time. What differs it from

the work presented in this thesis is that like other load management systems before

it the algorithm has no prognostic element to predict future load requirements.

While there are other examples of load management algorithms (e.g. [14, 15]),



CHAPTER 2. LITERATURE REVIEW 28

the author can find no research where future power availability is predicted to

assist the load management algorithms. Also discussed in this section is load pri-

oritisation and while this is beyond the scope of this research any future work

moving towards a final implementation would have to interact with a load pri-

oritisation algorithm. This would act as a constraint upon what action could be

taken.

2.3 Prognostics and Health Management

An important part of the research presented in this thesis is the inclusion of a

prognostic element to the final load management algorithm. This section discusses

the literature relating to prognostics and health management PHM, focussing

mainly on the aircraft industry. Kalgren et al. [16] describes PHM as an approach

utilising measurements, models and software to perform incipient fault detection,

condition assessment, and failure progression prediction. The aim of this process

is to provide improved life-cycle support for the monitored system. Kalgren et

al. goes on to define that PHM provides the necessary decision support for these

life-cycle improvements. Saxena et al. [17] proposes a similar definition.

The goal of providing decision support is achieved through condition monitor-

ing, with Kalgren et al. [16] defining this as the application of appropriate sensors

(data), analysis (knowledge), and reasoning (context).

The aerospace sector is currently one of the leading areas for the application

of PHM; the three main motivators for this are:

• Reduced life-cycle costs

• Availability

• Safety



CHAPTER 2. LITERATURE REVIEW 29

Hess and Fila [18] describe the importance of these factors in allowing both

increased operational effectiveness and safety in a time of shrinking budgets. To

fulfil these motivators Iyer et. al. [19] describe two types of PHM system; these

are long-term off-board PHM (OBPHM), and short-term in-flight prognostics (on-

board PHM).

While both OBPHM and on-board PHM use the fundamental principle of pro-

ducing future condition estimates which are used to influence the systems opera-

tion, the difference between the two is in the purpose they are used for. OBPHM

uses the condition assessments to schedule optimal maintenance procedures, while

on-board PHM focusses on increasing mission success.

Current trends in aircraft PHM are focussed towards OBPHM with Iyer et.

al. [19] and Hernandez et al. [20] suggesting frameworks for creating OBPHM

systems. An example of this in practice is the automatic logistics system that is

being created for the F-35 JSF programme described by Hess et. al. [21]. All of

these methods are concerned with generating data about the health condition not

just for individual aircraft but fleets of aircraft.

This thesis however focusses on on-board PHM. When researching on-board

PHM most of the published material tends to look towards individual sub-systems,

Smeulers et al. [22] present a framework for creating PHM systems for any sub-

system, the PROMIS (PROgnostics by Model-based Interpretation of Signals)

methodology. This methodology could be applied to any PHM system, however

the paper is still focussed on OBPHM.

Rouet et al. [23] have looked at real-time prognostics performed while the

aircraft is in flight. This paper particularly addresses the hardware side of the

problem, but little information is given regarding the PHM process itself. Again

the focus of the work is to inform maintenance, although the output could be

re-tasked as part of a decision system for in flight support. Tang et al, [24] do

look at on board support, and in-flight reconfiguration. The paper focuses on
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a jet engine, with a PHM system capable of adapting some engine controls in

various fault situations to maintain maximum performance. This shows good

initial results, and the authors are working to extend the system to cover the

whole engine.

Of the research found that studies on-board PHM none can be found that

focusses upon aircraft generators. The research found that studies aircraft gen-

erators is still focused upon informing maintenance, examples include Watson et.

al. [25] and Batzel and Swanson [26]. Watson et. al. focus on vibration analysis

and Batzel and Swanson focus on the rotor electrical degradation.

Upon reviewing current published work on aircraft PHM the author could find

no work which focusses upon PHM systems for generator thermal management

during flight. The following sections will review the components that make the

PHM system. First generator thermal modelling techniques are reviewed, then

methods of using these models to create condition predictions and finally methods

for reconfiguration in flight are discussed.

2.3.1 Prediction

The literature available that is relevant to model based prediction is broadly found

under one of two headings; the first is condition monitoring, the second is Remain-

ing Useful Life (RUL). In the review by Nandi et. al. [27] condition monitoring is

considered. Of note is that non-predictive fault detection scheme can also come

under the heading of condition monitoring. RUL is defined by Xiao-Sheng et.

al. [28] as the length from the current time to the end of the useful life. While

RUL could be considered a form of condition monitoring the methods described

all involve predicting when failure will occur in the future.

Saha et. al. [29] describe PHM as predicting the health condition of a system

using knowledge of past usage, its current state and future usage conditions. This

prediction of future state is in the form of a model of the usage conditions, for
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this research this relates to the effect of losses in the winding of the generator for

example upon its temperature.

There are two types of model that can be used; statistical models and physics

based models. Both are reviewed in the following sections.

2.3.2 Physics-Based Thermal Modelling

The methods currently used for thermal analysis of an electrical machine can be

divided into two main types: analytical lumped parameter and numerical meth-

ods [30]. This section first looks at the advantages and disadvantages of each

method, presenting evidence to justify the selection of lumped parameter and sys-

tem identification thermal models for this research. The literature detailing work

in this area is reviewed showing how the models created for this research will differ

from what has been presented before.

Lumped parameter analysis of an electrical machine involves grouping together

components that have a similar temperature and modelling them as single node

(e.g. the stator windings). The thermal state of these nodes is defined by analysis

of the heat flow between these nodes. The models created by this method have low

computational requirements and are easier to understand. The accuracy of the

method is strongly dependent upon the parameters within the model, especially

heat transfer coefficients. The downside of these models is that a large number of

the parameters are not directly known and identifying them can be time consuming

and complex.

The two main numerical methods are finite element analysis (FEA) and com-

putational fluid dynamics (CFD). A summary of both these methods can be found

in the paper by Boglietti et. al. [30].

FEA some similarities with the lumped parameter analysis, the components

are split into many nodes and the heat transfer between them are modelled. This

allows for a more accurate analysis of the complex geometries found in electri-
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cal machines. However the same difficulties in identifying parameters in lumped

parameter analysis apply to FEA, as well as seeing a very large increase in com-

putational requirement.

The CFD method analyses coolant flow around the machine. The method al-

lows flows to be predicted in detail therefore ascertaining how heat moves through

the liquid and from solid to liquid. This method produces very accurate results

and is especially useful for complex regions of geometry. The disadvantage of this

type of method is the high computational requirement combined with the largest

expert knowledge requirement both surrounding the theory and software for the

model.

The last type of method considered is statistical modelling. The author could

find no work relating to black box modelling methods used for thermal analysis.

This is most likely due to the most common use of thermal models being in

generator design. However in this application during validation both input and

output data are available allowing a black box model to be created by matching

input to output data. A summary of system identification can be found in the

survey paper by Ljung [31]. The advantage to this method is that knowledge of

the physical laws governing heat transfer are not required to create the model.

The downside is that the models are less flexible and only function well with input

data similar to that it was trained on.

In this research it was decided to investigate using a lumped parameter thermal

model for use as a simulation model during testing. This was because the lumped

parameter model will be able to provide predictions accurate enough to predict

overheat faults and the added detail of the FEA or CFD model is unneeded and

does not justify the increased computation requirement for this application. For

the design models the most important factor was the computation speed. This

led to the decision to test both a lumped parameter analysis again but in a more

simple form and a statistical model and compare the two.
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2.3.3 Lumped Parameter Thermal Networks

As mentioned earlier lumped parameter thermal networks are constructed by

lumping components of the electrical machine into nodes and modelling the heat

transfer between them. The heat transfer is modelled using simple thermody-

namic theory that can be found in many texts e.g. Nellis and Klein [32, 33, 34].

The full theory of the model will be explained in chapter 4. This section first

analyses the use of lumped parameter thermal models for electrical machines in

the literature. The different specifications that these authors had and how this

effected the models are then reviewed, including how this effects the models to be

presented in this thesis.

Current Application of Lumped Parameter Thermal Models

The vast majority of thermal models for electrical machines in current literature

are created to help design electrical machines. This can be seen in the summary

paper by Boglietti et. al. [30] and the references therein. This is also the case

for more recently published work e.g. Chowduury et. al. [35] and Rostami et.

al. [36]. The author could find no work where lumped parameter thermal models

were used for an application other than electrical machine design.

Of the research published on lumped parameter thermal models a second trend

can be seen; that the majority of the published work focusses on motors. Of the

work published on generators the papers by Wu et. al. [37], Aglen and Anders-

son [38] and Gerlando et. al. [39] focus on permanent magnet generators. The only

paper found that presents a model of a synchronous generator, the type available

in the experimental set-up for this research, is by Maloberti et. al. [40]. This pa-

per looks at a claw pole type synchronous generator which has a different shaped

rotor to the generator available for this research. The other authors that have

published research into the thermal analysis of a synchronous generator have both

used a FEA method [41, 42].
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Review of Models Created by Other Authors

In this section the lumped parameter thermal models designed by other authors are

reviewed. The four major areas of interest are the choice of how many nodes are

in the model, how certain complex areas were modelled (e.g. stator winding), how

internal coolant flow through a machine is modelled and electrical loss modelling.

The first part of designing a thermal network model is to decide how complex

the model will be, which is done through node selection. The designer can choose

what lumped sections are to be modelled and each one is assigned a node to

represent its average temperature. From the literature it can be seen that different

authors have used differing numbers of nodes, some having many nodes for a

single section (high node) like the stator back iron [38]. Some authors have used

a much smaller number of nodes, lumping larger areas together (low node) e.g.

Mezani et. al. [43]. The thesis published by Kylander [44] explores mainly high

node models, but also investigates low node configurations and how simulation

accuracy changes. Kylander showed that while the more detailed model were

more accurate, the difference between the high node and low node models was

only 1 − 2◦C which is not significant. This shows that good accuracy can be

achieved with a small number of nodes, the main advantage of a high node model

is that a temperature gradient can be mapped across a component. Other authors

e.g. [36, 45, 46] also obtained good accuracies using low numbers of nodes and since

the temperature gradient provided by a high node configuration is not required

for detecting overheat faults the models created will use a low number of nodes to

model the system.

The next area of interest is to decide how each node is modelled. The research

published creating low node models shows two choices; either simulation of heat

flow in a single direction (radially), or simulation of heat flow in two directions

(radial, axial). The model created by Okoro [46] simulates heat flow in just the

radial direction. The results show that the model provides good steady state
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performance, however transient operation is not as good as models that simulate

heat flow in two directions e.g. Mellor et. al. [47]. Considering that the model

created by Mellor et. al. has only 8 nodes whereas Okoro’s model has 11, this

shows that simulating heat flow in two direction is the optimal choice.

Modelling Challenges

The model created by Mellor et. al. [47] is widely cited by many authors in research

published. Many models are based on this method which defines heat transfer in

two directions: radial and axial. The model created has excellent accuracy and

has a low number of nodes and will be used as a basis for the physics based

models in this research. The difference between the work of Mellor et. al. [47]

and this is that it focusses on induction motors which means certain areas create

modelling challenges that need to be addressed. These are the copper windings

and modelling an internal air flow.

Modelling of the winding is a choice that has to be made for all electrical

machines. The winding itself is a series of copper strands with air and varnish in

between, wrapped in some form of insulation. For any lumped parameter model

some approximation must be made in how the node is modelled and different

authors have made different choices. Mellor et. al. [47] modelled the whole winding

as a copper rod using the thermal conductance of copper for heat transfer in the

axial direction and a much reduced value accounting for any air, varnish or lining in

a single value. This method was also chosen by authors such as Rostami et. al. [36]

and Demetriades et. al. [48]. Boglietti et. al. [49] have modelled the winding in

more detail. The winding is modelled as a series of areas radiating from the centre

of the winding with a series of resistances modelling the heat flow and heat injected

at various points. The paper states that this gives an accuracy of ±5◦C which

is shown in an earlier paper [50]. This steady state accuracy is obtained using

the simpler method mentioned earlier, with no report of the transient accuracy
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for comparison. The lack of accuracy gain combined with increased complexity

for the Boglietti et. al. [49] winding model means the simple winding model by

Mellor et. al. [47] will be used.

The majority of lumped parameter thermal models created are designed to

model motors, often with an enclosed design. This allows heat flow from the

stator to be modelled as crossing to the rotor. The generator that is to be modelled

however has a coolant flow from outside the generator, through the air gap vented

to ambient air. This requires special modelling consideration. Yangsoo et al. [51]

achieve this by creating two interacting networks: one for the solid sections and one

for the coolant network. This seems unnecessary as Nerg et. al. [45] and Jokinen

and Saari [52] model the coolant network using thermal resistances, integrated

with the network for the solid sections. This method creates a simpler model than

using multiple networks and doesn’t require the creation of an algorithm to link

the two networks.

2.3.4 System Identification

When searching the literature available detailing the creation of thermal models

for generators all the work found considers physics based models of the system.

This is due to research focussing on the design process for electrical machines,

so authors are creating models which can be build without recorded input and

output data. For this research the application is a PHM system and hence there

will be input and output data available to build a thermal model from.

There are many statistical modelling methods that have been proposed over

time, a summary of these can be found in the review paper by Ljung [31]. Ljung

describes many different communities that build “black box” models for systems

with many different names, e.g. Machine Learning, Artificial Neural Networks and

System Identification.

From these many areas the author could find no other research where a black
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box model for thermal behaviour of an electrical machine is described.

To select a suitable modelling method from the many available it is necessary

to look at the expected characteristics of the system. From looking at the lumped

parameter analytical models it can be seen that the system is time-invariant and

that the equations of the model are largely linear, only the calculation of winding

losses has a non-linear component. It can also be seen that there are multiple

inputs available although they do not necessarily need to be used and there are

multiple outputs that need to be modelled.

The first step in choosing a method of system identification is the choice be-

tween a linear and non-linear model. As stated by Nelles [53] a linear model should

always be considered before a non-linear one, with a non-linear model only being

used when a satisfactory linear model can not be found. The added complexity

and addition knowledge requirement does not justify using a non-linear model

when a simpler alternative exists. Looking at the previous paragraph the charac-

teristics suggest that a suitable linear model should be available in this case, so

this is what will be considered for the work in this thesis.

Analysing the literature there are numerous methods available for linear sys-

tem identification and these are summarised in survey papers by Young [54], Is-

ermann [55] and Åström and Eykhoff [56].

Maximum likelihood methods were used by Åström and Bohlin [57] to estimate

the parameters of single input single output systems. Clarke [58] used the least

squares parameter estimation methods. Wong and Polak [59] utilised instrumen-

tal variables within their work. Also of note is the work by Levin [60] creating

the Levin principle and the work by Peterka and Halouskov [61] using the Tally

principle.

For the system identification model in this thesis it was decided that a least

squares estimation method would be used as the system is mainly linear and has

low signal to noise ratio which as noted by Isermann [55] should allow an acceptable
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description of the system dynamics to be obtained using this method.

2.3.5 Simulation Method

The models are used to make predictions of the thermal state of the generator in

the future. To do this for each period a prediction needs to be made starting from

the current state of the system. The final element of the prediction prediction

system is to define a method for determining the initial conditions for the model

for prediction each period.

The review by Xiao-Sheng et. al. [28] describes different methods for estimating

remaining useful life. In the paper Xiao-Sheng et. al. [28] mention that a large

amount of traditional RUL is based on a directly observed state process, but that

in reality failure data can be rare and this is also true in this present case where

a number of state variables are unmeasured.

The second method which is considered in detail here is through use of an

indirectly observed state process. Within this category the systems fall into three

main types: filtering models, covariate-based hazard models and Hidden Markov

Models (HMM).

Of the three methods filtering type models were chosen. The HMM method

was eliminated because, as stated by Xiao-Sheng et. al., the process can be com-

putationally intensive which is incompatible with online simulations on-board an

aircraft. The covariate-based hazard models were deemed unsuitable because as

stated by Zhao et. al. [62] this method is designed for systems with a non-static

environment, whereas for this application the model parameters can be assumed

static.

Tang et. al. [63] state that the performance of any filtering method is dependent

on the accurate portrayal of the target dynamics. For this application the models

have been discussed earlier and will provide the required representation of the

system dynamics, the remainder of this section will discuss the choice of filter
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used to update the model states.

Tang et. al. [63] use particle filters applied to crack growth prognosis in a

planetary gear transmission. The results look interesting however there is no data

provided to compare the system’s prediction output with actual fault progression.

This technique is primarily designed for non-linear systems and would be unnec-

essarily computationally expensive when applied to linear models when simpler

methods exist.

Benes [64] proposed a type of filter used by Zhang et. al. [65] for RUL esti-

mation. This is used to create good RUL estimates, however the Benes filter is

designed for non-linear system so again is unsuitable.

Looking specifically at filters that are optimal for linear systems the extension

of the Kalman Filter [66] for use in prediction is shown by Brown and Hwang [67].

Normally a Kalman Filter predicts a single step ahead however it can also be used

to predict n-steps ahead. Sarma et. al. [68] used this method in 1978. In this

paper the use of Kalman Filter based prediction was used to monitor the condition

of aeroengines.

Christer et. al. [69] applied this to furnace maintenance. Importantly showing

the method’s ability to update observed and non-observed states, this is useful

for the present application where using the minimum number of measurements is

ideal.

Of the previous work applying Kalman Filter prediction to generators only a

single paper was found. This was by Batzel and Swanson [26] which investigates

RUL estimation for rotor field circuit degradation in generators. The research

presented in this thesis differs as it will apply this method to predicting the thermal

dynamics of a generator.
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2.4 Reconfiguration

In the previous section the work described looked at estimating RUL for adaptive

maintenance programs. In this research the objective is to be able to manage the

loads on the generator to prevent overheating. This means that the prediction

algorithm is providing prognostic support for a system to adjust load profiles in

flight, which is different to a large amount of the work previously referenced. This

section analyses the literature focusing on reconfiguration of systems to prevent

predicted faults.

Black et. al. [70] discuss reconfigurable control for aircraft fuel systems. While

in this case the system is designed for fault detection and isolation, Black et. al.

also discuss assessing the capability of a faulty system, something undertaken in

this research. The main difference with this system is that the faults are diagnosed

then prediction is used to assess the effect of the fault on the system, whereas this

research looks to predict faults before they occur. Lin and Lee [71] take a similar

approach of using prognostics to assess remaining useful life after a fault as well

as control reconfiguration.

Other authors use this method of reconfiguration after faults which differs from

the method proposed in this research. Strangas et. al. [72] apply this method

to AC motors. Of note is that they show that a number of faults can cause

temperature rises in a generator for which the response can be to lower loads.

Closest to this research is the work published in two papers by Tang et. al. [73,

74] looking at automated contingency management with prognostics (ACM+P).

Tang et. al. describe a framework to allow a system to adapt to faults currently

and in the future. The system is hierarchical looking at component, system and

mission level reconfiguration. The framework describes a method for achieving

in-flight reconfiguration, the example used in the paper being for an actuator.

The work presented in this thesis focusses on the thermal dynamics of an aircraft
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generator, this can be described as component/system level reconfiguration under

Tang et. al.’s methodology.

Within the literature the author could find no work which specifically describes

prognostic reconfiguration of generators to prevent overheat faults in-flight.

2.5 Conclusions

This literature review has analysed research in the field of prognostics and health

management (PHM) within aircraft load management.

From the literature it can be shown that no current aircraft could be found

which use a predictive element in their load management systems. The most

advanced algorithms are able to shed and reconnect in real time, but do not

predict future capability. This is also shown in the literature where no research

has been proposed where predictive load management is used.

Analysing the research into PHM in aircraft there are two main motivators:

maintenance and reconfiguration. This research is based around reconfiguration

and of the research described no work looks at thermal reconfiguration of genera-

tors. Most PHM research focussing on generators addresses bearings or windings.

The author could find no published PHM research on generator thermal monitor-

ing either for maintenance or reconfiguration.

The review has shown that the best physics-based modelling method for this

research is a lumped parameter thermal model and also showing that this type of

model has not been used in a condition monitoring application before. The review

also showed that the lumped parameter thermal models in the literature use a non-

linear representation of the winding losses, in this research the effect of linearising

the losses and how this changes the simulation results will be analysed. The review

into modelling techniques also showed that no research could be found which

creates a system identification model for the thermal dynamics of a generator, one
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of the model types to be assessed in this research.

The final sections showed that using a Kalman Filter as part of the prediction

system was ideal as well as showing that it had never been applied for prediction

of the thermal dynamics for a generator. It was also shown that the general

framework for automated contingency management with prognostics (ACM+P)

by Tang et. al. [73] describes the work undertaken in this as component/system

level reconfiguration, but that this framework had not been applied to aircraft

generators.



Chapter 3

Experimental Set-Up

3.1 Introduction

To create the load management system described in chapter 1 two generator mod-

els are needed: the simulation model and the design model. For this research a

generator rig was commissioned in the lab to allow collection of data to be used

to validate these models.

This chapter describes the experimental rig used in this research and how

it was adapted, comparing it to the power generators on-board unmanned air

vehicle (UAV). This rig will provide the data against which the models described

in chapters 4 and 5 will be validated. It will also be used in chapter 7 to test the

effectiveness of the proposed load management algorithms.

The chapter begins with a summary of the evolution of power systems on

aircraft over time. These generation schemes will be compared to the generator

within the experimental set-up. The rig will then be described in detail, including

how the generator is driven, what sensors are used and how data is collected and

stored.

43
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3.2 Aircraft Generators

The power system on-board modern aircraft is designed to supply electricity to a

wide array of consumers. This includes providing both alternating current (AC)

and direct current (DC) power dependent upon the system.

Early aircraft designed in the 1940s - 50s started out using 28VDC systems

exclusively [1]. From that modest beginning the power requirements upon aircraft

have grown drastically with the introduction of 115VAC systems, then 230VAC.

Some of the newest military jets have now started to include 270VDC systems

with solid state power controllers becoming small enough [2]. Figure 3.1 shows

a chart plotting the use of different power generation types as they came into

service.

Figure 3.1: Electrical System Evolution [1].

There are four main types of power generation scheme present within aircraft

which will be reviewed here. These are:

• Integrated Drive Generators (IDG)

• Variable Speed Constant Frequency (VSCF)

• Variable Frequency (VF)



CHAPTER 3. EXPERIMENTAL SET-UP 45

• 270VDC

Table 3.1 shows some examples of aircraft which use each of these power gen-

eration schemes.

Table 3.1: Common Types of Power Generation [2].

Generation Type Civil Application Military

Application

B777 2x120kVA Eurofighter Typhoon

A340 4x90kVA

B737NG 2x90kVA

IDG/CF MD-12 4x120kVA

(115VAC/400Hz) B747-X 4x120kVA

B717 2x40kVA

B767-400 2x120kVA

VSCF F-18C/D 2x40/

(Cycloconverter) 45kVA

(115VAC/400Hz) F-18E/F 2x60/

65kVA

VSCF (DC Link) B777(Backup) 2x20kVA

(115VAC/400Hz) MD-90 2x75kVA

VF Global Ex 4x50kVA Boeing

(115VAC/380 Horizon 2x20/25kVA JSF (X-32 2x50kVA

-760Hz Typical) A380 4x150kVA A/B/C)

VF
B787 4x250kVA

230VAC

270VDC

F-22
2x70kW

Raptor

Lockheed-Martin F-35 -

Under Review

3.2.1 Integrated Drive Generator (IDG)

Of the four methods described here IDGs are the oldest, an example is shown in

the patent by Reynolds [75]. In this scheme the variable shaft speed of the engine
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is converted to a constant speed through the use of a hydraulic constant speed

drive (CSD). This technology is very mature however the biggest down side is the

CSD which has a lower reliability than the rest of the engine or generator. This

led to high maintenance costs related to extracting the CSD from the engine and

repairing/replacing.

3.2.2 Variable Speed Constant Frequency (VSCF)

The VSCF power generation method represents a step forward from the IDG to

reduce the complexity of the mechanism but also make maintenance easier. In a

VSCF scheme the CSD is removed and the generator attached to the engine is a

variable frequency generator. Then through the use of power electronics, either a

cycloconverter or a DC link, the supply is converted to 115VAC 400Hz constant

frequency. The power electronics have a higher reliability and not integrated into

the engine making maintenance easier.

3.2.3 Variable Frequency (VF)

VF is the natural extrapolation of VSCF. In this scheme the variable frequency

generator is kept, but instead of converting to a constant frequency the power

supplied to the consumers on-board is left as a varying frequency. This reduces

cost and weight of power electronics as a large amount of energy consumers can

be supplied with frequency wild current, or a frequency wild alternative exists.

However there are some power consumers that still require constant frequency

supply so some local power conversion is necessary. Overall though the weight of

power conversion equipment is reduced substantially, reducing complexity in the

power system and therefore costs.
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3.2.4 270VDC

With solid state power controllers becoming small enough some new military air-

craft have been fitted with a 270VDC power system. This includes the F-22

Raptor and the Joint Strike Fighter (JSF). The aim of this scheme is to exploit

the lower gauge of wire required to transmit DC current, as well as reduced trans-

mission losses. In this scheme AC current from the engine generators is converted

to 270VDC for transmission through the airframe.

3.2.5 Typical Generator Specification

While four different power generation architectures have been described, the gen-

erators used in these systems bear some notable similarities. Typically the main

generators are 3-phase synchronous generators, also referred to as alternators.

There is an internal coolant flow, usually oil as part of a two stage process.

The main aspects upon which the generators vary are the output voltage and

frequency. The voltage depends upon scheme with modern aircraft in production

using generators up to 230VAC or 270VDC, shown in table 3.1. The IDG schemes

use 400Hz frequency generators, while the other schemes use variable frequency

generators.

3.2.6 Generator Load Profiles

The research undertaken focusses on military UAV applications, as such when de-

scribing the loads applied to the generator this is done using military specifications.

Load profiles are described according to military specification MIL-E-7016F [76]

which describes the load on a generator in terms of the average total load over the

period of operation. Each mission stage an aircraft can operate has a defined load

requirement; this is the start-up power requirement and the continuous power.

Each flight phase, numbered from one to seven, can be used to build load



CHAPTER 3. EXPERIMENTAL SET-UP 48

profiles by putting a series of these blocks together one after another.

Table 3.2: Load conditions
1 2 3 4 5 6 7

5 mins 40.0% 83.3% 100.0% 83.3% 83.3% 86.7% 100.0%

Continuous 27.3% 66.7% 83.3% 76.7% 70.0% 73.3% 76.7%

Each number represents a specific action as follows:

1 - Loading and Preparation

2 - Start and Warm-Up

3 - Taxi

4 - Take-Off and Climb

5 - Cruise

6 - Cruise/Combat

7 - Landing

Table 3.2 shows the required current for each flight phase as a percentage of

the generator maximum and has two values: the first 5 minute value represents

the first 5 minutes of the action and is the start up power, while the continuous

value is the load for the rest of the duration of the action. Each load condition

has a minimum execution time of 15 minutes and no upper limit on duration.

Figure 3.2 shows an example load profile covering all the preparation stages

the take-off, follow by a cruise to target. The aircraft then takes a combat action

before flying home and landing.

The values in table 3.2 represent load requirements analogous to that of a UAV

with dual generators. These values were agreed with the industrial sponsors of the

work. In this case due to the sensitive nature of the data the power requirements
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Figure 3.2: Example Load Profile.

have been changed by ± small amounts so that it is different to that of any real

aircraft.

3.3 Test Rig

The generator used within the test rig is not an aircraft generator. The gener-

ator is a commercial synchronous generator with an internal airflow provided by

a fan. While there are a number of differences from an aircraft generator a vali-

dated thermal model of this generator could be used to show the research concept

functioning.

The generator does share some similarities including that it is synchronous.

While the coolant used is air, transitioning to a model using oil as a coolant

would only require re-definition of the material properties. The constant shaft

speed of the generator is similar to the set-up for an IDG, to simulate a variable

frequency generator would require re-definition of the losses in the model. Overall
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the structure of a thermal model for an aircraft generator would be similar to the

model structure for this generator with different parameters.

3.3.1 Plant Description

Figure 3.3 below shows the test rig consisting of a motor driving the shaft of a

generator, which rotates the generator shaft at a constant 1500rpm required to

produce rated voltage. Loads are applied to the generator through use of a load

bank shown in fig. 3.4.

Figure 3.3: Test equipment, showing generator (right), driven by motor (left).

As part of the process of commissioning the rig numerous updates/alterations

were made to the equipment. First the electronics in the control cabinet were

re-wired as well as connecting the generator and load bank to the cabinet. Next

alterations were made to make aspects of the generator more closely mimic what

would be present in an aircraft, these are detailed below. With these alterations

there are enough similarities that aircraft generators could be modelled by small

structural changes as well as re-parametrising the model. Additional temperature

sensors were also added to give a better thermal view of the machine and finally the

data acquisition system had to be specified and implemented; these are detailed

below.
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Figure 3.4: Load bank.

Generator

The generator used as part of the test set-up is a Genco RF201A synchronous

generator, which includes a damper winding. The specification for this is shown

in table 3.3.

In order to allow the generator to more closely mimic the likely set-up on-

board a UAV some adjustments were made to the outer casing. The large vents

originally present were substituted for solid plates with set inlet and outlet ducts

at which input and output air temperature could be measured. These plates shown

in figure 3.3 create an internal coolant flow and while on an aircraft the coolant

would likely be oil in terms of thermal modelling these would be similar model

structure with different parameters.

Motor

The generator is driven by a 3 phase induction motor that is controlled by a

Eurotherm 620 series drive. When switched on it is set to drive the generator
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Table 3.3: Generator Specification

Type Genco RF201A; synchronous; including damper winding

Serial number 220399

Power 5 [kVA]

Volts 415/240 [V]

Power factor 0.8

Current 7 [A]

Phases 3

Number of poles 4

Frequency 50 [Hz]

Shaft speed 1500 [rpm]

Excitation Brushless rotating rectifier, with auxiliary winding for exciter power

Rating 00P

Insulation class H

Enclosure type 22

shaft at the 1500rpm required for the generator to produce rated voltage.

Load Bank

The load can be set to draw a load between 1A and 7A from each generator phase,

with the ability to define the power factor and create unbalanced loads if desired.

3.3.2 Sensor Setup

The test equipment initially had 16 sensors installed. An additional 4 temperature

sensors were installed (with capability for two more if necessary) to give 20 in

total - these are listed in table 3.4. These fall into the main categories of load

currents/voltages, excitation currents/voltages, and generator temperatures.

The signals from all sensors on the rig are routed from the generator to a

measurement box (fig. 3.5) where the signals are pre-processed before being logged
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Table 3.4: Sensor on the Rig

Variable Signal Label Transducer Range

Stator Phase U Current Ua1 ±230A

Stator Phase U Current Ua2 ±15A

Stator Phase V Current Va1 ±230A

Stator Phase V Current Va2 ±15A

Stator Phase W Current Wa1 ±230A

Stator Phase W Current Wa2 ±15A

Stator Phase U - Neutral Voltage Uv ±500V

Stator Phase V - Neutral Voltage Vv ±500V

Stator Phase W - Neutral Voltage Wv ±500V

Exciter Winding Current Ea ±5A

Exciter Winding Voltage Ev ±125V

Auxiliary Winding Current Xa ±2.5A

Auxiliary Winding Voltage Xv ±500V

Stator Phase U Temperature Ut −50 to 300◦C

Stator Phase V Temperature Vt −50 to 300◦C

Stator Phase W Temperature Wt −50 to 300◦C

Stator Iron Temperature Iront −50 to 300◦C

Inlet Temperature Ait −50 to 300◦C

Outlet Temperature Aot −50 to 300◦C

Mid Air Pocket Temperature Amt −50 to 300◦C
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by the data acquisition system.

Figure 3.5: Instrumentation box for collecting sensor data from rig.

Voltage and Current Sensors

An overview of the sensor set-up is shown in Fig. 3.6 and 3.7. Voltage transform-

ers (VTs) and current transformers (CTs) are fitted to monitor the voltages and

currents in the stator, exciter and auxiliary windings. The transducers are gal-

vanically isolated allowing equipment referenced to ground to be used to analyse

the measurements. The transducers are mounted close to the generator terminals

with the isolated output signals routed to a box of instrumentation where BNC

connectors provide the interface for analysis and recording equipment.

Each CT/VT is connected to the same filtering circuit shown in figure 3.8

which produces the voltage to be read by the DAQ card.

Each of the sensors was calibrated over the current/voltage range; in each case

a linear first order transfer characteristic was generated for each sensor. For the

current sensors this was in the form:

IA = IVC1 + C2 (3.1)

Where IA is the line current, IV is output voltage from the measurement box,
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Figure 3.6: Stator Sensor Layout.
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Figure 3.7: Exciter and Auxiliary Winding Sensor Layout.
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Figure 3.8: Current/Voltage Sensor Circuit Layout.

C1 is the gradient and C2 is the offset. For the voltage sensors this was in the

form:

VV = VMC1 + C2 (3.2)

Where VV is the line voltage, VM is output voltage from the measurement box,

C1 is the gradient and C2 is the offset.

Table 3.5 shows the C1 and C2 values for each of the CTs and VTs to an

accuracy of 3 significant figures.

Temperature Sensors

Platinum resistance thermometers (PRT) are used to sense the temperature at

various points within the generator. In total there are seven different sensors.

Three are located in the stator windings, one on the stator itself and three in the

air pockets within the generator. The locations are shown in figure 3.9.

All of the temperature sensors are identical; each one is a PT100 type PRT

meaning that it has a resistance of 100Ω at 0◦C. The temperature/resistance

relationship is defined in the British Standard BS EN 60751:2008 [77]; the tolerance
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Table 3.5: CT and VT polynomial gradients and gains

Variable C1 C2

Stator Phase U Current 39.1 0.169

Stator Phase U Current 3.34 -0.0378

Stator Phase V Current 39.1 -0.171

Stator Phase V Current 3.37 -0.113

Stator Phase W Current 39.2 0.191

Stator Phase W Current 3.38 -0.0575

Stator Phase U - Neutral Voltage 66.6 0.491

Stator Phase V - Neutral Voltage 66.9 0.540

Stator Phase W - Neutral Voltage 66.6 0.571

Exciter Winding Current 1.02 0.00224

Exciter Winding Voltage 20.0 0.0697

Auxiliary Winding Current 0.499 0.00484

Auxiliary Winding Voltage 66.6 0.896

1. Air In (Ait)

2. Air Cavity (Amt)

3. Air Out (Aot)

4. Stator Winding (Ut,Vt,Wt)

5. Stator Iron (Iront)

Figure 3.9: Temperature Sensor Locations on a Cross-Section of the Generator
Showing Only the Top Half Due to Symmetry.
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for each sensor is class B. According to BS EN 60751:2008 the resistance between

the temperature range of 0◦C to 850◦C can be calculated from a standard equation.

Rt = R0(1 + At+Bt2) (3.3)

Where Rt is the resistance at a temperature t, R0 is the resistance at t = 0◦C,

and A and B are constants.

A = 3.9083× 10−3◦C−1

B = −5.775× 10−7◦C−2

An overview of one temperature measurement channel is shown fig. 3.10; all the

other channels are identical. The PRTs used are the four wire type. A constant

current source drives each PRT, the resulting voltage drop being proportional to

resistance which in turn is a function of winding resistance. The PRT voltage

is routed to a box of instrumentation (which also supplies the constant current)

where it is filtered before output via a BNC connector which provides the interface

for analysis and recording equipment.

PRT
100Ω at 0°C

100Ω

0.47μF
I

25mA

Alternator Instrumentation

V0

Figure 3.10: Temperature Sensor Circuit Layout.
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As each PRT has a set temperature resistance relationship, to calibrate the

voltage input to the data acquisition card the PRT was replace with a resistance

box. This allowed the voltage to be related to the resistance of the PRT which in

turn is related to a temperature using equation 3.3.

3.3.3 Data Acquisition

Each of the sensor streams that are made available from the rig is output from an

instrumentation box (figure 3.5) via a BNC connector as a voltage value. To log

these signals a data acquisition (DAQ) system needed to be created.

The system created uses a National Instruments (NI) DAQ card to input these

signals digitally into a computer system. These signal inputs are then processed

and recorded use NI LabVIEW software.

Data Acquisition Card

The DAQ card used within the system is an NI PCI-6229 card with 32 analog

inputs, the full specification for this is shown in table 3.6. When using the card

all channels have to be sampled at the same rate so a rate of 110Hz was used.

This value was chosen as it is twice the generator frequency (50Hz) plus 10%.

This fulfils the Nyquist sampling rate criterion to allow reconstruction of the volt-

age/current sinusoid and to prevent aliasing. This is adequate in this application

as the currents and voltages are to be converted to root mean square (RMS) val-

ues. It should be noted that a sample rate of 110Hz for all 20 analogue channel

totals 2200S/s, much lower than the card maximum of 250kS/s.

Data Processing

A LabVIEW VI was developed to collect, process, calibrate and record data from

each channel of the DAQ card in use. Each channel has the voltage input trans-

formed into its actual value using calibration curves defined earlier. This can then
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Table 3.6: DAQ Card Specification

Type NI PCI-6229

Analog Inputs 32, 16-Bit, 250kS/s

Analog Outputs 4, 16-Bit, 833kS/s

Digital I/O 48 digital I/O; 32-bit counters; digital triggering

Correlated DIO 32 clocked lines, 1 MHz

be viewed in real time on the data acquisition PC. Simultaneously it is saved to

file in a comma separate variable (CSV) format with a time stamp for each data

point which can be accessed and applied later.

3.4 Conclusion

In this chapter common power generation schemes used in aircraft have been

summarised, including common characteristics of aircraft generators themselves.

The generator used in this research as part of a test rig has been compared to

common aircraft generator characteristics. While the test rig generator differs in

a number of ways, due to the test rig being a synchronous generator and having

an internal air flow, a model of the test rig could easily be converted to an aircraft

generator with small structural changes and re-parametrisation.

The test rig which has been modified and commissioned as part of this research

has been described, including the sensors used to gather electrical and thermal data

and the data acquisition system. The generator rig will be used to validate the

simulation model described in chapters 4 and the design model in chapter 5.



Chapter 4

Derivation of a Thermal Network

Model

4.1 Introduction

In the literature review numerous methods for developing a thermal model of a

generator were described. These included computational fluid dynamics (CFD),

finite element analysis (FEA) and lumped parameter models. For the purpose of

this study a lumped parameter approach was chosen as a good representation of

the generator can be achieved with the advantages described in chapter 2.

This chapter covers the development of a non-linear simulation model which

provides a good prediction of the thermal states of the generator described in

chapter 3, as it undergoes various load profiles. This model will be used for long

duration simulation experiments where it is impractical to run multiple tests on

the real generator.

The chapter begin by introducing the thermal modelling approach, then show-

ing how the generator can be partitioned into sub-models. The sub-model equa-

tions are defined before being combined to give the overall system model. Finally,

the method for defining the parameters is presented and the model is validated

61
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against data collected from the generator described in chapter 3.

4.2 Model Derivation

The model that has been build is an extension of the work by Perez and Kas-

sakian [78] and Mellor et. al. [47]. The model is formed from the division of the

structure of the generator into multiple sections according to its geometry. There

is no set requirement for the number of sections. These are chosen to allow the

best alignment of the model with the applications requirements.

The main requirement is for the model to provide a good representation of the

actual generator. With this in mind it was decided that the generator would be

split in broad sections based on the main parts of the generator (e.g. stator, rotor,

windings etc.). Work by Kylander [44] shows that a good representation can be

achieved even when splitting the generator into as few as 5 sections.

4.2.1 Model Fundamentals

The basis of the thermal network model is the thermal resistance shown in fig-

ure 4.1, from this the equation for the change in temperature across the resistance

can be defined.

Figure 4.1: Single Thermal Resistance.

∆T = Q ·R (4.1)

∆T is the difference in temperature in ◦C (used here) or Kelvin (K) T1 − T2,

Q the heat input into the system in Watts (W ), and R is the thermal resistance
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in the direction of heat flow in K/W . An example calculation for R for axial heat

flow along a rod with circular cross section is given as:

R =
L

πr2k
(4.2)

Where L is the length of the rod in meters (m), r is the rod’s radius in m, and

k is the thermal conductivity of the material in W/Km. Networks of resistances

can be built in the same manner as an electrical circuit, with constant current

sources representing heat input, and capacitances representing heat storage.

The cylindrical structure on which the models for all metal sections of the

generator are based is shown in figure 4.2. Heat transfer is calculated in two

directions; radial (θ1 to θ2) and axial (θ3 to θ4). This is achieved with two thermal

resistance networks. Each thermal network is related to the average temperature

of the whole cylinder (θm) with an extra thermal resistance (figure 4.3); the two

networks can now be connected forming a model for the whole cylinder.

L

r1

r2

θ1

θ2

θ4

θ3

Figure 4.2: Cylindrical component.

It is assumed that the axial temperature across the component is constant,

which is shown in figure 4.4 as a single thermal resistance Ra representing the flow

of heat from the mean temperature to the ends of the cylinder. The equations for

the network can then be defined.



CHAPTER 4. DERIVATION OF A THERMAL NETWORK MODEL 64

Rr1

Rr2

Rr3

θ1

θ2

Ra3

Ra1

Ra2

θ3

θm

θ4

Figure 4.3: Separate thermal networks for axial and radial heat transfer.

C

U
Rr1

Rr2

Rr3Ra

θ1

θ2

θ3,4

θm

Figure 4.4: Thermal network for cylindrical component.
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Ra =
L

12πka(r21 − r2
2
)

(4.3)

Rr1 =
1

4πkrLs

(

1−
2r2

2
log( r1

r2
)
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2

)

(4.4)

Rr2 =
1

4πkrLs
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2r2
1
log( r1
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)
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1
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)

(4.5)

Rr3 =
1

8πkrLs(r21 − r2
2
)

(

r2
1
+ r2

2
−

4r2
1
r2
2
log( r1

r2
)

r2
1
− r2

2

)

(4.6)

Where Ra,r1,r2,r3 are the resistance shown in figure 4.4. From figure 4.2, L is

the cylinder length, r1 and r2 are the outer and inner radius respectively. Finally

kr and ka are the axial and radial thermal conductivities, and s is the stacking

factor, the ratio of iron to insulation in the laminations where a stacking factor of

0.9 indicated that there is 90% iron.

Figure 4.4 shows the heat storage of the cylinder C represented as a capaci-

tance. The equivalent capacitance of the cylinder is calculated from the cylinder’s

dimensions and material properties.

C = ρcpπ(r
2

1
− r2

2
)L (4.7)

Where ρ is the density of the material, cp is the specific heat capacity, r1 and

r2 are the outer and inner radius respectively and L is the cylinder length.

The heat input to the cylinder U is represented in figure 4.4 as a constant

current source. This is calculated as a power in Watts from the electrical losses

within the cylinder.

Finally some divisions need to be modelled as a rod rather than a cylinder,

meaning r2 = 0. This is achieved by removing the resistance Rr2 then combining

Rr1 and Rr3. This gives the final equations as:
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Ra =
L

12πkar21
(4.8)

Rr =
1

4πkrLs
(4.9)

4.2.2 Model Divisions

In the model the generator was divided into 5 main areas, some of which were

further divided. These areas are the frame, stator, rotor, shaft and the air within

the generator. The divisions which were modelled are shown in table 4.1 along

with the subscript notations used in the equations for each division. For example

the thermal resistance Rr1 for the stator iron would be marked as Rsir1 and Rstr1

would be the same resistance for the stator teeth. The average temperature for

each section θm is given the label for the section, i.e. θr is the average temperature

of the rotor. Subscripts are also added to the surface temperatures θ1,2,3,4, e.g.

θsi1,si2,si3,si4 for the stator iron. Figure 4.5 shows an exploded view of the generator

with the different divisions except the stator end windings and end air gaps which

can be seen in figure 4.6.

Frame
Top

AirStator

IronStator

Teeth
Air

Gap
Rotor

Shaft

Stator

Winding

Figure 4.5: Model divisions.

Whilst other authors considered the whole machine in the same amount of
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Table 4.1: Model Subdivisions
No. Generator Part Label

1 Frame f

2 Top Air ta

3 Stator Back iron si

4 Stator Teeth st

5 Stator Winding sw

6 Stator End Winding In swi

7 Stator End Winding Out swo

8 End Air In ai

9 Air Gap ag

10 End Air Out ao

11 Rotor r

12 Shaft sh

Air Out Air In

Rotor

Stator

End

Winding

End

Winding

Figure 4.6: Cross section of generator showing end windings and air gaps.
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detail [47, 44], whether that be high or low. For this application the most critical

heat paths where overheat would occur first were identified and the model was

biased to provide the greatest accuracy in these areas. These were the stator, due

to the fact that the stator winding will be the hottest part of the motor; and the

air flow in the generator, which needs to be modelled carefully in order to reduce

error in temperature estimates in the stator iron and windings.

The following sections describe each of the parts of the generator modelled,

including the resistance network and how it differs from the cylinder model pre-

viously described along with the parameters used.

Frame

The frame is one of the areas that is not derived from the cylinder model shown

previously. The important function of this part of the model is to correctly sim-

ulate heat flow from the top air gap. Due to this the frame model only simulates

heat flow in the radial direction, simulating in the axial direction is unnecessary

and causes no significant loss of accuracy.

The resistance network for the frame is shown in figure 4.7. The network

consists of five resistances, Rfamb simulates heat flow to ambient air around the

generator. While Rf1 deals with heat flow to the inner surface of the frame.

Rfcon1,2,3 are the resistances for convective heat transfer to the air sections touched

by the frame. Finally Cf is the heat storage of the frame.
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θamb

θeai θta1 θeao

Cf

Rfamb

Rf1

Rfcon1 Rfcon2 Rfcon3

θf

Figure 4.7: Model for generator frame.

Rfamb =
1

2πrf2(Ls + Lfei + Lfeo)Hf

(4.10)

Rf1 =
1

2πKsrrf2Ls

(4.11)

Rfcon1 =
1

2πrf2LsHtar

(4.12)

Rfcon2 =
1

2πrf2LfeiHtar2

(4.13)

Rfcon3 =
1

2πrf2LfeoHtar2

(4.14)

Cf = ρsteelcsteel((πLf ((rf + 0.001)2 − r2f )) + (0.01πr2f )) (4.15)

Where rf2 is the inner radius of the frame, Ls is the stator length, Lfei,feo are

the lengths of the two end air gaps, Hf is the convection co-efficient to ambient

air, Ksr is the thermal conductivity of steel in the radial direction and Htar,tar2

are the convection co-efficents to the inner air gaps. For the heat storage of the



CHAPTER 4. DERIVATION OF A THERMAL NETWORK MODEL 70

material Cf , ρsteel is the density of steel and csteel is the heat capacity of steel.

Stator Back Iron

The stator back iron and stator teeth are modelled separately. The stator back iron

is identical to the cylinder model defined in section 4.2.1 with no differences so the

model network is identical to that in figure 4.4 with equations (4.3), (4.4), (4.5), (4.6)

applying with relevant parameters.

Stator Teeth

The stator teeth model is derived from the cylinder model in section 4.2.1 with the

equations adjusted to properly model the teeth which are not a solid piece of steel.

An approximation for the ratio of steel to air was defined from the cross section

of the stator teeth. The number of individual teeth and air gaps are identical so

the ratio of the area of a single tooth to a single air gap is the same as the ratio

of steel to air for the whole cross-section. The volume of steel can be found by

multiplying the cylinder volume by the ratio of φse/φsp the ratio of tooth angle,

to tooth and slot angle. Figure 4.8 shows the final network for the stator teeth.

θsi2

Cst

Rstr1

Rstr2

Rstr3

Rsta

Rstrw Ust

θag1θsw1

θeai/eao θst

Figure 4.8: Model for stator teeth.
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The second change is that in order to model the heat transfer from the stator

teeth to the stator winding an extra resistance is required. This is to model the

heat transfer to the inside of the slot. The equations for the standard cylinder can

then be revised.

Rsta =
Lsφsp

12πksaφse(r2st1 − r2st2)
(4.16)

Rstr1 =
φsp

4πksrLsφses

(

1−
2r2st2log(

rst1
rst2

)

r2st1 − r2st2

)

(4.17)

Rstr2 =
φsp

4πksrLsφses

(

2r2
1
log( rst1

rst2
)

r2st1 − r2st2
− 1

)

(4.18)

Rstr3 =
φsp

8πksrLsφses(r2st1 − r2st2)

(

r2st1 + r2st2 −
4r2st1r

2

st2log(
rst1
rst2

)

r2st1 − r2st2

)

(4.19)

Where rst1,st2 are the outer and inner radius of the teeth cross-section and ksa

is the axial thermal conductivity of steel including laminations. The equation for

the heat path to the inside of the teeth is:

Rstrw =
π(r2st1 − r2st2)φse

KsrLs(rst1 − rst2)2n2
sφsps

(4.20)

Where ns is the number of slots. With:

Cst = ρsteelcsteels(πLs(r
2

st1 − r2st2)− (AswLsns)) (4.21)

Where Asw is the cross-sectional area of the stator winding.

Stator Winding

The stator windings are modelled as a series of rods. To achieve this one of the

rods is modelled then each resistance is multiplied by ns, the number of slots.

The model differs from the rod model defined earlier as the winding touches both

the stator iron and teeth, this requires a resistance modelling heat flow to each
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division. A final resistance is required to simulate the heat movement from the

winding to the air gap. The final network is shown in figure 4.9, and the equations

defined.

θstw

Csw
Rswr1

Rswr2

Rswa

Rswr3

θsi2

θag1

θsewi1/sewo1

Usw

θsw

Figure 4.9: Model for stator winding.

Rswa =
Ls

12kcaAswns

(4.22)

Rswr1 =
4Hisc

πklLsrsw1ns

+
1

4πkcrrsw1Lsns

(4.23)

Rswr2 =
8Hisc

πklLsrsw1ns

+
1

2πkcrrsw1Lsns

(4.24)

Rswr3 =
sc

2πkcrrsw1Lsns

(4.25)

Csw = ρcopperccopperAswLsnssc (4.26)

Where Kca is the axial thermal conductivity of the copper winding, Hi is

the insulation thickness, rsw1 is the radius of the winding, Kcr is the thermal

conductivity of the winding in the radial direction, Kl the thermal conductivity of

the insulation and sc is the copper winding factor. Finally ρcopper and ccopper are

the density and heat capacity of copper respectively.
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Stator End Windings

The stator end windings are more complex than the stator windings and consist

of two different parts; one to simulate the section of winding that overhangs the

slot and the second to simulate the toroid that links all the winding sections.

The winding overhang is modelled in the same way as the winding, with the

exception there is no need to model any insulation around the winding. The toroid

is modelled as a single rod that connects at each end then transfers heat to the end

air pocket. The final network is shown in Fig 4.10 and the equations are defined.

Csew

Rsewr1

Rsewr2

Rsewa
θeai/eao

θsw2

Usew

θsewi/o

Figure 4.10: Model for stator end windings.

Rsewa =
Lsc

2kcaAswns

(4.27)

Rsewr1 =
0.012sc

32πr2sw1
kcrLscns

(4.28)

Rsewr2 =
sc

16πkcrLt

(4.29)

Csew = ρcopperccoppersc(πr
2

sewtLt + AswLscns) (4.30)

Where Lsc is the length of the winding slot overhang, Lt is the length of the

toroid equal to 2πrsewa. rsewa is the length for the centre of the toroid to the

middle of the winding and rsewt is the radius of the toroid.
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Rotor

The rotor model serves to simulate heat transfer across the air gap. This means

that for the rotor it is only necessary to model it in the radial direction as the axial

heat transfer has very little effect on the accuracy of the model where important.

The final model for the rotor consists of two resistances and is shown in figure 4.11.

θag2

Cr

Rrr1

Rrr2

θsh1

Urθr

Figure 4.11: Model for rotor.

Rrr1 =
ln( rr1

rri
)

2πksrLr

(4.31)

Rrr2 =
ln( rri

rr2
)

2πksrLr

(4.32)

Cr = ρsteelcsteelπLrs(r
2

r1 − r2r2) (4.33)

Where rr1,r2 are the outer and inner radius of the rotor, rri is the midpoint

radius of the rotor (i.e rr1 −
rr1−rr2

2
) and Lr is the length of the rotor.

Shaft

The shaft is a simple model represented as a rod. In this case a number of different

convection resistances are required as it is in contact with most air pockets and
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the frame. The final network is shown in figure 4.12.

θr2

Csh

Rsh1

Rsh2

θf

Ush

θeai

Rsh3

θeao

Rsh4

θsh

Figure 4.12: Model for shaft.

Rsh1 =
1

8πKsrLr

(4.34)

Rsh2 =
1

8πKsrLshf

(4.35)

Rsh3 =
1

8πKsrLshai

(4.36)

Rsh4 =
1

8πKsrLshao

(4.37)

Where Lshf is the length of the shaft in contact with the frame and Lshai,shao

are the lengths of the shaft in contact with the end air in and end air out.

Air Gaps

The generator modelled has an internal air flow generated by a fan on the front of

the generator. This is different to models made by Mellor et al. [47] and Perez and

Kassakian [78] which look at generators with external cooling and therefore have

air excited only by the movement of the rotor. This meant it could be assumed

that almost all heat is transferred across the air gap, whereas the forced convection
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present in the generator modelled means that another component of heat transfer

between air gaps was necessary. An overview of the nodes in the air network are

shown in figure 4.13. Note that as the generator is symmetrical about the x-x axis

only the top half is shown.

Stator

Rotor
Air InAir Out

Top Air

Air Gap

Figure 4.13: Nodes for air flow model.

This leads to the network for each node becoming two resistances to represent

the heat transfer through the air pocket due to forced and natural convection, then

a series of resistances that represent convective heat transfer from the various parts

of the model that touch the air pocket. The network for the air gap is shown in

figure 4.14. For the other nodes the model is the same but with a different number

of resistances for convection for other model divisions depending on how many are

touched by the air gap.

The equations for the resistances for the air pockets take two forms. The first

is for the transfer through the generator, the equation for which takes the form:

R =
1

CairMf

(4.38)

Where Cair is the specific heat capacity of the fluid, in this case air, and Mf is

the mass flow through the air pocket in kg/s. The second type of resistance is for

convective heat transfer from the surface of one of the solid section, this equation

takes the form:
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θst2

Rswcon1

RagReao

Rrcon

θeai

θr1

θeao θag

Figure 4.14: Network for air gap.

R =
1

Ach
(4.39)

Where Ac is the contact area between the section and air pocket, and h is the

thermal contact transfer coefficient.

4.2.3 Model Parametrisation

Most of the parameters within the thermal network model are based upon physical

measurements of the generator. For example, Ls the length of the stator is a

measurement taken directly from the generator as are all other dimensions. These

dimensions are shown in table 4.2. This section describes how the other properties

of the generator were deduced.

Thermal Conductivities

Most of the thermal conductivities were defined from knowledge of the material,

the windings are copper, the stator, rotor and frame are made of steel. This also

applies to other properties besides thermal conductivity including density (ρ) and
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Table 4.2: Model Dimensions
Generator Part Label r1 (mm) r2 (mm) L (mm)

Frame f N/A 159 347

Top Air ta 159 136 53

Stator Back iron si 136 111 53

Stator Teeth st 111 99 53

Stator Winding sw 6 N/A 53

Stator End Winding In swi 10 (rsewt) 110 (rsewa) 347

Stator End Winding Out swo 10 (rsewt) 110 (rsewa) 347

End Air In ai 159 N/A 48

Air Gap ag 99 98 53

End Air Out ao 159 N/A 48

Rotor r 98 23 53

Shaft sh 23 N/A 239

specific heat (csteel/copper), these are all shown in table 4.3. There are two cases

where this is not possible, the stator winding radial conductivity and the stator

iron and teeth axial conductivity.

Table 4.3: Material Properties

Material Thermal Conductivity Specific Heat Density

(Wm−1K−1) (Jkg−1K−1) (kgm−3)

Steel 20 502 8378

Copper 400.5 383 8933

For the stator winding thermal conductivity, the value in the axial direction

can be taken as the thermal conductivity of copper. However because the winding

is stranded this means that the thermal conductivity in the radial direction needs

to account for any air or varnish between strands.

To simulate this, rather than creating a more complicated model, it is much

simpler to define an aggregated thermal conductivity representing the overall con-

ductivity in that direction. From research it was found that the overall conduc-

tivity is very low; for example Mellor et. al. [47] used a value of 0.4W/mK. To
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find the value an initial value of 0.5W/mK was used; this was found to be too

large. This parameter is know to effect the size of the temperature increase due

to additional loads so to tune this parameter the value was reduced until the cor-

rect temperature increase was obtained. The final value for Kcr was found to be

0.13W/mK.

The radial thermal conductivity value for stator iron and teeth can be consid-

ered to be that of the steel its made of. Due to laminations in the stator material

the axial thermal conductivity (Ksa) is considerably reduced. To find this value

a starting value of 0.5W/mK was used and again found to be too large. This

parameter is known to effect the size of the temperature decrease due to the load

being lowered, so to tune this parameter the value was reduced until the correct

temperature decrease was obtained. The final value for Ksa was found to have a

value of 0.1W/mK.

Contact Heat Transfer Coefficients

The process for finding the contact coefficient first requires an estimate to be made

based on the geometry. It was then found that while these estimates were of the

correct order of magnitude they were not accurate due to the fact that complex

shapes were modelled as simple ones. For example it was assumed that the inside

of the stator is a perfect cylinder minus the slot gaps, when the real shape is much

more complex.

The estimates calculated were used to obtain the correct order of magnitude

for the value. This was then adjusted through experimentation against validation

data to give a more accurate representation to be used in the model. These

parameters are known to effect the average error of the model during all operating

conditions. These parameters were tuned last once the parameters effecting the

transient operation were tuned to raise or lower the temperature of the entire

model output by a set amount.
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Stacking and Winding Factors

As shown in the previous sub-sections it was necessary to adjust certain parameters

to properly define the stator and winding parameters; neither of which are solid

steel/copper. It is also necessary to account for this when defining the thermal

resistances and heat storages for these sections. To find these parameters a

coefficient of 1 was the starting point and the values were reduced until a suitable

output was obtained. The main effect of these values on the model output was

the rise time after a load increase for the stator winding factor (sc) and the time

period for the temperature change to occur when a load is reduced for the rotor

stacking factor (s).

For the stator and rotor a factor s of 0.97 was found to be required to give

the correct adjustment for the heat storage and radial resistances only. This value

was In this case it shows that the laminations only have a small effect on these

values.

For the stator winding (sc) the effect is much more pronounced, with a value of

0.5 used. This is because the model assumes that the slot is entirely full which is

not the case. The winding is actually an oval passing through a rectangular slot.

The final value accounts for air space at the corners of the rectangle as shown in

figure 4.15, as well as the effects of any non-copper material in the winding (e.g.

slot lining).

Winding

Slot

Figure 4.15: Winding slot fill.
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Generator losses

There are two types of losses that need to be defined for the model. These are

the winding losses and iron losses. The iron losses were defined from the results

of various no-load, short circuit and excitation tests. While these values were

calculated at a certain temperature/load the variation of these values is small

enough that there is no noticeable effect on accuracy.

The representation of the winding losses are the most important due to large

variations as the load of the generator changes. These losses are calculated as the

power loss in each winding summed together.

Pc = I2uRu + I2vRv + I2vRw (4.40)

Where Pc is the total copper loss in the windings, Iu,v,w are the windings

currents and Ru,v,w are the winding resistances.

To obtain best accuracy, the change in resistance of the winding as temperature

changes was accounted for based upon the resistance of the winding at 0◦C.

Ru,v,w = (1 + αcuθu,v,w)R0 (4.41)

Where θu,v,w is the current winding temperature, αcu is the temperature coef-

ficient of resistance of copper, in this case 0.0039 and R0 is the resistance of the

winding at 0◦C. By measuring the resistance of the windings directly and noting

the room temperature this allowed R0 to be calculated for each winding by using

equation 4.41.

The final stage is to split the total winding resistance between the main winding

model and the two end winding models. With no research available to suggest how

this might be done it was decided to split the total by the ratio of the masses of

the three winding divisions.
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4.2.4 Model Solution

With the full network defined a nodal analysis can be undertaken on the full

thermal circuit to define the equations that need to be solved to calculate the

temperatures over time. Equations 4.42 and 4.43 show the nodal equations that

are derived for a cylindrical component, in this case for the stator iron.

Csi
dθsim
dt

=
1

Rsia

(θsia − θsim) (4.42)

+
1

Rsir3

(θsim′ − θsim) + Usi

0 =
1

Rsir1

(θsio − θsim′) (4.43)

+
1

Rsir2

(θsii − θsim′) +
1

Rsir3

(θsim − θsim′)

Where the subscript si denotes that the value is from the stator back iron,

with the letters a and r, denoting axial and radial directions respectively, Rsia for

example is the stator iron axial resistance. Csi is the heat storage for the stator

back iron, θsim is the average temperature of the cylinder, Usi is the heat input to

the stator iron. θsia and θsim′ are the temperatures at the adjacent nodes, with

Rsia and Rsir3 being the thermal resistance between them.

Each node can be expressed in a similar manner to equation 4.42 and 4.43,

these equations can then be expressed in matrix form.

[C]
d[θ]

dt
= [G][θ] + [u] (4.44)

where [C] is a square matrix of thermal heat storage values, [G] is a square

matrix of thermal conductance between nodes, [θ] is the node temperature states,

and [u] is a column matrix of heat sources. The above differential equations allow

the network to be solved for transient conditions.
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Model Reduction

The initial analysis of the thermal network produces a system of 19 equations

describing the heat transfer through the generator. Of the nodes representing the

solid sections of the generators these can be split into two types:

1. Nodes representing the average temperature of a section.

2. Intermediary nodes.

In the analysis the heat storage of a section was modelled as occurring at

the average temperature nodes. This means that all intermediary nodes have

zero heat storage as shown in equation 4.43 and as such these equations can be

mathematically eliminated. After eliminating equations for these intermediary

nodes this leaves 12 equations describing the average temperatures of the solid

nodes and the air flow through the system.

Further to this the equations for the air temperatures also have no heat storage

i.e. C = 0. This allows the temperature states for the air to be mathematically

eliminated leaving 8 equations that need to be solved in the final model.

4.3 Validation

To validate the model data was used from the generator rig described in chapter 3,

this section describes the various tests that were undertaken to define the accuracy

of the model.

4.3.1 Step Input Tests

The first test undertaken was an open loop step input test to identify the perfor-

mance of the model as the generator temperature reaches steady state. This was

achieved by performing a number of tests with different constant current loads
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ranging from no-load to full load. This allows the model to be tested across the

full input range and see if the accuracy is consistent.
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Figure 4.16: Graph showing model performance vs actual generator for a series of
step tests for stator winding.
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Figure 4.17: Graph showing model performance vs actual generator for a series of
step tests for stator iron.

Figures 4.16 and 4.17 show a series of step tests carried out to validate the
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model. These results show a good agreement throughout, although accuracy is

slightly lower at low temperatures. In each case the results settle out to give a

steady state error of roughly ±1◦C. What these test show is that the model has

reasonable performance during heating with good agreement between the model

and real data. This means that the heat storage in the model has been estimated

well. The very good match in steady state performance shows that the resistances

and air flow modelling has worked.

4.3.2 Varying Load Tests

This test was designed to assess the performance of the model as the load varies

from a low loading to full load, with the aim to define how well the model follows

large changes in load. Secondly this test is used to determine how long this level

of accuracy is maintained for and if the accuracy starts to degrade over time. This

will allow a maximum period of accurate prediction to be defined.
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Figure 4.18: Graph showing model performance vs actual generator for a varying
load test for stator winding.

Figures 4.18 and 4.19 show the results from the varying load test for the stator
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Figure 4.19: Graph showing model performance vs actual generator for a varying
load test for stator iron.

iron and stator winding. Figure 4.18 shows that the model winding temperature

follows the real temperature very well, with errors generally within ±2◦C. The

only time errors go beyond this is shortly after the step change where error can

temporarily peak at up to ±5◦C, however the model error quickly drops down

again and the model keeps a consistent accuracy.

Figure 4.19 shows an even better agreement for the stator iron with the error

consistently being between −1 and −2◦C. This is probably due to the changing

load causing much smaller temperature variations than for the stator winding.

What is seen from both graphs that is unexpected is that neither shows any

sign of divergence between the model and the real system, in fact Fig. 4.18 shows

the errors decreasing over time. This is believed to be due to the model performing

better in the higher temperature range.

This further re-enforces what was seen during the step test in that the steady

state performance is very good while the transient performance is slightly worse

but still acceptable.
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4.3.3 Aircraft Load Test

The final test is to check the model performance using a load profile similar to

that which would occur during an aircraft mission. The method of defining this

profile using various mission actions was described in chapter 3 and the profile

used for the test is shown in figure 4.20. The aim of this test is to ensure the

model performs well under the types of load seen in flight.
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Figure 4.20: Graph showing the load profile per phase for the aircraft load test.

Figures 4.21 and 4.22 show the results for the aircraft load test for the stator

windings and stator iron respectively. For the stator winding the graph again

shows that the model performs better at higher temperatures, with error of ±3◦C

occurring within the first half an hour but after the larger loads are applied and

the generator heats up the agreement between results becomes even better. This

is important as the graph shows that the model gives the best performance where

it is most needed, in this case when the generator is hottest and the loads are

highest.

Figure 4.22 show similar results to Fig. 4.21 but with a better agreement from

start to finish. The results show it is suitable for its defined use as the simulation
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Figure 4.21: Graph showing the plant model performance vs actual generator for
an aircraft load test for stator winding.
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Figure 4.22: Graph showing the plant model performance vs actual generator for
an aircraft load test for stator iron.
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model.

4.4 Conclusion

This chapter has described the model created to represent the actual generator.

Reference has been made to work conducted by previous authors in the creation

of thermal network models. The validation was achieved by comparing the model

output to that of the actual generator under the same load.

The validation results show the model performing well over a number of tests

and in each case errors are low and the shape of the curve is a very close fit. The

accuracy of the model is consistent and time invariant even over prolonged tests

of several hours. Overall the results show that the model is a good representation

of the system and can be used as the simulation model in order to validate the

algorithm of the load management system.



Chapter 5

Description and Comparison of

Design Models

5.1 Introduction

This chapter discusses the development of a design model to be used as the basis

for the design of the Kalman Filter based prediction algorithm. Two modelling

approaches are taken and two candidate models are developed and compared. One

of these is selected to be the model within the Kalman Filter to provide predictions

of future temperature. The first model is a simplified version of the simulation

model described in chapter 4; the second is a “black box” model created using

system identification method.

Each model is described and validated using data recorded from the experi-

mental rig detailed in chapter 3. The two models are then compared with the

positives and negatives of each model described.

90
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5.2 Linear Thermal Network Model

The model described in chapter 4 is formed from a series of linear first order

differential equations in the form:

[C]
d[θ]

dt
= [G][θ] + [u] (5.1)

Where [C] is a square matrix of thermal heat storage values, [G] is a square

matrix of thermal conductance between nodes, [θ] is the node temperature states,

and [u] is a column matrix of heat sources.

The input vector [u] is derived from the generator losses and the input temper-

ature. Similar to other methods (e.g. [47, 44]) the winding losses for the model in

chapter 4 were derived from the I2R power losses in the winding. The temperature

dependency of the winding resistance R is also modelled, adjusted R depending

upon the current winding temperature to improve accuracy.

In order to linearise the model in chapter 4, the I2R losses were linearised over

the current input range and a set value for the winding resistance was used. This

model was then validated using the same experimental data that was used for the

non-linear physics-based model in chapter 4.

The non-linear model presented in chapter 4 was shown to maintain a consis-

tent accuracy over time; the errors between the measured data and the simulation

data did not grow larger over time. Similar results can be observed in the work

by Mellor et. al. [47], Kylander [44] and Kral et. al. [79]. While testing the

linear model it was found that the accuracy of the open loop results deteriorate

over time. Also included is a study looking at how the two major components,

(the non-linear loss representation and the winding resistance change with winding

temperature) contribute to the accuracy of a thermal network model. While the

author could find research exploring how generator losses are distributed [30] or

how to model the windings in more detail [45]; this is something which the author
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could find no other research had attempted to explore.

5.2.1 Linearisation of Winding Losses

The stator winding losses are calculated from the sum of the resistive losses in

each winding.

Pc = I2uRu + I2vRv + I2vRw (5.2)

Where Iu,v,w is the current in the winding and Ru,v,w is the winding resistance.

The steps taken to linearise the winding losses are:

• I2R losses are linearised.

• Losses are assumed to be three times the loss in a single phase.

The linearisation of the winding losses gives a fully linear design model. The

generator for these tests is always running a balanced load the assumption that

the losses are three times that in a single phase is accurate.
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Figure 5.1: Linearisation of I2u,v,w.

Figure 5.1 shows the linearised relationship for I2u,v,w
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Pc = 3(7.3Iv − 12)Rv (5.3)

The coefficient of determination for the linear fit is 0.9764, making this a

reasonable representation of the function. For this function the best accuracy will

occur at I = 2.4 and I = 4.9 where the linear fit crosses with I2 function.
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Figure 5.2: Model output for the stator winding with linearised I2 and constant
winding resistance.

Figures 5.2 and 5.3 show the model output against measured data in a test

where current was varied between the maximum rating of the generator and the

minimum that the load can draw over the length of the test. The model used the

linearised I2 relationship described earlier, with constant winding resistance.

These graphs show that after an initial heat up period the errors between the

model and the measured data start to grow although the growth is slower than

seen in later results with both a linearised I2 and constant resistance. This shows

that the non-linear I2 term contributes to the observation in chapter 4 that the

errors in the non-linear model remained consistent over time.
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Figure 5.3: Model output for the stator iron with linearised I2 and constant
winding resistance.

5.2.2 Winding Resistance for Linear Model

In chapter 4 the winding resistance was modelled using the function:

Ru,v,w = (1 + 0.0039θu,v,w)R0 (5.4)

Where θu,v,w is the current winding temperature, and R0 is the resistance of

the winding at 0◦C. By measuring the resistance of the windings directly and

noting the room temperature, this allowed R0 to be calculated for each winding

by using equation 5.4.

The second step to simplify the non-linear model was to use a constant winding

resistance. Results are also presented showing the effect of updating the winding

resistance with temperature.

Figures 5.4 and 5.5 show the model output against measured data in a test

where current was varied from maximum to minimum over the length of the test.

The model used the non-linear I2 relationship, with a constant winding resistance.

The results show for both the stator winding and stator iron that using a
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Figure 5.4: Model output for the stator winding with non-linear I2 and tempera-
ture dependent winding resistance.
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Figure 5.5: Model output for the stator iron with non-linear I2 and temperature
dependent winding resistance.
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constant winding resistance results in a loss of overall accuracy, however after

about 1.5 hours into the test the errors maintain a consistent cycle and do not

seem to grow over time. This suggests that the I2 relationship is what prevents

errors from growing over time, while adjusting the winding resistance according

to winding temperature reduces maximum errors seen while simulating transient

operation.

5.2.3 Linear Model Validation

The same experimental data that was used to validate the non-linear physics

model in chapter 4 is used here. First a simple load step is used as the input to

the system. Then the results of a varying load test are presented. Finally results

using a simulated load profile analogous to that experienced on-board an aircraft

during a mission is presented.

Step Input Test

The first test undertaken was an open loop step input test to identify the per-

formance of the model as the generator temperature reaches steady state. This

was achieved by performing a number of tests with different constant current

loads ranging from no-load to full load. This allows the model to be tested for

consistency across the full input.

Figures 5.6 and 5.7 show the results of the step input tests, the model has

varying agreement with the measured data dependent upon the load. The model

perform best at higher current loads; this is expected as the model is optimised by

choice at linearisation to perform best at or around maximum temperature. At

3.5A the model shows an error of roughly 4◦C for the stator winding and 2.5◦C

for the stator iron, which is sufficiently accurate for the application.

For the no-load case the error is very large; 22◦C for the stator winding and

11◦C for the stator iron. The K-conditions from chapter 3 show that the minimum
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Figure 5.6: Step input test showing stator winding temperature for the linear
physics-based model.
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Figure 5.7: Step input test showing stator iron temperature for the linear physics-
based model.
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expected operation load is 27.3%, which for this generator is about 2A. The results

show that for the higher loads that the error is much lower, the temperatures are

also overestimated a design choice to prevent overheat faults being missed.

Varying Load Test

This test was designed to assess the performance of the model as the load varies

from a low load to full load, with the aim to define how well the model follows

large changes in load.
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Figure 5.8: Varying load test showing stator winding temperature for the linear
physics-based model.

Figures 5.8 and 5.9 show the results of the varying load test. As expected,

unlike the non-linear version of the model described in chapter 3 the model and the

measured data diverge over time. This was shown to be caused by the linearisation

of the winding resistance. With a maximum error of 10◦C for the stator winding

and 4◦C for the stator iron after 3 hours. The accuracy of the model is still

sufficient for the application, as the large variations in current applied in the test

do not occur in aircraft mission profiles. This also shows a much worse transient
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Figure 5.9: Varying load test showing stator iron temperature for the linear
physics-based model.

performance than the non-linear model, however good steady state performance

is more desirable for load management.

Aircraft Load Test

The final test is to check the model performance using a load profile similar to that

of an aircraft mission. The method of defining this profile using K-conditions was

described in chapter 3 and the load profile used for the test is shown in figure 5.10.

Figures 5.11 and 5.12 show the results of the analogous load test for the linear

physics model. Considering the large inaccuracies observed for the previous tests,

this test shows excellent steady state accuracy throughout the test. For both the

stator winding and the stator iron the maximum steady state error is around 1◦C.

These results also confirm those of the varying load test; that the biggest impact of

using a set winding resistance is to transient performance. The agreement between

the model and the measured data is good enough for the model to fulfil its purpose

as the design model.
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Figure 5.10: Graph showing the load profile per phase for the aircraft load test.
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Figure 5.11: Analogous load test showing stator winding temperature for the linear
physics-based model.
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Figure 5.12: Analogous load test showing stator iron temperature for the linear
physics-based model.

5.3 System Identification Model

During the literature review no research was found that discussed “black box”

methods to create thermal models of generators. These methods could be investi-

gated as a possible linear design model to form part of the prediction system. This

section details the method of creating a data driven model using the system iden-

tification method, including validating results using similar data to that used for

previous models. Throughout this section two aircraft flight profiles are referred

to; one is the “training data” and the other is the “validation data”. These load

profiles both simulate loads over two different flight plans; the “training data” is

used to derive the parameters for the model while the “validation data” is used as

part of the model testing to define how the model performs under different input

loads.



CHAPTER 5. DESCRIPTION AND COMPARISON OF DESIGN MODELS102

5.3.1 Model Design

The system identification process uses data collected to match the input data

recorded to the output. Four different input variables were available to use, which

were:

1. Phase-U current.

2. Phase-V current.

3. Phase-W current.

4. Excitation current.

All four of these variables change as the load varies making them viable options

to match to the output.

The two outputs that need to be modelled are the stator winding temperature

(sw) and the stator iron temperature (si). Each of these were modelled from the

inputs individually; the two models were then combined to create the final model.

Each model was defined in the ARX form:

y(z) =
B(z)

A(z)
U(z − nk) (5.5)

where

B(z) = b0 + b1z
−1 + b2z

−2.....+ bna
z−na (5.6)

A(z) = 1 + a1z
−1 + a2z

−2.....+ anb
z−nb (5.7)

Where y(z) is the model output (stator winding and iron temperatures), the

parameters of the B(z) and A(z) equations were defined using the linear least

squares method. U(z − nk) is the input to the system, with nk being the number

of delays in the system. na and nb are the number of A and B parameters used.
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It was found that each output could be mapped to a single input. For both cases

all the different input variables were tested to see which gave the best correlation

between the recorded data and the model output.

To determine the final model parameters an algorithm was developed that

would test how good a fit could be obtained as the number of A and B parameters

varied starting with a single A parameter and zero B parameters.

To test quality of the fit obtained the coefficient of determination R2 was used.

This is calculated by dividing the sum of errors between model output and data

by the sum of the measured output data minus the output mean squared.

R2 =

∑

e(z)2
∑

(y(z)− ymean)2
(5.8)

Where e(z) is the error between measured and model data at time z, y(z) is

the measured value at time z and ymean is the mean value of the output. This

produces a value between 0 and 1 with the value tending towards 1 as the fit

improves.

The second measure considered is Akaike’s information criterion (AIC) [80];

this is a test showing the trade-off between the ‘goodness of the fit’ compared to

model complexity. The preferred model is the one that has an AIC value closest to

0. AIC rewards not only a good fit but applies a penalty as the number of estimated

parameters increases; this is to discourage over-fitting. These two parameters

considered together were used to determine the most appropriate solution.

5.3.2 Model Optimisation

When the algorithm was first run to estimate the parameters the results produced

a reasonable fit. However it was found that if an integrator in the form:

1

1− z−1
(5.9)
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was applied to the input data a much better fit was obtained. In practice this

meant that after the algorithm was run, to reconstruct the actual model the result

needed to be be multiplied by equation 5.9.

The data used to train the system identification models is the analogous load

profile used to validate the physics-based models. The input load profile is shown

in figure 5.13 and the outputs are shown in figure 5.14.
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Figure 5.13: Graph showing the input load profile for the system identification
algorithm.
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Figure 5.14: Graph showing the output variables for the system identification
algorithm.
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Stator Iron Model

The algorithm was run to match the input data to the stator winding temperature

as described earlier. It was found that using the excitation current gave the best

fit between model and recorded data. Table 5.1 shows the top ten best model

candidates from those tested.

Table 5.1: 10 best candidate models for the stator iron
No. Params No. Params No. Delays R2 AIC

Eqn 5.7 Eqn 5.6 (nk)

1 2 1 0.9845 -3.1527

1 2 2 0.9844 -3.1551

1 3 1 0.9843 -3.1536

1 2 0 0.9843 -3.1496

1 3 0 0.9842 -3.1513

1 3 2 0.9840 -3.1550

1 3 3 0.9837 -3.1552

1 2 3 0.9837 -3.1564

1 2 4 0.9829 -3.1558

2 2 2 0.9824 -3.4101

The results in table 5.1 are sorted by R2 value. The algorithm showed that the

model with the best R2 value has one A parameter and two B parameters, with

one pure time delay. The model was chosen over the more complex model with

one A parameter, two B parameters and no time delays. Even though the more

complex model achieved better results, the improvement is not enough to justofy

more complexity. The coefficient of determination for this configuration is 0.9843

and an AIC value of -3.15, showing the model is a very good fit. The equations

for this model are:

A(z) = 1− 0.9886z−1 (5.10)

B(z) = 0.7394− 0.7393z−1 (5.11)
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Figure 5.16 shows the performance of the model compared to the training data

and figure 5.15 shows the distribution of the errors between the model output and

measured data.
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Figure 5.15: Results of the system identification algorithm for the stator iron.
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Figure 5.16: Graph showing the distribution of the errors of the stator iron model.

Figure 5.16 showing only small errors between the model and real data, with a

maximum error of 4.5◦C. The distribution of errors in figure 5.15 show that most

errors fall between 1◦C and −1◦C.
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Stator Winding Model

The parameters for the stator winding were estimated in a similar fashion to the

stator iron. It was again found that the excitation current gave the best fit to the

recorded data. The main requirement of the model is that high temperatures are

simulated accurately to provide accurate predictions of when overheat faults will

occur. To increase the high temperature accuracy, low temperature data (from 0 -

30mins) was discarded from the data set. Table 5.2 shows the top ten best model

candidates from those tested.

Table 5.2: 10 best candidate models for the stator winding

No. Params No. Params No. Delays R2 AIC

Eqn 5.7 Eqn 5.6 (nk)

1 2 0 0.8658 -3.8429

2 2 0 0.8609 -4.0748

1 3 0 0.8602 -3.9189

1 3 1 0.8509 -3.9128

2 3 1 0.8583 -4.0959

1 2 1 0.8581 -3.9132

2 3 0 0.8572 -4.0881

1 3 2 0.8557 -3.8388

3 2 0 0.8549 -4.1121

3 3 1 0.8545 -4.1459

The results in table 5.1 are sorted by R2 value. The algorithm showed that

the model with the best R2 value has one A parameter and two B parameters,

with no pure time delays. This model was chosen as it not only has the highest

R2 value but is the simplest model in the top ten candidates. The coefficient of

determination for this configuration is 0.8658 and an AIC value of -3.84, showing

the model is a good fit. The equations for this model are:
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A(z) = 1− 0.9584z−1 (5.12)

B(z) = 4.876− 4.873z−1 (5.13)
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Figure 5.17: Results of the system identification algorithm for the stator winding.
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Figure 5.18: Graph showing the distribution of the errors of the stator winding
model.

Figure 5.17 shows the results of the fitting algorithm using a subset of the data

in the higher temperature range. Figure 5.18 shows that the maximum error is

6◦C and that most errors fall in the range of 2.5◦C to −1.5◦C. While the quality
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of the fit is not as good as for the stator iron this was expected due to greater

transient changes in temperature; the model fit is still good and will suffice for the

application it is to be used in.

Final Model

To obtain the final model each of the relationships found for the stator winding

and stator iron were multiplied by 1/1 − z−1 to add the pure integrator back in.

This gave the final stator iron equations as:

A(z) = 1− 1.989z−1 + 0.9886z−2 (5.14)

B(z) = 0.7394− 0.7393z−1 (5.15)

The final stator winding equations are:

A(z) = 1− 1.958z−1 + 0.9584z−2 (5.16)

B(z) = 4.876− 4.873z−1 (5.17)

These equations are combined then transformed into the state space form:

.

[θ] = [A][θ] + [B][U ] (5.18)

[y] = [C][θ] + [D][U ] (5.19)

Where:
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[A] =



















1.9885614 0.9885614 0 0

1 0 0 0

0 0 1.9584458 0.9584458

0 0 1 0



















(5.20)

[B] =



















1 0

0 0

0 4

0 0



















(5.21)

[C] =







0.7309406 −0.7309097 0 0

0 0 1.1690134 1.1682635






(5.22)

[D] =







0.7393671 0

0 4.8756580






(5.23)

Finally in each case when the parameter estimation algorithm was run the best

results were obtained when the data started at zero, so the initial temperature

value was subtracted from all values before running the algorithm. To reconstruct

the actual output this offset has to be added back on; 26.5◦C for the stator iron

and 62.7◦C for the stator winding.

5.3.3 Model Validation

Similar test data to that used in the validation of the non-linear physics model

in chapter 4 is also used here. First step input test and varying load test results

are presented, then the results on a load profile analogous to that experienced

on-board an aircraft during a mission is presented.
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Step and Varying Load tests

This section presents the results for both the step tests and varying load tests

together. The results are shown in figures 5.19, 5.20, 5.21 and 5.22.
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Figure 5.19: Step input test showing stator winding temperature for the system
identification model.
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Figure 5.20: Step input test showing stator iron temperature for the system iden-
tification model.

The model was trained using a data set that is analogous to that seen in an

aircraft, meaning that the model performance is severely reduced when other types

of profile are presented. The error shown in this can be very high. Compared to
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Figure 5.21: Varying load test showing stator winding temperature for the system
identification model.
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Figure 5.22: Varying load test showing stator iron temperature for the system
identification model.
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the physics model, the system identification model does not retain accuracy over

all possible input profiles.

Aircraft Load Test

The analogous load test was performed using a separate data set to that which

was used to train the model, the profile is shown in figure 5.23.
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Figure 5.23: Graph showing the load profile per phase for the analogous load test.
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Figure 5.24: Analogous load test showing stator winding temperature for the
system identification model.

Figures 5.24 and 5.25 show the model output against the measured output for
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Figure 5.25: Analogous load test showing stator iron temperature for the system
identification model.

the input profile shown above. These both show that at high temperatures the

model is a good fit for both the stator winding and stator iron. As expected the low

temperature performance is worse, especially in the case of the stator winding due

to the system identification model only being trained on high temperature data.

This is acceptable however, as low temperature performance is not important. The

R2 value for the stator winding is 0.8197 and 0.9760 for the stator iron. These are

slightly lower than the results using the training data, however this is expected

due to low temperature inaccuracies. Overall these results show that the model is

a good fit and will be accurate enough for use within the prediction system.

5.4 Comparison of Possible Design Models

Two possible design models available; the linear physics-based model and the sys-

tem identification model. The main areas to compare these models are structural

complexity and model fit, with ease of construction and implementation taken

into account.

Looking first at the complexity of both models, the system identification model

is a fourth order model while the linear physics-based model is of eight order. The
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lower complexity can also be seen in that the system identification model only

requires one of the available inputs, while the physics model requires all four and

an ambient temperature measurement.

The two models appear to have similar accuracy levels of accuracy. The coef-

ficients of determination for both model show some differences. For the physics-

based model the coefficient of determination (R2) is 0.9786 for the stator winding

and 0.9903 for the stator iron. For the system identification model the R2 value for

the stator winding is 0.8197 and 0.9760 for the stator iron. This shows that while

both models have very similar values for the stator winding, the physics-based

model has a much better R2 value for the stator winding. Some of this difference

can be accounted for due to the performance at low temperatures, however from

looking at the R2 value of 0.8658 obtained from the training data, it can be as-

sumed that the value discounting the low temperature performance will still be

lower than the value for the physics model.

While the R2 values indicate the physics-based model is more accurate, there

are other factors which need to be taken into account. In this case it is the system

identification model performs slightly better in steady state performance when

compared to the physics model which has a steady state error of roughly 1◦C.

The steady state error for the system identification model varies between 0 and

1◦C.

A case can be made for the selection of either model for use as the design

model. The system identification model is much simpler and has a slightly better

steady state performance around its optimisation point of around 70◦C, while the

physics based model is more accurate over a greater operating range but much

more complex.

Another factor to consider is the ease of conducting the mathematical de-

scription of the models. The physics based model requires expert knowledge of

the system to construct, while the system identification model requires input and
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output data to be available to estimate the parameters.

The final point to consider is the ability to model faults upon the generator.

In the case of the physics-based model the model can be adjusted to include a

faults as long as an equation exists to describe the fault mathematically. This

means that some expert knowledge is required, but for a large number of faults

these equations exist. For the system identification model fault propagation data

is required. Effectively a new model is created using this data for each fault that

it is desirable to model. For the generator modelled here this fault propagation

data does not exist.

The model that will be used is the physics-based model. While both models

have a similar level of accuracy around the normal operating temperature of about

70◦C. For this application model accuracy as the temperature increases towards

the maximum of 110◦C is important and because these results show the linear

physics-based model maintaining its accuracy over a greater range it will function

better for this application.

5.5 Conclusion

This chapter has described two possible design model for use within the prediction

system, showing evidence to define which is the best possible choice.

The linear thermal network model is derived from the more complex non-linear

version described in chapter 4. The process of linearising the stator winding losses,

showing the effects of both the I2R term and updating the winding resistance

with temperature on the accuracy of the model. The result was a model that

has lower transient performance due to not updating the winding resistance with

temperature. It was also shown that the non-linear I2R term is what prevents

errors from increasing over time in the non-linear model in chapter 4. The model

performance is still sufficient for use in the prediction system.
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The system identification process was shown to produce a simpler model, with

4 orders. This model is less accurate than the physics-based model however some

of this is due to training the model with only high temperature data, however

even when ignoring low temperature data the physics based model is still more

accurate. The system identification model is a good fit, with excellent steady state

performance around 70◦C.

The model chosen to be used in the prediction system is the physics-based

model. The main factor in this choice was the ability to maintain accuracy over a

greater range of temperatures.



Chapter 6

Kalman Filter Based Prediction

6.1 Introduction

Figure 6.1 shows an updated version of the flow diagram describing the load man-

agement system. This chapter describes the derivation of the prediction method

shown in the red box in the diagram. The diagram itself has been updated showing

the choice of design model picked in the previous chapter which will be summarised

here. The diagram also shows the chosen state update and prediction algorithm

which is the Kalman Filter.

In the literature survey the Kalman Filter was chosen over other possible sim-

ulation methods. This method would allow both measured and non-measured

states to be updated before predictions were made, and due to the fact that the

design model is linear would be a computationally light method of achieving this

which is a major factor for deployment upon an aircraft.

In this chapter the theory of the Kalman Filter is summarised first. The

equations for the Kalman Filter including the physics-based model, the Kalman

Gain and n-step prediction method are then described. Finally results validating

the state update and prediction of the Kalman Filter are presented.

118
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Figure 6.1: Flow Diagram Showing Load Management System.

6.2 Kalman Filter Derivation

In 1960 Kalman first published a paper describing the observer now named the

Kalman Filter [66]. The filter is based around the state space representation

of a model where at each time interval the model predicts a step ahead, these

estimates are then updated using measurements from the real system combined

with a Kalman gain. The updated model is then used to predict ahead again, this

process can be repeated ad infinitum. Figure 6.2 shows this process loop.

The equations to define the output temperatures [y] are shown in figure 6.2

are:

.

[θ] (z + 1) = [A][θ](z) + [B][U ](z) + Lkε (6.1)

[y](z) = [C][θ](z) + [D][U ](z) + noise (6.2)

Where [A], [B], [C] and [D] are the state-space model matrices defined later,
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Figure 6.2: Kalman Filter.

[θ] is the column vector of nodal temperature states, Lk is the Kalman gain, ε

is the error between the measured states and model output and [u] is a column

matrix of heat sources. To create the Kalman filter a number of elements need to

be derived. These are:

• System Model

• Process and Measurement Error Covariance

• Calculation of Kalman Filter

6.2.1 Summary of Physics-Based Design Model

The model described in chapter 5 is in the form:

[C]
d[θ]

dt
= [G][θ] + [u] (6.3)

Where [C] is a square matrix of thermal heat storage values and [G] is a square

matrix of thermal conductance between nodes.

For use within the Kalman Filter this equation is converted into the discrete

state-space form:
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.

[θ] (z + 1) = [A][θ](z) + [B][U ](z) (6.4)

[y](z) = [C][θ](z) + [D][U ](z) (6.5)

Where:

[A] = [Ca]
−1[G] (6.6)

[B] = [Ca]
−1 (6.7)

[C] =







0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0






(6.8)

[D] = 0 (6.9)

[Ca] and [G] are the capacitance and admittance matrices which were derived

in chapter 4.

Finally [u] is derived from linearising the winding losses as shown in chapter

5.

6.2.2 Definition of Process and Measurement Error Co-

variance Matrices

The final parameters that need to be defined are the process noise error covariance

matrix and the measurement noise covariance matrix, Qk and Rk respectively.

Rk was calculated directly from available data for the stator iron and stator

winding. To do this the data was first filtered to give an average value. This

average was then subtracted from the signal leaving just the noise. Finally the

covariance of the noise was calculated for each input signal. This gives two Rk

values which are made into a diagonal matrix with the form:
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[Rk] =







0.0082 0

0 0.0130






(6.10)

With the Rk matrix calculated a Qk matrix could then be chosen to obtain

best results from the filter. A diagonal matrix derived by trial and error was found

to be sufficient and is shown below:

[Qk] =













































50 0 0 0 0 0 0 0

0 50 0 0 0 0 0 0

0 0 50 0 0 0 0 0

0 0 0 50 0 0 0 0

0 0 0 0 50 0 0 0

0 0 0 0 0 50 0 0

0 0 0 0 0 0 50 0

0 0 0 0 0 0 0 50













































(6.11)

6.2.3 Kalman Filter Calculations

Figure 6.2 earlier showed the loop that is applied to calculate the output of the

Kalman Filter. First equation 6.4 is used to predict a single step ahead. Simul-

taneously the covariance matrix Pk is calculated from Q and the previous value

P−

k .

Pk = AP−

k A′ + BQB′ (6.12)

The next step is to compute the Kalman gain matrix Lk.

Lk = Pk−1C(CPk−1C
′ +R)−1 (6.13)
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The estimated state vector θ is then updated.

θ = θ− + Lkε (6.14)

Where ε is the difference between the measured and model output.

The final step is to compute the new error covariance of the updated estimate.

P−

k = Pk−1(I − LkC) (6.15)

The estimated model output at each time step can be calculated using equa-

tion 6.5 after the state vector update step.

During testing of the Kalman Filter it was found that as the loop is repeated

the Kalman gain matrix converges to a set value as would be expected for a linear

time invariant system. This is shown in figure 6.3.
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Figure 6.3: Values of Kalman Gain Matrix [Lk] Over 3.5hour Test.

With this being the case instead of calculating a new Lk value each step the

converged Lk matrix is substituted in as a constant.
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6.2.4 N-Step Ahead Prediction

The classic Kalman filter predicts a single step ahead each cycle before updating

the estimates. Brown and Hwang [67] showed that instead of predicting a single

step ahead the Kalman Filter can also be used to predict n-steps ahead. This

is achieved by allowing the model to predict ahead multiple times after the state

vector has been updated and is shown in the updated process loop figure 6.4. Note

that in figure 6.4 the computer filter gain stage is missing as a constant value has

been substituted in as described earlier.
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Update Filter

Error 

Covariance

Project One 

Step Ahead

N-Step

Prediction

Normal Kalman Filter Loop

Figure 6.4: Kalman Filter N-Step Prediction.

In real terms this means that to perform a prediction the kalman filter updates

the state estimates then the model predicts forward in an open loop mode. The

equations for this are:

.

[θ] (z + 1) = [A][θ](z) + [B][U ](z) + Lkε[t ≤ Tpred] (6.16)

[y](z) = [C][θ](z) + [D][U ](z) + noise[t ≤ Tpred] (6.17)

Where t is the simulation time and Tpred is the time at which prediction starts.
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6.3 Validation of the State Update and Predic-

tion System

The next section presents results to validate the prediction system. First results

showing that the Kalman filter successfully reduces errors between the model and

measured data are shown. Then results which show the prediction performance

of the n-step ahead predictor are presented.

For each test the results compare the performance of the Kalman Filter to the

two measured states; the stator winding and stator iron. The load profile applied

is created using the same K-Conditions described in chapter 3 and is shown in

figure 6.5. The discrete step time used by the design model is Ts = 10s, which

provides a good representation of the output over the long duration test while

requiring less computation resources. The aim of the state update tests is for the

Kalman Filter to reduce the real-time error to almost zero. In contrast the aim of

the prediction validation tests is to define both the accuracy at any point in the

future but also to define the amount of time the state update provides increased

prediction accuracy when compared to a purely open loop prediction.

6.3.1 Kalman Filter State Update Validation

The first test was to analyse the performance of the Kalman Filter in correcting

errors between the model and measured data. The test uses the analogous load

profile used to validate models in chapters 4 and 5. The Kalman Filter uses the

measured data to update the states in single step prediction mode.

Figures 6.6 and 6.7 show the results of the test. The results show that the

Kalman Filter corrects for the errors in the physics-based model with no error

greater than 1◦C. This test shows that the state update function of the Kalman

Filter works as required.
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Figure 6.5: Load Profile Per Phase for Prediction System Validation Tests.
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Figure 6.6: Analogous Load Test Showing Kalman Filter Performance for Stator
Winding.

6.3.2 N-Step Ahead Prediction Validation

The second test uses the same profile as the first. The aim of this test is to see how

accurate predictions starting at a given point in time (e.g. 50, 75, 100 minutes
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Figure 6.7: Analogous Load Test Showing Kalman Filter Performance for Stator
Iron.

etc.) are compared to the open loop performance of the model.

Each test start with the Kalman Filter updating the states of the model as seen

in the previous test. Then at the specified time the model is then used to predict

ahead without measurement updates from the Kalman Filter. What is seen is that

over time the error between the model and the measured data converges toward

the error seen when the model is run open loop. The effectiveness of the prediction

system is measured in relation to how long the error is lower than what would be

seen if the open loop model was used from the start instead of the Kalman Filter.

In total the results of six tests starting at different times are used to indicate how

effective the Kalman Filter is dependent upon start time.

Figures 6.8 and 6.9 show the results of these tests. For each test it is shown that

there is a period of time after the start of the prediction where the error between

model and measured data is lower than if the open loop model is used. Figure 6.10

shows how the length of time where the Kalman Filter n-step prediction is more
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Figure 6.8: Analogous Load Test Showing Prediction Performance for Stator
Winding.
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accurate than the open loop prediction dependant upon prediction start time.
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Figure 6.10: Plot showing how the period of increased prediction accuracy varies
with prediction start time.

The first thing to note is that the time value for the 175 minute prediction for

the stator iron was discarded as the results had not fully converged before the end

of the test, producing an anomalous result. Figure 6.10 shows that a trend can be

seen for both the stator iron and winding where the later a prediction starts, the

smaller the period of increased prediction accuracy. This is probably due to the

fact that towards the end of the test the error between the open loop model and

measured results is smaller. Also shown is that the minimum period of increased

accuracy for the stator iron is 40 minutes if the anomalous result is ignored and

22 minutes for the stator winding. This means that close to the execution of a

load on the generator predictions can be made more accurately, acting as a final

check upon decisions made.
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6.4 Conclusion

In this chapter the implementation of a Kalman Filter to update the states of the

generator design model and make prediction has been described.

Using the Kalman Filter it has been shown that the model states can be

updated in real time using measured data to give an error of almost zero when

compared to the measured output data. It has also been shown that by updating

the states in real time the prediction made by the model is significantly more

accurate than using the open loop model for at least 20 minutes. This is sufficient

to allow the load management system to perform more accurate checks upon

decisions made earlier.



Chapter 7

Description of Load Management

System

7.1 Introduction

In this chapter the full system for detecting and preventing overheat faults in

the aircraft’s generators is described. In previous chapters sub-systems to be

used within the load management system were developed. In this chapter the

prediction algorithm and the design model within it are used as part of the full

load management system to allow the optimisation of aircraft load profiles in flight

to prevent generator overheating.

Firstly the algorithm for the load management system is described. This in-

cludes how previous sub-systems are integrated and a description of the load profile

optimisation algorithm. The load management system is then validated first in

simulation, then results are obtained by placing a fault on the experimental rig.

131
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Figure 7.1: Flow Diagram Describing Load Management System

7.2 Load Management System Description

Figure 7.1 shows a flow diagram of how the load management algorithm operates.

The cycle shown repeats once for every set time period; five minutes will be used

for results presented in this chapter. First the model states are updated using

data measured from the generator. Then the model is used to predict ahead for

the rest of the flight. Finally the predictions are checked for any overheat faults,

with the load management algorithm being run to adjust the load profile if any

faults are found.

The state update and prediction have been detailed in previous chapters. The

state update is achieved using the Kalman Filter containing the design model.

The prediction is done as shown in chapter 6 using the Kalman Filter.
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7.2.1 Load Profile Optimisation Problem Formulation

The final part of the load management system that needs to be described is the

load profile optimisation system. This is the algorithm used if an overheat fault

is detected. It is designed to adjust the load profile so that an overheat doesn’t

occur. To achieve this the system utilises methods whereby the heat load on a

faulty generator can be reduced while still allowing the aircraft to fly.

The rest of the this section describes the two methods of load management;

generator resting and load displacement. Then finally describes the full algorithm

and how the load management methods are used within it.

Generator Resting

Generator resting is a method by which all non-essential loads are switched off,

putting the generator into a minimum power mode which will allow the generator

to cool down. If the prediction system predicts that an overheat would occur

during a certain action, for example combat, the aim is to cool the generator down

before that action is undertaken so that it can be completed without overheat. The

method attempts to find the minimum rest time defined in mathematical terms

as:

Minimise Tr (7.1)

Subject to θsi,sw(t) ≤ θmax

0 ≤ t ≤ (Tr + Tk)

Where Tr is the rest time, Tk is the length of the action or K-condition (k) as

described in chapter 3, θsi,sw(t) is the temperature of the stator iron and winding

at time t in the mission and θmax being the maximum allowed temperature of the

generator.
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Load Displacement

Load displacement is applied for aircraft with multiple generators, because in this

case the method attempts to move loads from a faulty generator to healthy one if

it has spare capacity. This can be defined as:

Minimise Id(k) (7.2)

Subject to θsi,sw(t) ≤ θmax

0 ≤ t ≤ Tk

Where Id is the amount of load displaced from one generator to another. The

current for the faulty and healthy generators, Igenf and Igenh respectively at each

K-condition becomes:

Igenf (k) = Iini(k)− Id(k) (7.3)

Igenh(k) = Iini(k) + Id(k) (7.4)

Where Iini is the initial profile current.

Final Algorithm

The final algorithm is aimed at an aircraft with two generators and uses a combina-

tion of the two techniques described previously to optimise the loads and prevent

overheat. Mathematically this is represented as:
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Minimise Tm =
n
∑

k=1

T (k) +

p
∑

r=1

T (r) (7.5)

Subject to θsi,sw(t) ≤ θmax

0 ≤ t ≤ Tm

Where Tm is the total mission length.

The algorithm is minimising the total mission length which is equal to the

length of the required actions plus the rest time. This means that the algorithm

will attempt to displace loads to a healthy generator before creating rest periods

as this adds no extra time to the mission.

Figure 7.2 shows a flow diagram of how equation 7.5 is implemented. When

an overheat fault is detected the algorithm first tries to create a solution by only

displacing loads to a healthy generator using equation 7.2. If the fault can not be

prevented by displacement alone a short rest is added according to equation 7.1.

Note both generators are rested which means that more load can be displaced to

the healthy generator now so the amount of load to be displaced is checked again.

If a solution is still not apparent the rest is extended again, with this process

repeating until a solution is found.

7.3 Validation

Presented within this section are two sets of results. First the results of a test

undertaken entirely in simulation are presented to show the function of the load

management system and test the system before use on the experimental rig to

avoid damaging it. Second are the results of a test where the experimental rig is

used and the fault placed upon it, showing the system functioning when used on

an actual generator.
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7.3.1 Blockage Fault Description

For the test results presented here a single type of fault has been applied both in

simulation and to the experimental rig to test the ability of the load management

system. The simulation of a ‘blockage’ was chosen as it can be easily implemented

upon the experimental rig and its effects are easy to describe. The term ‘blockage’

is used here to reference a situation where there is a narrowing of either the inlet

or outlet for the generator coolant.

To define the effects of the blockage on the system tests were run on the

experimental rig using the profile shown in figure 7.3. In these tests a plate with

a specified orifice size was placed over the generator coolant outlet, narrowing the

size of the exhaust vent.

The generator itself has a defined maximum hotspot temperature of 140◦C.

To provide a safety window to avoid actual damage to the generator a maximum

temperature for these experiments was set to be 110◦C. The 30◦C allowance was

chosen due to the experimental nature of the algorithm and to provide a more

difficult case for the load management algorithm.

From these tests its was seen that the only parameter of the design model

that needed to change was the output vent diameter. The other effect seen is an

increase in the inlet air temperature, a measured value used as an input to the

model, this is shown in figure 7.4.

Figure 7.5 shows both the stator winding and iron temperatures as a blockage

that reduces the outlet size from 50mm to 10mm is applied. For this test no

action was taken to prevent overheat and it shows that after 111 minutes (1.8

hours) the generator had to be switched off when its temperature had reached

109◦C before the upper limit of 110◦C was breached. This shows the need for the

load management system in this situation.
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Figure 7.3: Initial Load Profile for Load Management System Validation
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Figure 7.4: Inlet Temperature Rise Occurring After a Blockage Fault is Applied
at 67 Minutes (1.1 Hours).
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Figure 7.5: Stator Winding and Iron Temperature Rise Occurring After a Blockage
Fault is Applied at 67 Minutes (1.1 Hours).

7.3.2 Simulation Set-up

Figure 7.6 shows the simulation set-up to be used within the tests presented here.

For this test there will be two copies of the simulation model representing the

generators and two Kalman Filters with the design model to make predictions

with. The first generator will have the blockage fault injected and will be referred

to as the faulty generator. The second will be unaffected for the duration of the

test and will be described as the healthy generator.

The profile for the flight will be constructed in the same manner as shown in

chapter 3 using the load conditions described there, which are repeated here in

table 7.1.

Table 7.1: Flight Conditons

1 2 3 4 5 6 7

5 mins 40.0% 83.3% 100.0% 83.3% 83.3% 86.7% 100.0%

Continuous 27.3% 66.7% 83.3% 76.7% 70.0% 73.3% 76.7%
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Figure 7.6: Diagram Showing the Simulation Set-up for Validation Tests

Where:

1 - Loading and Preparation

2 - Start and Warm-Up

3 - Taxi

4 - Take-Off and Climb

5 - Cruise

6 - Cruise/Combat

7 - Landing

The profile used for the tests is shown in figure 7.7 and is initially applied to

both generators.
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Figure 7.7: Initial Load Profile for Load Management System Validation

Figure 7.8 show the temperature output for the stator winding when the load

profile of figure 7.7 is applied, showing that without a fault no overheat faults

occur (i.e Temp always less than 110◦C).
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Figure 7.8: Temperature of Generator For Load when No Fault Present
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7.3.3 Simulation Results

For the results presented here a number of tests were carried out. First tests to

see how large the inlet temperature rise has to be to cause any level of load re-

allocation to occur. Second the size of inlet temperature rise required to force the

load management system to apply both generator resting and load displacement.

Finally testing the system’s response to a condition similar to what will be seen

in the final tests using the experimental rig.

Minimum Fault Size to Cause Overheat

The first test is to determine the minimum fault level required for the load man-

agement system to take action. To determine this the fault is applied 1.1 hours

into the flight; this is just after the completion of take-off. This time was chosen

as a detected fault before or during take-off would probably lead to an instant

mission cancellation.

Figures 7.9 and 7.10 show the load profile and the stator winding temperature

for an inlet temperature increase of 4◦C.

Figures 7.9 and 7.10 show that at an increase of 4◦C requires a short rest and

load adjust before landing. At increases of less than 4◦C the faulty generator is

able to cope with the increased heat load. These results show that during landing

there is very little spare capacity in either the faulty or healthy generators causing

resting to be required to prevent any overheat.

Minimum Fault Size to Adjustments During Cruise

This test is similar to the previous one in that a blockage fault is applied 1.1 hours

into the flight. For this test the fault level was increased until the spare capacity in

the faulty generator during the cruise and cruise/combat phases was used, forcing

action from the load management system.
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Figure 7.9: Final Load Profile for Minimum Fault Level Requiring Load Manage-
ment
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Figure 7.10: Stator Winding Temperature for Minimum Fault Level Requiring
Load Management
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Figures 7.11 and 7.12 show the load profile and the stator winding temperature

for a temperature rise of 16◦C.
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Figure 7.11: Final Load Profile for Minimum Fault Level Requiring Load Man-
agement
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Figure 7.12: Stator Winding Temperature for Minimum Fault Level Requiring
Load Management

Figures 7.11 and 7.12 show that from when the fault is applied load displace-
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ment is first applied during the cruise/combat phase 2 hours into the test. Before

1.1 hours there is no fault and the generators cope as expected. After 1.1 hours

the spare capacity in the faulty generator is able to accommodate the fault with-

out changing the load. Then after 2 hours some load displacement is required

during the cruise/combat phase. Then at 3 hours the aircraft goes back to cruise

no longer requiring and load displacement. Finally a short rest with some load

displacement is required for landing the same as in the previous test.

Large Blockage Fault Test

The final results to be presented are to test the conditions that would be present in

tests undertaken using the experimental rig. For this test the outlet port is reduced

to 10mm in diameter, 20% of the non-fault state causing the inlet temperature

to be around 51◦C. While the inlet temperature would naturally vary this is

dependent upon both the fault and the load and hence cannot be accurately

described , however this will indicate the ability of the load management system

to cope with this level of fault.
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Figure 7.13: Stator Winding Temperature for Load Management System Valida-
tion
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Figure 7.14: Stator Iron Temperature for Load Management System Validation

Figures 7.13 and 7.14 show the temperature of the generator over time during

the test. On these graphs it is shown that until 1.1 hours into the test both

generators have identical temperatures showing no fault is present. At 1.1 hour

the fault occurs; this causes the generators to have different temperatures. It is

also shown that throughout the test the generator remains below 110◦C except for

two small breaches of 110.7◦C at 2 hours and 111◦C at 3 hours neither of which

would cause problems for the generator.

Figure 7.15 shows the load profile that was actually applied to the generator

over the test and clearly shows the action of the load management system. Once

the fault has occurred at 1.1 hours the next 3 K-conditions are accommodated

using only load displacement. After this both generators are placed into rest

mode for 10 mins to allow the execution of the final landing K-condition.

7.3.4 Experimental Rig Test

This test is carried out in an identical manner to the simulation test with the

exception that the experimental rig will be used to represent the faulty generator
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Figure 7.15: Final Load Profile for Load Management System Validation

instead of the design model. This means that the second generator the ‘healthy’

one will still be represented by the design model and a Kalman Filter containing

the simulation model will be used to make predictions for each generator. This is

shown in the adjusted set-up diagram in figure 7.16.

7.3.5 Experimental Rig Test Results

Figure 7.17 shows the temperature of the stator winding and stator iron over the

length of the final test. The results show that for the length of the test the 110◦C

temperature limit is not breached. This shows that the load management system

is able to function correctly when used on an actual generator.

Figure 7.18 shows the load profiles applied to both the faulty and healthy

generator during the test with the experimental rig. This shows that until 1.25

hours into the test the profiles are identical, which is the time of the first update

to occur after the fault at 1.1 hours. After this some load displacement is required

to complete the next K-condition followed by a 20 minute rest before the next two

K-conditions can be completed with some load displacement. Finally another 20
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Figure 7.16: Diagram Showing the Simulation Set-up for Validation Tests with
Experimental Rig Generator
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Figure 7.17: Stator Winding and Iron Temperature for Experimental Rig Test
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Figure 7.18: Final Load Profile Applied to Generators for Experimental Rig Test

minute rest is required before landing can be undertaken.

7.3.6 Comparison of Experimental Rig Vs Simulation Re-

sults

Figure 7.19 compares the output load profile for the faulty generators for a sim-

ulation of the generator rig test and the test itself using the generator rig. This

graph shows that during the tests with the generator rig a much greater level

of action by the load management system was required. This due mostly to the

estimation of the coolant inlet temperature during the simulation test. When an

accurate measurement of the inlet temperature was available for the beginning of

each prediction this showed that an additional rest before a combat action was

required, as well as requiring higher levels of load displacement throughout the

flight.
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Figure 7.19: Comparison of Final Load Profiles Applied to Generators During Rig
and Simulation Tests

7.4 Conclusion

This chapter has described a system for a prognostic approach to load management

upon aircraft, presenting results to validate the system created.

A design model is used to predict when an overheat fault will occur and then

the load management algorithm changes the load profile to prevent it. The al-

gorithm uses two methods to adjust the load profile; generator resting and load

displacement. Using these methods the validation results showed that a generator

with a reduced coolant flow could be kept below 110◦C for the duration of the

test both in simulation and using the experimental rig as the faulty generator.

This would allow a mission to be completed that would have to have been aborted

without the system in place.



Chapter 8

Conclusions and Future Work

8.1 Conclusions

This thesis has presented research relating to the design of a load management

system to be used in aircraft generators that uses predictions of the future tem-

perature state to inform load management decision. This allows load profiles to

be adjusted in flight to prevent overheats and allow missions to continue. The two

inital research questions that were asked during the introduction were:

1. Is it possible to predict when an overheat fault will occur based on the

expected power usage defined by mission profiles?

2. Can an overheat fault be prevented while still allowing power to be dis-

tributed to necessary loads to allow mission completion?

From the work presented within the thesis it has been shown that it is possible

to predict when overheat faults will occur when a coolant blockage occurs. For the

second question it was shown that for a non-catastrophic fault mission completion

could still be achieved using the load management algorithm presented.

The thesis first presented the background of aircraft load management and

prognostics and health management (PHM). Within this review it was concluded

151
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that current load management systems on-board aircraft use no prognostic element

within the system; load management is undertaken in real time with loads being

switched off either manually or by algorithm after an overheat is detected. It

was also found that most current PHM research is focussed upon maintenance

scheduling rather than on-board reconfiguration and non of the research into on-

board reconfiguration looks at overheating in generators. The system presented

her offers a method of using predictions of a generator’s future temperature state

to adjust load profiles in advance, preventing any overheat faults and stopping a

generator being shut down entirely.

A survey of thermal modelling techniques showed that of the methods avail-

able two were suitable for investigation; lumped parameter thermal networks and

system identification. Lumped parameter thermal models were shown to be a well

documented technique that has been previously used within the generator design

process, however this technique had never being used in a condition monitoring

application. No research could be found which created a system identification

model of the thermal dynamics of a generator.

The objectives of this thesis were:

1. To commission an experimental generator rig to validate thermal models.

2. To create validated thermal models to represent both the actual generator

in simulation and a design model to be used as part of the prediction system

3. To design a system to predict the future temperature state of a generator

based on a known mission profile.

4. To develop and test a load management system able to correct overheat

faults when detected before they caused catastrophic failure of a generator.

The results which achieve these objectives were presented from chapter 3 on-

wards. In chapter 3 the commissioning of the generator rig was described including

the sensors and data collection method used.
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Chapter 4 described the lumped parameter thermal model to be used as the

simulation model. The model was fully described and validated against data

obtained from the experimental rig.

Chapter 5 described the two potential candidates to be used as a design model.

One was a linear version of the lumped parameter thermal model presented in

chapter 4 and the other was a system identification model. These models were

also validated against data from the experimental rig and were compared. While

it was found that the system identification model was slightly more accurate and

was of a lower order it was decided that the physics-based model would be used

mainly due to the ease with which faults could be modelled.

In chapter 6 it was shown how the chosen design model was to be used within

a Kalman Filter both for updating the model states with current data and making

prediction into the future. It was shown that using this system predictions could

be made with good accuracy far into the future, but also that in the short term

the Kalman Filter correction provided additional accuracy for checking results.

Chapter 7 summarises the load management system, showing how the predic-

tion system including the design model from earlier was integrated. The chapter

also describes the methods used to balance the load upon the generator to prevent

overheat; these were generator resting and load displacement. The results section

showed that, through the use of resting the generators and using spare capacity of

a healthy generator, the temperature of a faulty generator could be kept below the

110◦C limit for the duration of a test, even under fault conditions. This includes

tests undertaken entirely in simulation and using the experimental rig shown in

chapter 3.
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8.2 Contributions

The research presented within this thesis has made contributions in two main

areas, these are:

8.2.1 Modelling Contributions

First the uses of lumped parameter thermal models for a condition monitoring

application is a contribution to knowledge. In chapter 2 it is shown that this type

of model has only previously been used as a generator design tool.

Another contribution is the creation and validation of a linear form of this

model, described in chapter 5, as well as the analysis of the effect of a non-linear

winding loss representation and temperature dependent winding resistance upon

long term model performance.

The creation and validation of a system identification model of the thermal

dynamics of a generator described in chapter 5 also represents a major contribution

to knowledge.

The final modelling contribution is the comparison of the physics-based and

system identification methods of modelling the thermal dynamics of a generator.

8.2.2 Generator Health Management Contributions

In this area, the main contribution of this thesis is the creation of a prognostic

based load management algorithm for an aircraft generator described in chapter 7.

Prior work in this area has used only real-time intervention based on the current

state of the generator. By introducing a prediction of the future temperature state

of the generator action can be taken in advance allow some generator capacity to

be maintained after non-fatal faults.

Within the load management system the use of a Kalman Filter using an n-step

ahead prediction described in chapter 6 is novel in relation to aircraft generators.
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8.3 Future Work

The research present within this thesis was designed to prove the concept for a

prognostic load management system for an aircraft generator. For this reason the

scope was kept intentionally narrow focusing on showing that both the prediction

of overheat faults and re-allocation of loads in flight could be achieved. Mov-

ing forward it will be necessary to expand the scope again and analyse how the

load management system would interact with the aircraft it would be on-board,

including the operating conditions and what limitations this would place upon it.

The following sections look at the main areas where further research needs to

be undertaken to take this research from a proof of concept to a system ready to

deploy upon an aircraft.

8.3.1 Interface Research

Further work falling into this category relates to research defining how this system

would be deployed on-board an aircraft but also how the limitations of an aircraft

will effect the usefulness of this system.

Interface Between Power Generation and Distribution

The first major body of work would involve the interface between power genera-

tion and distribution systems. For this work an assumption that loads could be

switched between generators at will was made. The discrete nature of loads was

not considered either. Further work in this area would analyse what impact the

power distribution system would have on the abilities of the algorithm.

In the literature review it was shown that certain power distribution systems

have no flexibility there is a left and right bus with half the loads that can be

connected in emergency situations. There was also shown work that used more

flexible load buses which could switch smaller amounts of loads between generation
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sources. This means that for any distribution system now or in the near future

that load redistribution would either be unavailable or only possible in discrete

chunks.

For the system to work under these requirements a further algorithm would

need to be created which would take the load redistribution result from the cur-

rent algorithm (e.g. switch 20% load) and find the minimum actual amount of

load that could be transferred and then check if the second generator has this

amount of spare capacity. Secondly any system in use would have to create a

switching schedule for any loads to avoid causing any in-flight problems caused by

temporarily switching them off then back on again.

Deployment of System on Aircraft

For this research a computer was used for data acquisition. Going forward the next

step is to move from this set-up where the load has to be manually adjusted to a

full hardware in the loop simulation which can implement the load management

algorithm automatically.

After this the full operating environment can be studied including measuring

the computation requirements of the final algorithm, tests using hardware similar

to that on-board an aircraft and researching how this system would interact with

other systems on-board and a certification plan.

8.3.2 Further Algorithm Research

This area of further research focuses on how the algorithm itself would be improved

moving towards a state where it can be shown what the final system would look

like if it were to be deployed.
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Additional Failure Modes

This research focussed on one easily reproducible failure mode, however further

research needs to analyse the full range of cases which can cause overheat faults.

This would include any situation that increased inlet temperature of effected the

coolant, an analysis of stator winding short circuits and what level of this is non-

catastrophic and what isn’t and also research into the effect of using fuel as a

cooling medium.

Further work would attempt to model many more of the non-catastrophic

failure modes and in some cases fault detection/isolation may be necessary to

know when parameters are changing and the effect this has on the system.

Modelling Advances

There are two major steps that are next in regards to the generator modelling the

first is to research how to make prediction while using as few sensors as possible

and the second is to move from modelling the currently available generator rig to

modelling an actual aircraft generator. To achieve this the bulk of the modelling

work presented here can be kept the new model would require some small struc-

tural changes to represent the different shaped components in the system and then

the new parameters would need to be determined.

The second task would be to research the minimum number of sensors required

for the system to still function well. The question to answer in this case would be

whether a similar level of prediction accuracy could be achieved with only input

and output coolant temperature measurements and if not how many additional

sensors would have to be installed as a minimum to achieve the required accuracy?

The investigation of this would start by reintroducing the output coolant temper-

ature measurement through the C matrix of the state space model equations and

testing if the Kalman Filter works well enough using only this measurement to

update states. If this is not the case the same test would be repeated adding in
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the stator winding temp and then if necessary the iron measurement as well.
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