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Synopsis

In modern lhigh-rise buildings, a suitable control algorithm has to be chosen so that lifts
can respond to passenger requests in such a way as to transport them quckly and

efficiently to their destinations.

The aim of the current work is to assess new scheduling approaches and intelligent
momtoring techniques in order to aird the design of new lift systems and to improve the
performance of existing installations To achieve this, the project has been divided into
three major parts Firstly, 2 model of passenger movements has been developed from an
analysis of data gathered from mstalled hft systems, thereby allowing the realistic
simulation of landing calls, car calls and door opening times. Secondly, a lift simulator
has been produced to allow the modular companson of alternative scheduling and
monitoring approaches and to provide an accurate model of ift dynamics. Thirdly, a new

mntelligent lift scheduling system has been implemented.

Keywords: intelligent scheduling, real-time scheduling, heunistic search, A* search, lifts,

elevators, prediction
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Chapter 1

Introduction

Scientific research is dedicated maimnly to enhance the quality of life, by providing
methods and technologies to assist humans 1n their efforts to achieve better performance.
One of the main growing arecas of research and development is the use of Artificial
Intelligence (Al) in the field of automation to allow the manipulation of large amounts of
data, to 1improve decision making, to improve the quality of product, to enhance cost
effectiveness, time efficiency and to improve reliability. Al can be defined as the use of
computational power to analyse, classify, process, learn, reason and search for optimum
or near optimum solutions to complex problems. Intelligent methods allow us to predict

future events based on the knowledge gained from the experience of past events.

High nise lift scheduling systems are expected to respond to passenger demands 1n such a
way as to transport them quickly and efficiently to their destinations without excessive
waiting In a competitive market, all the major manufacturers have investigated the use of
Al methods to improve the performance of their lift schedulers. The hft industry 1s often
considered to be conservative due to the requirements of meeting stringent safety
standards and the commercial need for reliability [Ovaska 1991]. There 1s also resistance
to change due to the prohibitive cost overheads tnvolved in the testing, installation and
maintenance of new scheduling systems. Consequently, although manufacturers have

studied many intelligent scheduling methods, few have been put into production

Modern high nise buildings often have more than one group of lifts (typically comprising
4 or 6 lifts), with each group being controlled separately. A passenger requests a lift by
pressing the lift-calling button at the landing, thereby registering a landing call In the hift,
the passenger presses the destination floor button to register a car call The hift traffic
intensity and pattern depends on the building function and will vary dunng the day. For

example 1n an office building occupied by one or more companies, employees armving for

1




Chapter 1 Introduction

work at the terminal floor will generally produce a considerable demand at that floor
resulting in the ‘up peak’ traffic. Following this peniod and up to lunch time there 1s
generally relatively umform movement between all floors, forming the ‘interfloor” traffic.
At lunch time there will normally be more demand to travel to the restaurant floor (1f any)
and the terminal floor At the end of the day people leave the building from all floors in
the direction of the terminal floor forming the ‘down peak’ traffic. During the day lift
traffic pattems can suddenly change due to variety of reasons (such as conference
meetings), which can result in an unpredictable sudden change 1n demand to or from one

or more floors, further details are given in (Section 2 1),

There are a number of characteristics of lift scheduling which make it a kard problem

[Mulvaney and Sillitoe 1992].

» The general solution to optimal lift scheduling falls into the category of problems
mathematicians term NP-complete’ , namely that the time taken to solve the problem
will 1increase exponentially with problem complexaty This can be 1llustrated by
considering a butlding with # lifts and p landing calls. As there are n P possible
scheduling solutions, an extra landing call will give rise to a substantial increase in the
number of schedules to be considered. Consequently, it cannot be guaranteed that an
optimal solution will be found within the critical time required to produce a schedule. It
is the task of the 1ift control system to select which of the assignments is the most

suitable 1n order to achieve specific objectives (such as minimmsing waiting time)

e There is no sufficiently complete model of the relationships between the charactenstics
of hift systems (such as landing calls and car calls) to allow either a closed analytical

solution or an approach which would reduce the complexity of the optimal solution.

e System safety and reliability is of high importance and should be taken into

consideration when designing new lift systems.

* Belonging 1o the class of nondeterministic polynomal problems {Russell and Norvig 1993]
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o The scheduler must be sufficiently flexible to allow tailoring to swit individual

requirement such as building design and customer demands

o Incomplete knowledge 1s supplied to the scheduler such as when the next landing call
is going to occur, how many passengers are behind a call, how long 1t will take them to
get into a lift and which destination each is going to choose. The quality of the data

presented to the scheduler 1s of upmost importance to its performance

One of the most difficult problems in lift system design is accounting for the
unpredictability of the traffic patterns. The missing knowledge makes the task of
providing optimum real time decistons by the scheduler impossible in practice. In general,
the more we know about the building and lift environment and the more accurate the data
supplied to the scheduler, the better will be 1ts performance An intelligent I1ift scheduler
uses the assistance of a prediction system which analyses the daily traffic data of the lift
system and compares it with previous analysed data in order to 1dentify general trends n
the traffic density and distnbution. These expected values can then be used to aid the
production of scheduling decisions At times of peak demands in a group of kfis, an
intelligent co-ordinated scheduling hft system is necessary to minimise the passenger

waiting time and to prevent long queues developing [Hamd: and Mulvaney 1998].

It 1s important to identify areas where the application of AI methods are suitable and to
avoid making the system more complex. Five principal areas have been identified as

follows

s Lift system status and knowledge base containing general information and heuristics
relating to Iift systems and lift scheduling, such as the relative prionties of different calls,

lift dynamics, the rules for strategy selection and the stability of solutions.

o Prediction of hift system mput data such as landing calls, car calls, loading and

unloading times.

¢ Control policy selection The use of input data (and predicted input data) in the selection

of an appropriate policy, such as normal operation or up peak.
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o Strategy selection The use of client-specified objectives m the selection of an
appropnate control strategy. For example, choosing minimising energy consumption as
an optimusation factor during low intensity traffic, further details are given in Section

3.2

o Scheduling Adopting a new scheduling technique may allow easter configuration to suit
customer requirements. The real-time scheduler may need other control policies to

complement its work such as parking and up peak policies

The first four of these areas are the modules which constitute the intelligent monitoring of

the lift system. Intelligent monitoring 1s discussed m Chapters 3, 4 and 8.

1.1 Aim and objectives

The present work aims to improve the performance of existing lift system nstallations by
reducing the average waiting time of passengers. This is to be achieved by developing a
system which provides a suitable combination of intelligent scheduling and momitoring

The intelligent lift scheduling system should exhibit the following characteristics

e Safety and reliability have the highest priority 1n the lift system and must be taken into

account when choosing a Iift control system.

e The assignment of lifts to landing calls must be given m real-time. For the building
example used m this work the scheduling cycle must be no more than 250 ms,

Chapters 2 and 6.

o The system must be adaptable to swt different building configurations without

mncurring a prohibitive cost overhead.
o The solution must be able to adapt to different traffic patterns and intensities.

¢ The system must make the most of the available knowledge by providing suitably
high quality data (actual and predicted) to the real-time scheduler, for example lift

system status, predicted car calls, operation rules and constraints to improve the

system performance.
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e The need for human intervention should be kept to a minimum. For example a hft
operator or designer may need to set or specify predetermmed rules such as “if more

than four car calls are registered at the terminal floor then switch up peak on’.

In the current work, the Kodak lift control system using the Express Traffic Quantum
(ETQ) scheduler developed by Express Evans Ltd. is taken as a case study, since actual
data recorded from the lift system have been made available This allows a direct
comparison between the existing lift system and the new intelligent Lift scheduler

developed in this work.

Heuristic search is a popular method for real-time scheduling (Chapter 3), where the
heuristics are used to limit the search and control its execution time. In a Iift scheduler 1t
15 very important to be able to predict accurately how long a search will take and, 1f
incomplete, whether the partial schedule would be adequate. Generally, the deeper the
search the higher the quality of the schedule produced, but the longer 1s the computation
time. Dynamic scheduling algorithms perform sequencing and resource allocation on-line
1n the hope of making use of comprehensive and up-to-date information about the tasks
and the environment. Reducing the complexity of the search may diminish the quality of
the schedules produced in terms of guaranteeing deadline compliance [Hamidzadeh and
Atif 1996] Dynamic real-time lift schedulers must be able to achteve a desired quality
and typically this is the minimisation of average passenger waiting time. Barney and dos
Santos [1985] recommended that a passenger in an office building should not be expected
to wait longer than 15s To provide a suitable compromise, one technique is to produce a
partial schedule for high priorty tasks first, in which case it is important to consider how
best to allocate processing time between the tasks [Hamidzadeh and Atf 1996).
Mouaddib and Gallone [1996] used a progressive scheduling technique to generate

quickly an initial imprecise answer, which is then successively refined.

To meet the aim and considering the above characteristics, the objectives of the current

work can now be stated.
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¢ To analyse the data available from the Kodak building, and to understand both the hft
system and passenger traffic behaviours in order to develop passenger arnval and

movement models to be used for traffic simulation and prediction.

e To implement a lift simulator to test the feasibility of the technique and to assess its
performance when working with the existing lift control system. The lift simulator 1s

also important for the understanding of the hft system and traffic flow.

o To introduce and develop a real-time intelligent lift scheduler using a heuristic

technique.

¢ To implement an intelligent real-ime lift control system which consists of two mamn
parts, namely a real-time scheduler and a monitoring system. It 1s a single strategy
system since only one optimisation factor is considered and that is minimising the
average waiting time. This was chosen according to the requirement of Express Evans
Ltd, since mrumising passenger waiting time is considered by the company as the

highest priority at all times.

1.2 Structure of the thesis

This thesis 1s the documentation of the research carried out to design and implements an
mtelligent lift scheduling system It is divided into nine chapters including the current
chapter. In the following, the structure of the thesis and the arrangement of 1ts chapters 1n
the order they appear along with the 1ssue of discussion in each chapter are briefly

described.

Chapter 2 alternative conventional lift scheduling algorithms are reviewed including the
ETQ hft scheduler. The chapter discusses the important characteristics of a lift control
system, the drawbacks of conventional lift control systems and the points that need to be

addressed when desigming an intelligent lift control system.

Chapter 3 gives an overview of scheduling and relevant Al methods. The need for
intelligent real-time lift scheduling systems is discussed and examples of a number of

intelligent Iift systems are mtroduced, including their advantages and disadvantages.
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Chapter 4 the intelligent real-time Lift scheduling system implemented 1n this work 1s
introduced, mncluding the main parts of the system consisting of a hift system simulator, a
model of passenger movements, the real-time scheduler and the lift monitoring system. A
discussion of the use of real-time heuristic search 1s given and suitable search techniques

for the 11ft scheduling problem are suggested.

Chapter 5 presents the lift data analysis performed on the actual data extracted from the
Kodak building, including an analysis of the distribution of passenger arrival A model of
building traffic and passenger movement is developed, implemented and tested using the

lift simulator.

In Chapter 6 the implementation of the lift stmulator 1s described and test results using

the simulated ETQ scheduler are presented

In Chapter 7 the intelhigent real-time Iift scheduler design, development and testing 1s
described. The chapter mcludes the defimition of the lift scheduling problem and an

analysis of the heunstic search problem and its solution.

Chapter 8 gives the implementation of the lift momtoring system which is combined
with the real-time scheduler to produce an intelligent ift scheduling system which is
tested using the lift simulator. The intelligent lift scheduling system performance 1s
compared with that of the ETQ scheduling system. Several simulation runs results are
shown and new adaptive parking and up peak detection policies are ntroduced and

implemented.

Chapter 9 reviews and discusses the contribution of the work presented 1n this thesis, and

1dentifies areas for future work.
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Chapter 2

Description of Lift systems

A supervisory lift control system consists of two main parts, namely the low-level control
such as door movement and the high-level control such as the lift scheduler which may be
supported by an off-line traffic monitoring and prediction system The work of this thesis
concentrates on the high-level control part of the lift control system. This chapter gives a
defimition of lift system traffic and peak traffic periods in Section 2.1, an overview of the
Iift system in Section 2.2 and the conventional techniques that are used to optimise lift
operation and minimise passenger waiting time, especially at peak traffic periods in
Section 2 3. Section 2.4 gives four examples of supervisory control systems Section 2.5
describes mn greater detail the Express Traffic Quantum (ETQ) lift scheduler used by
Express Evans Ltd. ETQ 1s used as a benchmark against which the performance of the

intelligent scheduling system presented 1n this thesis 1s compared.

In modern high nse buildings, a lift system 1s expected to respond to passenger demands
in such a way as to quckly and efficiently transport passengers to their destination
without excessive passenger waiting times occurring or queues developing, especially at
peak times. An average waiting time of no more than 15 seconds is typically specified for
a busy office building [Bamey and dos Santos 1985] To achieve such a performance, the
1ift system has to calculate a schedule as rapidly as possible; for example the calculation
of a schedule takes approximately half a second in Kone lift systems [Siikonen 1997].
Due to the complexity of the problem, the computational cycle may also lengthen 1f the
number of floors served 1s increased; for example 1n a 16 floor building the ETQ
scheduler needs 250 ms to calculate the schedule while the same scheduler needs 450 ms
to determine a schedule when serving a 32 floor building (Express Evans Ltd personal

communication).
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In a lift system, the assignment of a landing call only becomes irreversible once the hift
begins to slow down in order to stop at a floor Before this, the lift scheduler 1s normally
at hiberty to reassign the landing call to another hft should the scheduler decide that the

overall waiting time for the building, as a whole would be reduced.

If there are » lifts in the group and the number of landing calls registered 1s p, then there
are p” call assignment possibilities. The task of the lift scheduler 1s to decide which
among these possible solutions is the one most suitable for achieving the specified
objective, typically one of mnimising: warting time at the floor, the duration of the nde,
the number of mtermediate stops, or energy use [Ovaska 1991]. Attempting to consider
all possibilities will often take more time than 1s available to the hift scheduler. Hence, the
lhift scheduler has to shorten the scheduling time by using some rules that will reduce the
number of solutions that need to be considered. Often, the resulting schedule will be

suitable for the purpose, but not necessarily optimal.

Traditionally, each Iift has a lift next direction indicator above 1ts door in the lobby that
lluminates once the lift 1s 1rrecoverably committed to the landing call. Some Japanese-
manufactured Lft systems commit a hift to a landing call immediately, a hift 1s first
assigned to it and the lift indicators at the lobby signal this. This method attempts to
reduce the ‘psychological waiting time’ for the passenger at the expense of lengthemng
the actual waiting time, since the optimal assignment will normally change 1n the time the

l1ft takes to amive at the landing [Siikonen 1997].

The type of building, the traffic pattern and 1its intensity all have significant effects on the
hft scheduler design. The following section explains the methods used to adapt the lift

scheduler to changing passenger demands.

2.1 Lift system traffic patterns

This section discusses the different traffic flows that can occur in a hift system. These
depend on the type of building and its occupancy, for an example, 1n an office building
the occupants may be subject to strict times for starting, breaks and leaving. During the

day, different traffic patterns are likely to be morning ‘up peak’, evening ‘down peak’,
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mid-day four-way traffic and random (balanced) interfloor traffic. At the lift system
design stage when the number of hift cars is chosen, their capacity would need to be
adequate to handle the anticipated building traffic and the Iift real-time control system has
to be chosen so as to be able to respond to traffic demands. Several lift control strategies
have been implemented to optimise the hft system performance according to Iift traffic

[Strakosch 1983, Bamney and dos Santos 1985, Sukonen 1997].

The main traffic streams are defined below.

» Up peak traffic An up peak traffic condition exists when the dominant or only traffic
flow 1s 1n an upward direction with the majority of passengers entering the hift system
at the main terminal of the building. The hift control system performance is usually
measured during the up peak penod, as at this time the lift system experiences the
greatest change 1n traffic demand with passengers arriving in the mormng to start work
or returning following a lunch break [Strakosch 1983, Barney and dos Santos 1985,
Sitkonen 1997]

e Down peak traffic A down peak traffic condition exist when the dominant or only
traffic flow is 1n the downward direction with all or the majority of passengers leaving
the lift system at the main termnal of the building [Strakosch 1983, Bamey and dos
Santos 1985, Sukonen 1997].

¢ Two and four way traffic Two way traffic condition exist when the dominant or only
traffic flow is to and from one specified floor, which is not the main terminal Four
way traffic conditions exist when the dominant or only traffic flow is to and from two
specified floors, one which may be the main termunal [Strakosch 1983, Bamey and dos

Santos 1985].

e Interfloor traffic Random interfloor traffic can be said to exist when no discernible

pattern of calls can be detected [Barney and dos Santos 1985, Sukonen 1997].

2.2 Overview of different lift control techniques and services

In this section, the factors that are involved in the lift system design and tuming are

discussed and the use of different control policies and their effects on Lift system
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performance are explaned. The hft policies are mainly concerned with providing a
control algorithm which may consist of more than one policy to deal with different traffic
demands. Dividing the building into zones and distributing lifts between those zones 1s
one way of simplifymng control and improving the performance of lift systems. The
divisions are typically selected depending either on floor population, traffic intensity or

the number of landing calls in a zone.

For an existing building the traffic pattemns and floor utilisation information are available
and therefore, compared to the design stage, it is easier to define which type of control
algonthm and which policies are the most appropriate. Prior knowledge of traffic
intensity patterns would help the lift control system to adapt 1ts policy accordingly. Early
lift scheduling methods included little or no prediction either of the passenger arrival rate
or of the lift system future state. However, improvements m computer processing speed
and memory capacity allow modem lift control systems to mcorporate traffic prediction

and detection in order to enhance the lift system performance

At the design stage the hft designer mainly depends on information available about the
building and assumptions regarding the number of passengers which will be using the
building, their probable traffic patterns and their intensity. Statistical analysis is often
used to estimate the demands the use of a building will make on the hift system, based
mainly on analytical techmques applied to up peak traffic [Barney and dos Santos 1985].
A number of parameters relating to building information 1s required in the destgn process,
some of which are known precisely, such as the number of floors, purpose of the building,
the relation between floors (for example, a restaurant may be located at a certain floor, a
building may house several compantes with each company having a certain number of
floors and a certain population). Other values may not be strictly known, such as the times
at which different companies start work and whether they work flexible hours. At this
stage, the lift designer may have to determine the optitmum control algorithm based on the
information available for the building which gives the best performance in terms of
quantity (number of lifts required and their capacity) and gquality of service (average

passenger waiting time or joumney time). Note that passenger journey time is defined as
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the sum of the passenger warting time plus transit time [Bamey and dos Santos 1985,

Sukonen 1997]. Other factors affecting the calculation include whether or not:
¢ floors are evenly populated;
¢ nterfloor heights are constant;

¢ various delays (passenger disturbance, despatch intervals, loading intervals) can be

considered negligtble;
e passengers arrive uniformly with time;

¢ the number of people each Iift transports on each trip meets the loading assumptions

(80% or more of the lift capacity is used at peak time).

Depending on the complexity of the problem and the adopted solution, lift supervisory
systems can be simple program or be complex multi-tasking systems in whtch a number
of control algonthms is required to cover such conditions as up peak, down peak, heavy
floor demand, balanced traffic, off-peak, basement service and night service {Barney and

dos Santos 1985].

Duning up peak the average time the lifts takes to serve all car calls and return to the
terminal floor 1s often estimated using probability theory. Typically, in conventional lift
systems, the total number of passengers a lift system can transport during that five minute
period of heaviest demand and the duration of the interval between consecutive departures
from the terminal floor (calculated using average round trip time m Section 2.2.3) are

used as performance measures [Barney and dos Santos 1985, Siikonen 1997}

Laft simulators are often used to assess the performance of the hift system under a vanety
of different operating conditions, such as changes to the number of entrance floors Due to
the NP-complete nature of the scheduling problem, Chapter 1, the impact of the lift
supervisory control system on passenger service or journey time under different traffic

situations cannot be calculated analytically [Sukonen 1997].
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2.2.1 Parking

Under light to medium traffic conditions, a Iift has frequently no calls to answer. The Iift
1s free for allocation if no further demands exist, and it can then be parked at a convenient

floor or sector 1n the zone, where a zone is a group of adjacent floors

Parking is mainly intended to distnbute the hifts around the building, 1n anticipation of
traffic demand and a proper parking policy is essential for good 11ft system performance
An example of a parking policy is given below [Barney and dos Santos 1985, Sukonen
1997]

» The building 1s divided into a number of parking zones, each zone grouping a number

of adjacent floors; the main terminal constitutes a parking zone in itself

s A lift with no passengers and no calls allocated 1s considered a free lift. After the ift
has been free for a defined time, it may be moved to a particular floor as part of the

parking strategy.
¢ Ifthe main termnal is vacant, the nearest free lift 1s 'expressed' down.

o The distribution of free hfts takes place when the algonthm detects more than one free

lift inside the same parking sector.
¢ Durnng up peak, the parking algorithm may be cancelled.

In Sitkonen [1997], during light traffic statistical passenger traffic forecasts are used for
parking hifts at those floors where passengers are expected to arrive next The statistical
forecasts are searched as long as the number of arnving passengers exceeds a certamn
percentage of the up peak handling capacity. A building is divided 1n to sectors with equal
arrival rates, and sectors are given prionties, where the prionty of the sector 1s found by
dividing the passenger arrival rate in the sector by the number of floors inside the sector.
The sector with the highest arrival rate is served first and a lift that remams free for a
predefined time is returned to the busiest floor in the sector. The parking operation is
cancelled if new landing calls are registered and the reason for hift assignment need to be
considered, and this is probably used to limit additional trips in periods when the lift is

lIikely to be assigned.
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2.2.2 "Next lift" procedure and terminal floor

The terminal floor is often a subject of preferential service. In a priority system, a free lift
is usually allocated to the terminal floor as its first operation, although it usually allows

the lift to pick up high priority calls on 1ts way down to the main terminal.

Usually one of the lifts parked at the termunal floor keeps 1ts door open as an indication
that it will be the next hift to leave and it is not available to serve other floors until a

specified period of time has elapsed [Barney and dos Santos 1985].

2.2,3 Subzoning and up peak service

The up peak service 1s usually triggered when the traffic leaving the terminal floor
exceeds a predetermined rate The up peak service 1s responsible for supplying the
terminal floor with more than one lift car in response to a single landing call. The up peak
percentage arrival rate depends on the maximum number of passengers who arnve at the
main terminal of a building for transportation to the upper floors over the most mtense
period The up peak percentage arrival rate 15 expressed as a percentage of the total
building population, which can vary from 5% to 25% dependmng on the type of building.
Most algorithms start an up peak service on the detection of a lift load at the main
termmal floor 1n excess of a predetermined weight, but also taking into account the
number of car calls to avoid the effect of temporary traffic fluctuations. Normally a false
landing call 1s set up at the main terminal floor to ensure that a Iift 1s available as soon as
each lift departs and the up peak algorithm returns the lifis to the main terminal as soon as
they have answered their last call. The "next lift" policy is that, if there is more than one
lift at the terminal floor, then the second 11ft will keep 1ts doors closed until the weight in

the first lift exceeds some predetermined value [Barney and dos Santos 1985].

The most common form of lift control system for a group of Iifts divides the floors of the
buildmg into zones. A zorne 1s a number of floors usually adjacent in a building which are
serviced by a group (or groups) of lifts Zones may be divided into subzones, with
approximately the same number of subzones as there are lifts in the group [Thangavelu

Aug. 31, 1993]. The occupants of each subzone may be associated with each other and
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may be expected to generate some interfloor movement within the zone. Subzoning is
usually used 1n high rise buildings over 20-30 stories, such as in the 100 storey New York
World Trade Centre and the Chicago Sears Tower. Both of these buildings have three
zones with one main entrance and two sky lobbies Each zone has four groups of hifts. low

rise, medium low-rise, medium high rise and high nise [Siikonen 1997].

Barney and dos Santos [1985] explain that 1n a building or a zone with large number of
floors (for example 18 floors), subzoning may i1mprove up peak traffic handling capacity
(UPHC), which is defined as the total number of passengers a hift system can handle
durning the five minute period of heaviest traffic. For example a zone may be divided into
two subzones, which do not depend on landing calls but only on the passenger
destination. One subgroup of lifts is allocated to serve the traffic terminating at the upper
subzone and the remamning lifts serve the lower subzone. An indicator at the terminal
floor 1s used to announce the available destinations of each subgroup of lifts serving the
subzone. By reducing the number of available destinations and hence the number of stops,
the return trip to the terminal floor can be reduced, thereby increasing each hift’s handling
capacity. This 1s demonstrated mn the argument which follows The round trip time (RTT)
is the time in seconds for a single hift trip around a building from the time the lift doors
open at the main termunal until the doors reopen when the lift has returned to the main

terminal floor.

300
RTT

5 min HC for a single car = number of passengers per trip x (2.1)

Where the period of 5 minutes for the handling capacity defimtion has achieved general
acceptance, as the time during which conditions in the lift system remain reasonably
fixed. The number of passengers in a 1ift during a journey leaving the terminal floor at up

peak is given by

Number of passengers per trip = average load = 80% lift contract capacity (CC) (2.2)

and, HC can now be written
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80 300
HC = m x CC x RIT

2.3)
The up peak handling capacity (UPHC)is the handling capacity of all L lifts in the group
UPHC = L x HC (2.4)

Reducing the number of lifts usually imples longer passenger waiting periods Hence, the
up peak interval (UPINT), which 1s the average interval between hft arnvals at the main
terminal to each subzone, increases because fewer lifts are serving the subzone. However,
under heavy traffic condition, subzoning frequently reduces the average passenger waiting
time, allowing the lift system to cope with traffic rates that would normally cause
saturation in the Iift system. Moreover, reducing RTT means reducing passenger average

trip time, as shown by the relationship

RTT
UPPINT = —— (2.5)

UPPINT and UPHC are generally used as metrics for evaluating performance. Statistical
relationships between the number of floors in a building and the number of passengers
carnied during a lift trip are used to define the expected number of lift stops and the mean
highest reversal floor for different lift configurations, allowing the lift designer to
calculate the expected RTT for a single lift under up peak conditton [Bamney and dos
Santos 1985, Bamney 1992]

The efficient partitioning of the bulding into zones and the allocation of lifts to each
subzone requires the prediction of traffic patterns and adaptation to their changes. The
introduction of prediction (perhaps using artificial intelligence techmques) could provide
a dynamic zoning system which modifies zones according to changes in passenger

demands.
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When zoning is not used, reducing the number of stops made by each lift may mean that
the 11ft is below 1ts normal average load Making the most of the available lift capacity
often nvolves using fewer lifts, implying that less of the building space 1s used for
transportation In such a case a balance has to be reached between the need for fewer hfts

and the number of stops made.

During the up peak period lift systems have the following drawbacks [Barney and dos
Santos 1985].

¢ A system relying on lobby preference to bring lifts to the maimn terminal suffers from
the extra time to bring a lift down from elsewhere in the bwilding. Prediction could be
used for early detection of known traffic conditions, and an example of such a system

15 mtroduced 1n the next section

o If a system does not employ a loading interval approximately equal to the time to half

fill a ift, Lifts will leave the mam terminal with less than their average capacity.

» A system which does not possess the "next 11ft" feature (Section 2.2.2) will allow more

than one Lift to service landing calls, making inefficient use of the available capacity.

Under the above conditions, hift availability, capacity and available destinations are not
efficiently matched to the immediate needs of the passengers resulting 1n an increase mn
the passenger waiting time. The common usage of a constant dispatching interval does not
maximise load nor mmnimise the number of stops that are made before the hift returns to
the terminal floor to receive more passengers. One solution to this problem is variable lift
up peak dispatching interval, meaning that a lift might depart only after a convenient
interval between it and other lifts has elapsed. Another solution is to use the adaptive
assignment of lift car calls, 1n which hifts are assigned floors, based on car calls that are
entered from a central location (which adds to the cost overhead) and passengers are

directed to the lifts [Thangavelu Aug. 31 1993].

2.2.4 Sectoring

Sectoring ts a method used to group a number of landing calls together for hift car

allocation or parking purposes. A hift 1s assigned to service a particular demand sector and
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prevents other lifts from responding to landing calls within that sector [Barney and dos
Santos 1985]. A building or a zone can be divided to sectors, note that in subzoning a
subzone is also served by one hft, however a subzone does not depend on landing calls
but on the passenger destination, section 2.2.3. As in zomng, the 1dea of sectoring is that
each lift serves fewer floors, thereby mmimising RTT. The aim 1s to distribute lifts evenly
around the building or the zone allocated to them and this can be partly achieved by
grouping those landing calls to be answered by individual lifts. The assignment of lifts to
sectors depends on the number and the position of available hfts and on the sector priority
levels. The sector with the ighest priorty 1s usually assigned first and if more than one
lift 1s free, the nearest lift is allocated to the sector. Each sector 1s timed as soon as a
landing call is issued to register waiting time The timing is used to measure the priority
level for the sector so that the longer the waiting time the higher 1s the prionty. The time
mnterval a sector would take to reach a certan priority level may vary to allow some
sectors to have an overrtding priorntty and to provide a preferential service to floors. As a
sector reaches its highest priority, the nearest ift travelling towards the sector bypasses all

landing calls to service the sector.

There are two type of sectoring, namely static and dynamic, and these are explained mn

detail below
Static sectoring

In static sectoring, a fixed number of landing calls is grouped together There are two

types of static sectoring, namely common and directional

In common sectoring [Barney and dos Santos 1985], a fixed sector is defined for both up
and down landing calls originating from a number of contiguous landings The terminal
floor is usually a sector and the number of sectors defined normally depends on the

number of lifis. Lift allocation 1s carried out as follows.

e A lift is allocated to a sector if it 1s present mn that sector and the sector is not

committed to another ift

¢ Fully loaded lifts are not considered for allocation.
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e An assigned l1ft operates under the directional collective principle within the hmits of
its range of activity, which may cover unoccupied sectors above the hift, or in some
cases below it. A sector becomes unoccupied when a hift leaves the sector or 1s fully
loaded. Any lift movement 1s then made 1n response to registered car calls, landing
calls registered inside the sector, landing calls adjacent to the sector in which the hftis
assigned and landing calls 1n the contiguous unoccupied sectors above the hift 1f it 1s

moving m the up direction, below if the 11ft 1s moving 1n the down direction.
¢ A Iift1s allowed to answer landing calls along 1ts way even 1if 1t 1s not assigned.

o The assignment of a lift to a sector ceases when the lift leaves the sector or becomes

fully loaded within the sector.

Drirectional sectoring [Barney and dos Santos 1985] uses a fixed sector that includes a
number of contiguous landing calls defined for one direction only. The lift will respond as

follows.

o A Dift travels express to the assigned sector and answers the landing calls within the

sector
¢ Asit leaves the sector it answers landing calls along 1ts way.
¢ A hift becomes free when it answers the last car call.

o If there are any passengers at the lift's last car call floor, they are discouraged from
entering the lift by illuminating "DO NOT ENTER" sign and dimmung lights 1n the

car.

o Ags the up direction sectors have higher traffic demands, the ternmnal floor is often a
sector 1tself, and there are fewer floors in adjacent up sectors than in the sectors further
up the building Similarly for down direction sectors, the upper sectors contain fewer

floors than do the lower sectors.
Dynamic sectoring
The building is divided to sectors whose size and number are not defined dunng design,

but are altered according to the instantaneous state, position and direction of travel of the
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lifts. Like zoning, this method has the disadvantage of needing an extra display indicator

for each Iift at each floor to announce the lift destinations [Barney and dos Santos 1985].

2.2.5 Service shutdown

Under conditions of low demand, a control system should proceed with a shutdown
procedure to save wear, tear and power. To achieve this a common procedure is to switch
off the motor generator 1f 1t has remained inactive for a predetermined penod of time, and
as demand increases the lift can be automatically returned to service [Barney and dos

Santos 1985].

2.2.6 Basement service

It was observed [Barney and dos Santos 1985] that basement landing calls demands
significantly degrade the hift system performance, especially dunng up peak and down
peak. Most systems provide only a restricted service or low priority to and from basement
and sub-basement floors, or 1n some cases a separate vertical transportation system 1s

provided.

2.3 Lift control algorithms

This section gives the objectives, rules and constraints mvolved in the design of a lift
control system with some examples of control algorithms and their advantages and

disadvantages

A Iift supervisory system is required to achieve both control and management of a single
group or a number of groups of lifts. An example of a low-level conventional method of
landing call allocation is the simplex collective hft control system, which simply
commands individual lift cars to answer landing calls in their direction of travel, to stop
or start and to open and close the doors [Barney and dos Santos 1985] The simplex
collective method generally results in calls being answered in a different order to their
registration. A lmgher level of traffic control has the function of co-ordinating the activity
of group of lifts cars, by means of a set of logical rules defined by the hift designer with

the aim of:
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¢ providing a service of the same priority to each floor in a building;
e munimising passenger waiting time at each landing,

¢ minimising journey time,

» adequately servicing as many passengers as possible.

In general, certain constrains regarding lift system operation must be implemented 1n

order to meet the expectations of passengers and these generally include the following.
* A lift may not pass a floor at which a passenger wishes to alight.
¢ A Iift may not reverse its directron of travel while carrying passengers.

» A passenger may not enter a lift travelling in the reverse direction of travel. Car calls in
the opposite direction of the lift are usually postponed until the hft answers all

assigned calls 1n 1ts way of travel

¢ A hift should not stop at a floor where no passengers enter or leave the lift,

2.3.1 Fixed sectoring priority timed system

In fixed sectoring priority timed system named as FS4 by Bamney and dos Santos [1985],
the directional form of static sectoring 1s used, 1n which each sector is timed as soon as a
landing call 1s registered within its limits. The features of the algornithm are outlined

below.
» Preferential service is provided to the terminal floor.

¢ A special algonithm is provided for up peak traffic where a false landing call 1s 1ssued
at the terminal floor when a lift departs the terminal floor with more than 50-60% load.
'If there are no lifts at the terminal floor then the first available lift 1s expressed down
bypassing all landing calls except landing calls with the highest priority. Occasional
down calls registered during the up peak are most probably only served when they
reach highest priority; where their priority increases with time that has elapsed since

the landing call was registered
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o There 1s no special algonithm for down peak traffic. If all down travelling hfts become

fully loaded, all the up peak sectors are reduced to a mimmum priority.
e Light traffic, shutdown, next lift and energy saving procedures are also provided.

e A landing call with the highest priority 1s served immediately by the nearest lift
travelling towards it. This feature is useful for sudden traffic demands when a lift
becomes full before answering all landing calls at its sector, the sector priority 1s

advanced then to highest priority

The advantages were as follows.
* Good up peak performance

e Very good down peak performance.

The disadvantages were as follows.

e Fair mterfloor traffic performance but not as good as that obtained from dynamic
sectoring. This 1s mainly due to the absence of parking policy as the allocation
procedure only distnbutes hfts when landing calls exist. A uniform performance 1s

obtained for all floors, but average waiting times tend to become extended.

¢ Should the oniginal traffic flow vary considerably from the original specifications, 1t 1s

not easy to adjust the control system 1n the field to the new conditions.

2.3.2 Fixed sectoring common-sector system

This algorithm named as FSO by Bamey and dos Santos [1985] has the following

features

o A parking policy is provided. A free lift moves to the nearest vacant sector in the hift
direction, and, if this 1s not available, then the movement 1s to the nearest vacant sector

in the opposite direction, The highest priority is given to the terminal floor.

¢ To set the sector priorities, the number of landing calls per sector 1s compared with the
average number of landing calls per sector. Extra lifts are brought to the hmghest

priornty sector, by-passing the landing calls at other sectors
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e During up peak, only car calls are answered unti] returning to the main terminal

¢ On detection of down peak, the allocation of lifts to the main terminal 1s cancelled. No

special algonithm is provided.

The advantages were as follows
o Lifts are distributed evenly in the building.

* Good performance is obtamned under balanced interfloor traffic, up peak and for

unbalanced interfloor traffic.

The disadvantages were as follows.
» No proper procedure is provided to respond to sudden heavy demands at a floor.

o Poor service 1s provided to lower floors in the down peak owing to the recycling of the

lifts to unoccupied sectors.

2.3.3 Dynamic sectoring system (DS)

Dynamic sectoring [Barney and dos Santos 1985] 1s suitable for light to heavy balanced
interfloor traffic. DS 1s complemented by a number of other control algorithms to cater

for unbalanced traffic conditions, as detailed below.

¢ A free lift control algorithm is introduced with the intention of mserting free lifts ahead
of lifts located to high demand sector. The algorithm continuously momtors the
number of car and landing calls within the normal dynamic sectors by counting the
calls from the current lift position and comparing this with a predefined value A free
lift 1s also sent 1if a landing call is 1ssued within 2 seconds of a fully loaded Lift
departing from that floor. The insertion of a free lift into a heavy traffic section instead
of attempting a redistribution of lifts makes this control algorithm highly efficient The
free hft control algonithm works in parallel with the balanced interfloor traffic
algonthm, where a free car allocated to a high demand sector is taken out of the basic

control algorithm
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o Up and down peak traffic penods are detected using a forward-backward counter
which increments each time the lift load of a departing car exceeds a predetermined
value and decrements each time a lift departs with a load below this value. Decrements
can also occur after a period of inactivity. The peak period algorithm 1s turned on or

off when the counter reaches a turn-on level or turn-off level.

¢ The building is divided into fixed parking sectors, and a free car is parked by 1ssuing a
dummy landing call for each of the unoccupied sectors. The main terminal 1s granted

preferential service.

¢ The up peak algonthm returns all lifts to the main terminal as soon as no car calls are
registered At the terminal floor, only one lift opens its door for loading and starts
moving after an adjustable time penod or when the load exceeds a fixed percentage of

1ts maximum.

e An up peak subzoning algonthm 1s provided as an option where the building 1s divided

into subzones based on passenger destinations

¢ A down peak algorithm 1s provided, in which down landing calls are grouped together
and lifts are cycled between them, each lift being allocated a group which it services
according to a collective principle Once a lift has dealt with all calls in its group, then,
if it is not fully loaded, it is assigned to the nearest free group If the lift becomes fully
loaded before answering all the calls within the group, then the group is denoted to be
free, and eventually regrouping takes place. Durning one service cycle a maximum of
one lift 1s sent to any one landing The service of up calls during down peak can be
either suspended or restricted, in a manner similar to the handling of down traffic

during up peak.

A very good performance 1s achieved under balanced or unbalanced interfloor traffic
conditions. However, the down peak algorithm does not perform particularly well, with
too many landing calls being bypassed, leading to an increase in hift travel time. If the Lift
1s full and passengers are left, they must wait for a complete cycle of service before being

collected as a floor 1s only served once during a service cycle.
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2.4 Examples of supervisory group control

Most supervisory control systems employ algorithms and control policies that work well
m up peak traffic conditions but perform not so well 1n other traffic conditions such as
down peak and normal traffic conditions. For down peak, Barney and dos Santos [1985]

produced the following findings.

e Dynamic sectoring and simplex collective principle control policies both suffer from
poor service to lower floors resulting from lifts becoming full at the higher floors.
Proper ift cycling is required to provade a uniform service The FS4 algorithm has
tackled this problem, and despite the absence of a down peak function, the service to
lower levels does not depend on spare hft capacity. This is achieved by detecting
heavy down peak traffic and providing a restricted service to low intensity up traffic
while retaining no lifts at the main termunal. Floors with the highest prionty are given

mmediate service.

e The quantity of service does not dependent on the control policy, but 1ts performance,
in terms of waiting time, 1s heavily dependent on the policy. Consequently, for most
hift systems, in order to make full use of the down peak handling capacity, it is

necessary to allow for high average waiting times.

During balanced interfloor traffic [Barney and dos Santos 1985] the performance of fixed
sectoring lift systems degrades severely with demand and 1s dependent on the type of
supervisory control system implemented On the assumption of an evenly populated
building, waiting times can become extended 1f this assumption is changed A dynamic
sectoring system 1s generally more efficient under such conditions than are fixed sectoring

systems.

Chan and So [1996] used dynamic zoning to improve the control system performance
during both up peak and down peak traffic, but switched off the zoning when the traffic
condition return to normal. They found that dynamic zoning did not improve lift system

performance under balanced traffic conditions in contrast to dynamic sectoring.
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It 1s apparent that an algorithm that 1s suitable for one traffic condition may not be

suitable for other conditions A mixture of policies could be adopted [Barney and dos

Santos 1985] such as:

¢ an up peak algorithm with fixed up peak subzoning;

a fixed sectoring prionty timed down peak algorithm;
a dynamic sectoring algorithm to cater for balanced mterfloor traffic;
insert free hfts ahead of lifts serving heavily loaded dynamic sectors,

provide a parking algorithm.

Observations made by [Barney and dos Santos 1985] by mspection of data logged from

commercial building has demonstrated that the following conditions occur.

Both up peak and down peak can last longer than predicted.

During up peak, significant down traffic may exist and conversely, during down peak

significant up traffic may exist.

Algorithm switching caused by an incorrect detection of a specific traffic condition can

seriously degrade performance.

An intelligent detection system may be able to predict the start and end of a peak period

by monutoring traffic pattems and a single allocation algorithm which adapts to changes

1n traffic conditions

The general charactenstics of the algorithms discussed above are as follows.

The systems are multi-algorithmic, meaning that different sets of rules are used when
handling different traffic patterns. The default algonthm is that for interfloor traffic,
otherwise an up peak algorithm is used Down peak is served by an interfloor
algorithm in both fixed sectoring systems and incorporates the cancellation of the

allocation of hifts to the main terminal,

Where different algorithms are used to handle up peak or down peak traffic, the

change-over between algorithms 1s usually abrupt This can cause disruptions to the
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current traffic, although the sevenity of the effect depends on the intensity of the
current traffic. When detection is incorrect, the effect 1s most severe Having an
intelligent early detection system and the use of a single control algorithm which can
adapt to different traffic conditions can provide a smoother transition, or eliminate the

requirement altogether.
¢ The up peak control algorithms are similar 1n all cases discussed.
e Partly loaded lifts serve landing calls in the path being followed.

¢ Both of the fixed sectoring systems lose further control of lifts once allocated, while
free or uncommuitted lifts are allocated to demand sectors. Once the hft answers a
landing call mn 1ts allocated demand sector 1t continues to answer all other landing and
subsequent car calls m simplex mode Thus commutted lifts work wirtually

independently of one another, defeating the objective of group control.

e Static sectoring algorithms generally allocate a lift to a sector without checking
whether there 1s better choice of hft. A loaded 11ft 1s allowed to serve the sector ahead
of it, without checking 1f another lift has already been allocated. This affects the

fairness of assignment and causes longer passenger waiting times.

e The common sectoring FSO and dynamic sectoring systems have no concept of
passenger waiting time. Thus 1t 1s not possible to give urgent attention to landing calls

which have been waiting for a long time.

The following sections include discussions of some of the more common 1ift supervisory
systems 1n use, namely the intetligent up peak contiguous floor lift system, up peak and
down peak prediction, landing calls queue scheduler and weighted relative system

Iesponse.

2.4.1 Intelligent up peak contiguous floor channelling lift system

The up peak channelling system with optimised preferential service to high mtensity
traffic floors was developed by Otis [Thangavelu Feb. 2 1993] and uses dynamic

sectoring with the help of an intelligent prediction system. This scheme was introduced to
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solve the up peak problems discussed in section 2.2. An example of a building with four
lfts 1s given, three of them dedicated to sectoring, while the fourth is free to answer other
calls at any of the floors in the building. An intelligent traffic predictor is used to estimate
the traffic for the next five minutes and is able to assign dynamically the floors to sectors,
and these need not be of the same volume. Their estimation 1s made using traffic
measured during a small number of previous time intervals on the same day and the
current sector is indicated on the lift display at the terminal floor. During each five-minute
interval, the traffic volume is determmed and compared with the determined average
traffic per sector. The frequency of service of a lift to each sector 1s variable, based on this
comparison Thus, sectors having more traffic are serviced more often relative to sectors

having less traffic.

Such intelligently assigned sectoring 1s aimed at reducing the length of passengers
queues, the waiting times and the trip times at the terminal floor by achieving a more

uniform loading of lifts which also increases the handling capacity of the lift system.

2.4.2 Prediction of the start and the end of up peak and down peak
traffic periods

Thanngavelu [Aug. 31 1993] describes a method employed by Otis for selecting suitable
algorithms for up peak, down peak and normal traffic periods. The most common
approach is to assume that the start of a peak penod occurs when the time interval
between two consecutive lifts either leaving the terminal floor with more than a specified
load or armving at the terminal floor with more than a specified load, 1s sufficiently short
Such a scheme often causes delays at the onset of a peak period in the dispatch of empty
lfts from the upper floors to the terrmnal floor during the up peak period and from the
termmal floor to upper floors during the down peak pertod. This results 1n long passenger
queues and increases waiting tume at the termnal floor at the start of the up peak period
and at upper floors at the start of the down peak period. In addition, the forming of sectors
for up peak channelling and zones for down peak operation is delayed Similarly, the end
of the up peak period is normally assumed to occur when no lift leaves the terminal floor

with more than a specified load during a certain time interval. The end of a down peak
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period occurs when no lift arrives at the terminal floor within a specified interval and with
more than a specified load. However, such an empirical scheme may well deactivate the

peak pertod dispatch strategy too early resulting in poor service to interfloor traffic.

An Al based method was introduced by Otis to predict the start and the end of the peak
periods. The terminal floor traffic data, passenger boarding and de-boarding, and the
number of arrivals and departures at the terminal floor are collected during the day and
are used to predict the peak-period times. The times when the loads of consecutive lifts
leaving the terminal floor breach a certain level are recorded for a number of days. The
recorded data are smoothed, combined with the current day’s data and used to predict the
amvals and hence the start and end of peak pertods. The aim of the strategy is to reduce
the passenger queue lengths and waiting times which could have otherwise been caused

by the delayed start of the peak period or by its premature termination.

2.4.3 Landing calls queue scheduler

This section descnbes a lift scheduler that 1s suggested by Bamey and dos Santos [1985]

They claim that a fair service for each landing call can be obtained by calculating all the
possible paths for each Iift and then finding the optimum path for the landing call taking
into consideration which call has been waiting the longest. The priority 1s mnherent in the
first-in, first-out queuing method used. This is augmented by the allocation of higher
priority to those landing calls registered for longer than a specified threshold time, in
which a lift passing a landing call in its direction can only be answered on condition that
there 1s no other call which might have to wait for more than the threshold value. A
landing call is taken from the head of the queue and allocated to a suitable hift using the
concept of minimum cost, where a suitable cost function can be based on one or both of

the following.

Quantity of service This is a measure of lift capacity consumed to serve a specific set of

calls and is indicated by the total jouney times of all the lifts.

Quality of service This is indicated by the average value of either the passenger waiting

time or the passenger journey time.
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The mimimisation of the total lift journey time implies using mmimum system capactty,
which is equivalent to using the smallest possible number of hifts, section 2.2.3. The result
of this policy would be longer passenger waiting ttmes. This criterion alone is thus not
suitable as a cost function and the cost of an allocation of a new landing call to a
particular lift 1s instead given by the incremental value of the expected extra system
response time due to the new allocation. In the special case when all hfts are uncommitted
to any allocations and 2 new landing call occurs, then the cost can be represented by the
system response time of the nearest lift to the call The allocation procedure thus has an

in-built capability to assign a landing call to the nearest hft

During balanced interfloor traffic, a lift serving a landing call will in general make at least
one further stop (car call) before becoming free. The number of stops made by hfts per
unit time indicates the level of loading and any reduction in the number of stops will
clearly conserve system capacity. This can be achieved by serving a landing call where a
car call already exists. If the expected value of landing call waiting time 1s more than a
threshold time, then the landing call should be allocated to the particular lift even 1f other
allocations are smaller. This has the effect of conserving Iift system capacity to serve
other demands better. The threshold time 15 not a constant but varies with demand to

enable an even service.

Unbalanced interfloor traffic occurs when consistently more passengers armve at a
particular floor. An even distnibution of service 1s still requtred and the handling of the
unbalanced traffic requires both detection and correction. The number of passengers
boarding at a particular floor can be detected as an excess load in the lift on arrival at a
floor. Then, the heavy duty floor is moved to the head of the landing call queue, where 1t
will receive immediate treatment Should two heavy duty floors exist simultaneously,
then their priorities would be determined on the basis of their respective waiting times.
The level of the heavy duty floor must be reduced or removed as the unbalanced traffic
disappears. Prionity floors and preferential service floors are given a lower time limit on
the waiting time. The landing call queue is arranged so that the various categories are

ordered, from the head of the queue as follows:

1 Prionty call (Higher level),
30




Chapter 2 Description of hift systems

(3]

Heavy duty call (Level 2),

W

Prionty call (Lower Level),
4 Heavy duty call (Level 1),
5 Long waiting call,

6 Normal call.

Sitkonen [1997] described a similar scheduler which was used in the Kone TMS9000
system. Kone employed an Al system to leam the passenger flow in the building to help
detect and optimise passenger waiting time. The predicted number of passengers 1s used
to favour landing calls with more passengers waiting to landing calls with only a few
waiting passengers. During heavy traffic peaks extra lifts are sent to popular floors
according to the forecast pattern while during light traffic lifts are parked at floors with
the most probable traffic. All landing calls are allocated continuously according to the
enhanced spacing principle where lifts are kept evenly spaced and landing calls are
allocated starting with the landing calls with longest queues and waiting times, and
bypassing landing calls with short queues and waiting times. The passenger traffic flow

detection method 1s further explained in Section 3 2.1.

Thangavelu [1989] descnibed the Otis queue based lift scheduler which used traffic
prediction to estimate the number of passengers waiting at a floor. Lifts are assigned to
floor with long queues on priority basis, thereby decreasing the queue length and waiting
time at the terminal floor and upper floors During up peak, the terminal floor has the
highest priority while during down peak multiple queue levels and the percentage of
waiting time limits are used. The passenger prediction technique 1s further explained in

Section 3.2.1

2.4.4 Weighted relative system response

Another control algorithm similar to the landing call queue scheduler is the use of
weighted relative system response (RSR) Iift car assignment with vanable bonuses and
penalties descnibed by Otis [Thangavelu 1991]. The landing calls are assigned to the hift

as they are received, using initial values of bonuses and penalties to compute relative
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system response factors. The penalties and bonuses are selected so as to give preference to
the landing calls that have remained registered for a long time, relative to the previous
sclected period's average waiting time of the landing calls. Lift travel time to a landing
call 1s expressed 1n terms of various time related penalties {such as the number of stops or
the door dwell time delay). These penalties are added together with other penalties that
reflect undesirable choices for the assignment. Bonuses are given to desirable actions
(such as assigning a landing call to a lift already travelling to a car call at that floor) and
these are subtracted from the sum of penalties resulting in the RSR value. These values
are calculated for each lift and the lift with the mimimum RSR value is assigned to the
landing call. When the landing call registration time 1s small compared to the selected
time penod's average waiting time, the bonuses and penalties are adjusted accordingly so

as to give lower priority than those landing calls with large registration times.

This scheme 1s able to assign calls on a relative basis, rather than on an absolute basis,

taking into account instantaneous system operating characteristics.
However the above scheme has the following disadvantages:

¢ landing calls are all treated equally without regard to the number of people waiting

behind the landing call;

e lifts are all treated equally without regard to the current lift load and the expected lift
load, unless the lift 1s fully loaded.

If as a result of these actions, the hift assigned becomes full, 1t may then be deassigned
certain landing calls and allowed to answer 1ts remarning assignments. To help solve this
problem an Al based crowd sensing system was introduced for lift car assignment. This
involved the prediction of traffic levels at all floors of building at all times of the working
day based on historic and real time traffic predictions, Section 3.2.1 This information is
used to predict the number of people waiting behind the call and the number of people
expected to be boarding and de-boarding at lift stops. Any mismatch between the
predicted spare capacity and the number of people waiting at the landing call then is used
to honour or dishonour the lift in answering the landing call. With more people in the hift

1t will need to stop at a greater number of car calls, so generally increasing the waiting
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time. In the Otis system, a lift load penalty 1s applied that vanes proportionally with the
number of people 1n the lift, but at a lower rate than the function relating the penalty to
the number of people waiting behind the landing call The resulting RSR value 1s affected
by the lift load at the landing call floor, the number of people waiting at the landing call
floor and the number of people boarding and alighting the lift on each round trip. Lift load
and Lift stops are distributed equitably, so as to minimise the service time and the waiting

time of passengers and to improve handling capacity.

2.5 Express Traffic Quantum (ETQ)

The ETQ scheduler [Express Evans Ltd. Reports 1988-1994, Mulvaney and Sillitoe 1992]
developed by Express Evans Ltd. is based on empirical observations. Many years of
development and an intimate knowledge of Iift systems have led to continual
improvements in the scheduling algorithms. The lLift supervisory system includes one
scheduler for all types of traffic in addition to a up peak and parking policy. One parking
policy is used except for up peak traffic where a special parking policy 1s adopted which

gives a higher priority to the terminal floor

ETQ employs two separate operations, namely a quantitative algorithm (QA) and an
expert algorithm (EA). Tables 2 1 and 2.2 outline the operations of the two algorithms.
The ETQ algonthm provides continuous and comprehensive evaluations of all possible
service options, followed by the selection of the final solution which 1s based on the
lowest waiting time, and the lowest match figure which is used to indicate the closeness
of each of the solutions to the previously selected solution. The higher the match figure
the less switching and the more stable the system will be. Only one landing call is
transmitted to a lift at a time, even if more than one landing call is allocated to it, allowing

later reallocation

Up peak 1s detected when the lift load exceeds a predefined limit or when car calls in a ift
leaving the terminal floor exceed a predefined number, During up peak hft parking 1s
concentrated on the lower half of the building, and two lifts are provided at the terminal

floor. The parking policy is tnggered following an interval of nactivity. A building 1s
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divided into bands depending on their priorities and the number of hfls in service. A hift

parking operation will be cancelled 1f it receives a true call

The assumptions made in the ETQ control system work well in practice, as proved by the
many successful installations. However, the enhancement of the accuracy of those

assumptions might achieve better performance, and some examples are listed below.

e The assumption of a fixed travel time between floors will produce errors in the

estimates of expected time of arrival values.

» No use is made of the current speed of the lift (it may be stationary, have reached

maximum speed in erther direction, or be accelerating or decelerating).

¢ Loadmg and unloading times are estimated as fixed values. It is likely that the time to
load or unload will depend on demand, with the respective times being of longer
duration during the up peak or down peak periods. There is also likely to be a
relationship dependent on the load status of the lift. To improve such estimates, an

appropriate prediction system needs to be developed.

e It is assumed that for each landing call answered, two seconds per floor should be
added to the travel time as far as the terminal floor. The estimation of these data could
be mmproved by better prediction of the form of new car calls which result from

landing calls.

o The status of the lift doors 1s not currently taken into account. Knowing the actual
position of the doors will allow mmproved estimates of eta values to be produced. For
example, if the doors are opening, ¢ta values will be longer than those when the doors

are closing

e Stability is measured n terms of landing call assignments, yet the decision whether to
maintain the same assignment 1s probably better represented as a higher-level function
The advantage of this approach is probably best 1llustrated by example Assuming that
a further high-level function is that car calls are answered in preference to landing
calls, the scheduling system may welil be able to defer many cases of instability until

current prionties have been satisfied. This highlights a major problem of systems such
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as ETQ which have knowledge distributed throughout the code, namely that decisions
are taken in 1solation 1n disparate parts of the system. The solution is to combine such
knowledge mto a single, separate module so that global and better-informed decisions
can be made. Such global knowledge bases also have maintenance benefits and can be

more easily configured to suit individual customer requirements.

Each individual improvement of data quality may make only a mmor effect on
performance, and expennmentation 1s needed to assess the improvements in performance

which are available.

The operation of ETQ is known as opportunistic, since scheduling is repeated contmually
in order to react to changes in events as they occur (given that the cycle time is small in
comparison with the critical scheduling time) and, apart from the match figure, the
current system operates on current knowledge alone and has no record of past events.
Opportunism is often employed n problems where little predictive information is
available and 1n such circumstances has a number of advantages over those systems based

upon a priori assumptions as these may become ncreasingly 1nvalid as time progresses.

2.6 Conclusion

In high rise buildings, traffic density and pattern are the man processes that influence the
lift system Traffic patterns depend on building type and occupancy, and so it is important
that the hift supervisory system is designed n a way that 1t is sufficiently flexible to adapt
to changes in operation that deviate from the orniginal design assumptions, as well as being

able to adapt daily to passenger traffic demands.

To maintain control and an even distribution of lifts 1n the building, a commonly used
technique 15 to divide the building into zones and sectors and distribute lifts among them
Each sector is served by one lift and the lift scheduler is replaced by a simple collective
control policy. A second technique uses a scheduler which searches for the best lift
assignment that can be found within the computational interval allowed and the scheduler
is called on a regular basis to allow the assignment to adapt to traffic fluctuations. Other

control policies and services may be added to complement the main lift control algorithm.
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Lift schedulers may be used in conjunction with zoning, especially mn high rise buildings
with a number of floors above thirty. Each zone is served by group of lifts controlled by 2

seperate lift scheduler

Some supervisory lift control systems are multi-algorithmic, in that a variety of
algorithms are available; one for each identified traffic condition. In order to exhibit a
smooth performance under all traffic conditions, an early traffic detection and prediction
system is needed to identify when the control algorithm or policy should be changed. This
gives an added complexity to the lift supervisory control making 1its maintenance more

difficult.

Other lift systems have more than one control strategy depending on the optimising
factors. In practice, these factors may conflict, such as minimising passenger waiting tiume
and energy consumption Different control values may be used to balance assignments
according to certain traffic condition or strategies such as the use of weights, bonuses,
penalties, priorities and threshold values These values have to be set by the hft designer,

the operator or even by another control policy.

The above leads the author to conclude that in order to implement an adaptive lift control
system with the required performance, a sumpler approach should be taken. The
development of one-off systems is made simpler if the lift scheduling system can be easily
configured to suit the building design, can be adapted to specified priorities for lift
scheduling and can adopt particular scheduling strategies depending on traffic conditions.
Consequently, the issue of flexibility must be an important factor mn the adoption and
implementation of new techniques. As will be shown in the next chapter, modern

intelligent lift control systems comprise two main parts

1. The monitoring system which 1s responsible for obtaining the knowledge required by
the lift control system, for prediction and statistical calculations such as passenger
arrival rate. The knowledge is used in the detection of peak traffic periods, and the for
control policy selection which depends on traffic prediction and strategy followed

when there is more than one optimisation goal, Chapter 1.
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2. The real-time hift scheduling system which is responsible for allocating landing calls
to lifts based on data available from the lift system and information provided by the

monitorng system.
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Quantitative algorithm

input data output data
For each of the 16 final solutions:

assigned landing calls

etas* for each landing call

waiting time for each landing call

average waiting time

longest waiting time

number of hfts used

energy used

match to previous solution

lift distribution

lift position

lift direction

contract speed

car calls

landing calls

lift status (in or out of service)

lift assignment of previous solution
landings served by each car

assumptions

Iaft speed is constant at the contract speed

loading time is constant

unloading time is constant

following assignment to a landing call, the lift travels to the terminal floor

following assignment to a landing call, the lift is subject to an additional 2 seconds
delay per floor as far as the terminal floor

operation

for each Lift
generate a free Path
Jor each landing call (real or anticipated)
generate a Path consisting of an eta list
endfor
endfor

Jor each fixed pairing of Paths (AH,BG,..)
produce all Combined Paths keeping only the 4 highest ranked by Merut Figure
endfor

Jor each fixed pairing of Combined Paths (AHDE, BGCF}
produce all Combined Paths keeping only the 4 highest ranked by Merit Figure
endfor

keep 16 Combined Paths as ranked by Merit Figure

Table 2.1 ETQ quantitative algorithm

* eta- estimated times of arnval
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Expert algorithm

output data

input data

A single final solution.

The outputs of the quantitative algorithm
assigned landing calls

etas for each landing call

waiting time for each landing call
average waiting time

longest waiting time

number of lifts used

assumptions

stability 1s measured by the number of landing call assignments which are the same as

that in the previous final solution

operation

select the final solution from the 16 based upon lowest wait, lowest average wauing

time and highest Match Figure.

Table 2.2 ETQ expert algorithm
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Chapter 3

Survey of intelligent real-time lift scheduling

systems

This chapter gives an overview of scheduling and mntelligent scheduling techniques with
particular application to real-time systems. The majonty of published work concentrates
on systems in which a separate off-line monitoring system provides the knowledge that

aids and reduces the complexity of the operations of the real-time scheduling system.

Scheduling can be defined as an optimisation process whereby limited resources are
allocated over time among both parallel and sequential activities, the goal being to
minimise service time and maximise machine use while satisfying constraints [Uckun et
al 1993, Zweben and Fox 1994]. There are two types of scheduling, namely static and
dynamic Static scheduling algonthms have a complete knowledge regarding the task set
and its constraints. Dynamic schedulers have a complete knowledge only of the currently
active set of tasks, but new arrivals may occur 1n the future, not known to the algorithm at
the time it is scheduling the current set, and therefore the schedule will normally change

with time [Stankovic et al. 1994].
Scheduling methodologies fall into two categories
e Constructive methods that incrementally extend a partial solution until it is complete.

¢ Opportunistic scheduling in which rescheduling or schedule repair is performed on a

complete schedule when a change of events occurs that affect the current solutton

The majonty of the artificial intelligence (AI) approaches to scheduling have been
constraint-based search methods, in which constramnts are used to prune the search for a

solution. Zweben and Fox [1994] discuss alternative approaches to rescheduling such as
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backtracking and iterative repair, where repair operations performed on a full schedule

will allow global constramts and optimisation criteria to be evaluated cheaply

In a dynamic real-time system the assignment of all resources has to be completed in a
critical time interval The assignment of each resource is affected by both current and
future resource assignments and heuristics, and therefore a complete schedule has to be
produced in each mterval Dynamic scheduling is required for real-time systems, such as
lift systems, but very few theoretical results are known [Stankovic ef al. 1994} A real-
time dynamic scheduling system is event dnven (for example a new schedule is calculated
each time a landing call 1s 1ssued), typically aided by an off-line prediction system, which

provides the real-time scheduler with the expected dynamic environment conditions.

In the following sections a real-time lift scheduling system 1s taken as a case study The
lift scheduler needs to operate in continuous state space and in continuous time but 1s
normally implemented as a discrete, event driven dynamic system. Moreover, the state of
the problem 1s not fully observable (for example the number of passengers is not
accurately known) and 1s non-stationary due to changing passenger arrival rates [Crites
and Barto 1996] The aims of this chapter are to introduce the relevant Al methods, to
assess the scheduling policies and intelligent monitoring techniques found in the literature
and to discuss their relative mernts, Section 3 1. In addition, the mtelligent lift scheduling

systems found in the literature are discussed and compared, Section 3 2.

3.1 AI methods relevant to scheduling

This section briefly explains the main Al methods used i the intelligent scheduling
systems, namely search techniques, real-time search techniques, reinforcement learning,

neural networks and fuzzy logic.

3.1.1 Search techniques

Search is a traditional Al method for problem solving. The three classical types of
problem that have been tackled by search algorithms are path finding problems, constraint
satisfaction and two player games. Scheduling problems usually fall into the first two

types. In general, a problem space consists of two components, namely a set of states

41




Chapter 3 Survey of intelligent real-time hift scheduling systems

which represent the problem world and a collection of actions that map one state of the
world to another. The task of the path finding model 1s to find a suitable sequence of
operations that map the initial state to the goal state The efficiency of search algorithms
can be measured using the cost of the solution (for example passenger waiting time), the
time required for the search, or the memory required for the search One way to reduce the
complexity of a search is to provide additional knowledge about the problem being
tackled, termed domain-specific knowledge or heuristics [Korf 1988, Rich and Kmght
1991]. One popular algonthm which can incorporate simple heuristics is A* search The
A* search is said to be admissible, that is, it is guaranteed to find a munimal path to a
solution whenever such a path exists, where the determination of the minimal path is
determined by the values returned by a heunstic state evaluation function f. The state
evaluation functton is the sum of two values, the cost of having reaching the current point
in the search tree g and the cost of how far the current point 1s from the final goal 5. The
latter cost can normally only be estimated, but if it 15 never overestimated the solution
will be optimal in terms of g [Mulvaney and Sillitoe 1992, Nilsson 1998] The estimatton
is done using a heuristic evaluator, which 1s generally a function that is imexpensive to
compute and estimates the relative merit of different states relative to the goal [Korf

1990]

Korf [1988] presented research results regarding A* performance in term of the time
required to find a solution which indicated that A* 1s the fastest search algonthm for
finding optimal soluttons, for a given non-overestimating heuristic function. A
disadvantage is that in the attempt to find the optimal solution, the time taken to
determine it will be an exponential function of the number of inputs (such as the number
of landing calls) to the search system. To minimise the effects of this problem, various
solutions have been suggested, one of which 1s to consider sub-optimal solutions as the

complexity of the problem increases [Korf 1988, Rich and Kmight 1991].

Genetic algorithms (GAs) are search techniques based on the mechanics of natural

selection. The central theme of research into genetic algonthms is robustness, its

protagonists claim that results are both more efficient (an investigation of the entire
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search space 1s not necessary) and more effective (results can be produced more quickly

than those for other search techniques) [Mulvaney and Sillitoe 1992).

The pure implementation of the GA merely compares the quality of candidate solutions,
requiring no knowledge of the problem 1itself to guide the search and no estimation of the
distance to the desired goal. However, a number of researchers has developed modified
genetic searches which either use heunistics to determine promising mmtial states or

estimate distances to guide the direction of search.

The operation of the pure genetic algonthm cycle is outlined below.
¢ Select at random a set of initial states from which searching 1s to begin.

o Calculate a state evaluation function for each of the states. According to the values
returned by the state evaluation function, the more promising states are kept and the

less promising are destroyed.

* The remaining states are individually split and collectively combined to form new

states for inclusion 1n the next cycle.

¢ Additional new states are generated at random by mutation for inclusion mn the next

cycle.

Montana et al.[1998] used GAs for ‘complex real-tme scheduling’. The scheduler
descnbed operated on a continually changing field service problem which was sampled at
a period of 10 munutes The scheduler automatically assigned service calls to field
engineers and conflicting preferences often resulted in one or more service calls not being
satisfied. The scheduler 1s able to balance conflicting demands and alert the human
operator to fix the conflict or overnde decisions. The authors demonstrated the success of
the approach by presenting early results which show 60% to 100% resource efficiency

improvements

3.1.2 Real-time search techniques

Real time search normally uses a limited search horizon, that 1s, only a certatn number of

alternative solutions are considered in order to ensure the search ends within a
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predetermined trme imut. Such an approach will be sub-optimal, as the action will be
performed based on incomplete information. The two most widely found real-time search

techniques are RTA* and alpha-pruning.

RTA* is used for mnterleaving planning and execution [Korf 1990]. RTA* commuts to real
world action every k seconds, where the value of & depends on the depth of the search
horizon Each time RTA¥* carries out an action, 1t restarts the search from that point For
each move, the f=g+h value of each neighbour of the current state 1s determined, and the
problem solver moves to the state with the mimimum value. The second best value, that is,
the best among the remaimng alternatives, is stored with the previous state. This
represents the # value of the previous state from the perspective of the new current state.
These operations are repeated until a goal 1s reached. To determine the k4 value of the
neighbouring state, if it has previously been visited, the stored value is used, otherwise the
heuristic evaluator is called. The heunstic evaluator normally employs a mmmum
lookahead algorithm in comjunction with alpha-pruming. The minimum lookahead
algorithm searches forward from the current state to fixed depth determined by the
informational or the computational resources available. Finally, a single move is made in
the direction of the immedrate child of the current state with the mimmum value [Korf

1988, Rich and Knight 1991].

Alpha-pruning uses a plausible move generator to select possible moves. The plausible
move generator is a heurtstic procedure which expands those nodes most likely to succeed
and each plausible option is evaluated by another heunstic function, known as the state
evaluation function, 1n order to rank them. The values calculated by the state evaluation
function are propagated up the search tree and the mintmum ment 1s substituted for the
parent merit figure. At this point, previously unexpanded nodes may become more
attractive and so expansion of these nodes 1s begun in preference to the current direction.
Alpha-pruning extends this approach by abandoning partial solutions which are clearly
worse than already-known solutions and so increasing the efficiency of the search
[Mulvaney and Sillitoe 1992]. If o 15 set to the cost of the first frontier node, then pruning

is performed on all generated frontier nodes (and their children) with costs no less than
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the value of . Such pruning requires that the cost function does not decrease along any

path away from the initial state [Korf 1988].

The quality of the heunistic value effects the speed 1n which a solution can be found. The
algorithm, however, can be used effectively even in the absence of a heuristic function,
for example, when A=0. Minimin lookahead search with alpha pruning 1s an algonthm for
evaluating the immediate children of the current node. The algorithm is run 1n simulation
mode until the best child node is 1dentified, The results are generaily considered to be
more accurate than for example when /=0 but the heuristic function is computationally
more expensive. RTA* provides the next sequence of moves by allowing intelligent

backtracking while preventing mfinite loops [Korf 1988].

3.1.3 Reinforcement learning

Remforcement learning (RL) mvolves learning the mapping of inputs to actions so as to
maximise a numerical reward signal. In unsupervised learning, an agent leamms from
experience generally using trial and error search and delayed reward, whereas supervised
learning 1s performed from examples provided by some knowledgeable external
supervisor. Over a period of time, the RL approach progressively learns to favour the

most suitable actions [Sutton and Barto 1998, Singh et al. 1997].

As 1n the real-time search methods, RL attempts to solve the lack of knowledge of the
environment by providing feedback (reward) from the world state. This agent uses a
modular architecture which distributes the leamning and control task among a set of
separate control modules or agents, one for each goal. Each module learns the optimum
policy associated with 1ts goal without regard to other current goals. The learning process
1s performed by producing an action to execute and communicate to the environment. The
action 1s based either on the current state alone or on the current state combined with a set
of possible actions and the environment responds to the action by providing a reward,
which is passed back to the agent. The statistics governing the transition function and the
reward are normally unknown and therefore the module cannot compute the optimal

policy directly, but must explore its environment and learn an optimal policy by trial and
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error. Information from each module is merged to determine the policy for the combined

task [Whitehead er al. 1993, Crites and Barto 1996].

A neural network is often used to store the reward value function. The action-value
reward function network normally needs to be tramed over an extended period of time
before it gains the necessary experience and converges to a near optimal solution. Unlike
other learming methods, for example GA, where unpromising solutions are pruned, RL
explores such solutions and is so able to learn about suitable actions 1n some states which

have lgh reward value [Singh ef a/ 1997, Sutton and Barto 1998]

3.1.4 Neural networks (NN)

As the complexity of the problem increases, the lookup tables used to represent the state
space become more inefficient with more memory needed to save both the heunstics and
the reward values for the states that are likely to be visited duning the control process. In
addition, lookup tables provide no mechamism for generalising (or interpolating)
neighbouring states, which can result in slow learming To achieve generalisation, neural
networks are often used [Whitehead ef al in Connell and Mahadevan 1993, Crites and
Barto 1996]. A NN is a system loosely based on the interconnection of neurons 1n brains

which 1s able to model and predict real-world situations by leaming by example.

The development of NN systems is radically different from that of other techniques, as no
programming 1s required, The philosophy 1s that the network 1s taught how to carry out its
task by bemng presented with representative examples and their correct interpretation
(termed the fraiming set). The network can then be tested by applying further examples
before being applied to live cases [Mulvaney and Sillitoe 1992].

The apparent simplicity of implementation hides a number of difficulties [Mulvaney and
Sillitoe 1992].

e The size and quality of the traiming set are important in determining the performance of
the network, but no fixed methods exist to help determine an appropriate set of

examples
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o There is a number of types of NN and a number of different learning methods. It 1s

important that the appropriate structure is selected for a particular application.

e There are no strict guidelines which dictate the number of neurons required to
implement a particular solution. If the network 1s too small then the system may fail to

solve all possible examples, too large a network may cause stability problems

However, in many applications the difficulties are outweighed by the benefits and there
are a number of applications in which trained NNs have been applied to real industrial
problems, such as signal processing, complex pattern recognition and classification of
tasks [Boullart et al. 1992] However, allowing the NN to continue training while it 1s
connected to a real system is not commonly accepted practice due to the aforementioned

stability problems [Mulvaney and Sillitoe 1992]

3.1.5 Fuzzy logic

The method adopted for the representation of the world state, whether general or domain
specific, 1s extremely important in the search learning methods discussed above Fuzzy
logic allows not only the generalisation of statistical data and the description of
probability distributions, but also a means of representing expert system type rules and a
method for combining probabilistic data. Fuzzy logic is an extension to normal logic
which attempts to murror the way people think about the problems they wish to solve. In
the same way that people are able to respond to imprecise terminology such as “large”,
“not very large”, or “httle”, fuzzy systems are designed to bring meaning to these terms,
at least in the context of the application under development [Mulvaney and Sillitoe 1992].
However, the appropniate grade of membership of a particular vanable is not always clear

in practical systems.

3.2 Intelligent lift scheduling systems

This section gives a general introduction for the use of artificial mtelligence techniques in
lift scheduhng systems. The section defines the main components of an ntelligent real-
time lift scheduling system, and gives examples of the work described in the hterature

which uses some of the Al methods described 1n the previous section.
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It 1s the task of the hift scheduler to select which of the assignments is most suitable in
order to achieve specific objectives. A Iift only becomes irrevocably assigned to a call as
it decelerates 1n order to stop at an assigned floor; at any other time the lift can be

reallocated as the demands on the scheduler change.

In modern busy high-nise buildmgs a high performance lift scheduling system 1s essential
to respond to the increasing demand for the rapid transportation of passengers within the
building without excessive delays. Many lift companies already use Al in their lift control
systems to minimise passenger waiting time and to improve lift assignment 1n different
traffic modes (for example up peak traffic), to detect the beginmng and the end of peak

periods, and 1n hift car parking policies.

Artifical intelhigence offers new possibilities for traffic forecasting and for optimising
landing call allocation. It can be used to generate the most favourable group control
parameters in response to time-varying traffic conditions. In order to determine the rules
to be applied, a precise identification of the traffic 1s required, which unfortunately is
difficult to achieve during transitions in the nature of traffic and in specific traffic
conditions such as a sudden increase in demand at one or more intermediate floors
[Chenais and Weinburger 1992]. As was found in the survey of conventional lift systems
in the previous chapter, the conventional multi-algorithmic lift supervisory control system
suffers from having little flexibility to adapt smoothly to sudden traffic intensity changes
Modem lift systems need to be able to adapt to different goals, strategies and changes in
building use. The use of Al methods in hft control can allow different goals to be

dynamically weighted as the need changes. These goals may include:
¢ total travelling time,

+ average waiting time,

* maximum waiting time;

» car loading ratio and total transportation capacity;

* energy consumption
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In addition, 1t may be possible to reduce the complexity of determining the optimum route
to the goal state by automatically 1dentifying sub-goals, examples of which are landing

priorities and parking policies

In order to satisfy a variety of goals and dynamucally adapt to changes 1n traffic patterns,
an intelligent monitoring system may be required to assist the real time scheduler. The
monitoring system is responsible for analysing the domain knowledge available about the

building and the traffic, and providing the scheduler wath the following
o The strategy or the objectives that the scheduler must follow

e Long term prediction, including future traffic flow patterns (for example, during the
Friday down peak period) which allow the monitoring system to adopt the most
appropriate strategy. The operation of such a prediction module may result 1n strategy
selection occurring shortly before it 1s normally required, thereby allowing lifts to
adopt a suitable distribution in preparation for the change [Mulvaney and Sillitoe

1992].

¢ Short term prediction of the traffic type. For example, the most probable landing call
or car call for the next state, the number of passengers waiting, the most popular floors,
appropriate prionty floors and the time taken to load and unload lifts [Mulvaney and
Sillitoe 1992].

¢ An evaluation for the current state which helps the scheduler to correct its action, and

suggest alternative solutions.

* Parking policy control to complement the real scheduler and maintain an even

distnibution of lifts among popular floors.

» Lift system status

Figure 3.1 shows an example of an intelligent lift scheduling system of structure typical
of that found in the literature. The intelligent lift scheduling system is divided n to two
main modules. The on line module which 1s responsible for providing an immediate
response and the off line momtoring module in which the lift traffic 1s analysed and

objectives are defined precisely 1n order to allow better rule selection. The separation of
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the definition of the objectives from the reminder of the system allows greater flexibility
of the configuration. The monitoring system may also provide real time calculation (for
example current passenger arrival rate) and lift system status definition (for example door

status) before each scheduling cycle.
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Figure 3.1 An example of an intelligent lift scheduling system.

3.2.1 Examples of lift monitoring systems

The monitoring system provides the scheduler with the information required to determine
the strategy or the objectives that the scheduler must follow. This section describes some
of the methods used in the implementation of the monitoring systems found in the

surveyed literature.

To achieve an optimal call allocation strategy, it would be necessary to know completely
the current and future passenger traffic flows. An intelligent lift scheduler uses the
assistance of a momtoring system which analyses the daily traffic data of the lift system

and compares it with previous analysed data in order to identify general trends in the
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traffic density and distribution. Such information is then used to help in making decisions
based on future expectations. Most of this information can be communicated off-line, that
1s, it need not be synchrontsed with the immediate real-time scheduling solution. Some

examples of monitoring systems are listed below,

o Neural networks have been used for traffic pattern recognition and data reduction, and
also for learning suitable scheduling strategies [Imasaki ef al. 1991, Chenais and
Weinberger 1992, Kubo ef al 1995, Cntes and Barto 1996, Crites and Barto 1998]

o Statistical analysis and the calculation of principal parameters have been used to
identify the nature of passenger traffic which tends to follow a certain pattern that
characterises a certain building. An example of such a statistical technique 1s
exponential smoothing to assess passenger arrival and exit rate [Chenais and
Weinberger 1992, Thangavelu and Pullela 1992, Ujthara and Amano 1994, Sukonen
1997].

» Fuzzy logic has been used to represent combinations of statistical information and
expert system knowledge in the form of rules [Imasaki et al 1991, Tobita 1991, Kubo
et al 1995, Sitkonen 1997].

¢ Genetic algorithms have been applied to parameter tuning 1n multi-objective systems
The parameters are tuned according to the changing environment and strategy selection

[Tobita 1996].

The monitoring system 1s normally implemented as a set of rules which 1s used by the

scheduler in the calculation of the cost function required for the solution path.

In an off-hne prediction system produced by Otis [Thangavelu and Pullela 1992,
Thangavelu Aug. 31, 1993], the learning method had the abihity to adapt to changes in the
building’s operational charactenistics The authors used a prediction methodology to
produce models capable of learning the best prediction factors for controlling the lift
system. The prediction simulation is part of an automated learning system which also
includes both an evaluation system and a learming system. The resulting system is an

adaptive controller which 1s responsive to vanations in traffic patterns 1 a building, and
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1s able to select the models and parameters to be used in the traffic prediction system. The

prediction results are then used to aid the following operations:
¢ to detect the start and the end of a peak traffic period,

e to intelligently group floors into sectors, ideally so that each sector has equal traffic

volume;

¢ to determine the number of passengers waiting behind a landing call and assign a
higher prionty to those floors where larger numbers of arriving passengers are

predicted;

¢ to vary door dwell time at each floor based on the predicted number of people boarding

and de-boarding at that floor.

The methodology provides the capability to adapt to changes in building operation by
estimating a number of characteristics. These include computing the best prediction
model using a smoothing algonthm, finding the best factoring coefficients for combining
real-time and historical predictors, determining the best data and prediction time 1nterval
lengths to be used and calculating the optimum number of lookahead intervals (for real-
time predictions) or lookback intervals (for historic predictions) to the extent applicable to
the prediction model. The authors describe an example of data which recorded landing
calls at one minute ntervals over a pertod of 20 days. Simulation experiments are
conducted separately for boarding and de-boarding at each floor. Experiments were
conducted separately for up peak, down peak, mid day and other periods, and from these,
the results for several sets of expeniments were derived, each set being applicable to one
floor, one traffic pattern, one time period, different prediction models, data and prediction
intervals, prediction coefficients, lookback days and lookahead intervals. The simulation
results were analysed and suitable statistics obtamed, for example the sum of the square
of the prediction errors of each interval was computed for the prediction period for that
day. Those results with the smallest associated error values were selected. The
combination of prediction methodology and prediction parameters was applied over a
number of subsequent days for each relevant peniod The expenment was run

approximately once each week in order to determine and learn the latest best applicable
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models and parameters. This method was claimed to provide better prediction and the Iift
system using 1t showed an improved performance with respect to earhier systems,
including a system that used a fixed number of floors for sectoring Although the patents
described the predictton method used as an Al method, statistical forecasting methods

were used, such as moving average and exponential smoothing.

Snkonen and Leppala [1991] describe a method used by Kone to predict traffic situations
based on statistical forecasts. Exponential functions are used to represent passenger
arnival and exit rates at each floor, which are stored in a database. The local and total
volumes of the passenger traffic are based on continuously measured lift loads, photocell
signals and both the call and hit status. The traffic patterns are recognised according to
the traffic volume, intensity and its distribution n the buildimg Values for incoming
traffic from entrance floors, outgoing traffic to entrance floors and inter-floor traffic
components are calculated from the traffic forecasts. Rule based programming with fuzzy
logic 1s utilised to determine traffic types and, as a result, 25 different traffic types were
defined, in a way that shows not only the mam peak traffic periods (such as up peak) but
traffic patterns such as heavy incoming and heavy outgoing demands were identified.
This method 1s an example of using fuzzy logic to represent combinations of statistical
mnformation regarding traffic volume and intensity to define traffic transitions, but also to
prevent abrupt changes in performance which may result from altering the scheduler’s
goals, The knowledge of traffic type can be used in conjunction with the real-time
scheduler to trigger the approprnate strategy and to adapt to the change in traffic patterns,

for example 1dentifying priority floors and varying door dwell time accordmg

Hitachi [Tobita ef al 1991] has produced an off-line strategy selection module in which
the client chooses the preferred strategy to follow that day or during a certain period. Lift
assignments are based on the calculated cost found by evaluation function for each lhift
car. The cost 1s tuned using strategy selection parameters to suit the client requirement.
The strategy model is implemented using fuzzy logic, an expert system and a hft
simulator. Fuzzy logic is used to provide priority rates, transform coefficients based on
the user’s specified objectives and both building and lift specific information. An example

of a fuzzy rule is, IF traffic is medium THEN a transform coefficient of the number of
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passengers 1s small These data are supplied to a control method decider (strategy
selector). The control method decider consists of an expert system and a simulator. The
simulator is used to simulate lift movements and return the results of each control method
to the multi-target decision-making unit that evaluates the results and produces the chosen
policy. The simulation must be carried out for a long sequence to be able to follow the
traffic flow changes for 1 or 2 day periods. The chosen policy is displayed along with the
simulation results and the elevator operator (a person) decides whether a satisfactory
result has been produced. If the result is satisfactory, the scheduling method 1s sent to the
lift supervisory controller, otherwise the procedure is carried out again to determine an
alternative strategy. Tobita et al {1996] briefly discussed the use of lill climbing method
with the simulator as part of the tuning and evaluation function The authors explained
that for a multi-objective Iift system the search takes longer and heuristics are needed to
lmut the search Rich and Knight [1991] define the Al climbing search as a variant of
generate-and-test in which feedback from the test procedure is used to help the generator
decide which direction to move in the search space. Heuristics are used to evaluate each
state and the best state ts chosen. Hill climbing differs from A* search in that 1t rejects all
other states which means they will never be considered. Another multi-objective lift
control system developed by Hitachi is described by Tobita [1996] and uses genetic
algonthms to change the control settings according to floor utilisation. The method is
argued to be dafferent from other parameter tuning methods such as fuzzy logic and NNs
which focus on the entire building In the Hitachi system, the number of tumng
parameters is around 50, while only 1 parameter was used with hill climbing and 4
parameters were used 1n the heunstic search, The tuning parameters are evaluated using a
lift simulator. The authors claim that the tuning process is performed on-line but there 1s
no indications given of how long it takes to perform the search The latter method has an
advantage over the former method in that 1t is less dependent on human efforts. Both
methods are examples of how the operations of strategy, goal selection and goal

evaluation are often separated from the real-time scheduler.

Kim et al. [1995] descnibe a two stage fuzzy inference mechanism used to determine the

tuning parameter in a multi-objective system where average waiting time, long wait
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probability and power consumption determine the cost evaluation function The first stage
includes calculating the degree of importance of each of the optimisation objective factors
according to the traffic pattern (up or down) and the second stage adjusts the weight
according to the evaluation function The authors claim that the system performance
showed improvements with respect to conventional methods due to the ability to
dynamically change parameters rather than leaving these pre-set by the building operator

and the results of simulated traffic conditions.

Another Lift control system using fuzzy logic is described by Kim ez al [1998]. Fuzzy
logic 1s used for traffic classification, strategy selection and hift assignment. Eight
different traffic types are defined for different times of the day. The performance
measures (optimisation goals) are average waiting time, the percentage of landing call
waiting times greater than 60s and the number of lifts moving in a unit time is used as an
energy consumption measure. The lift system manager is required to set the importance
levels of these optimisation goals according to the time of the day and traffic type. The
defimtion of traffic type depends on the fuzzy inference (based on traffic features and the
time of the day) and a predefined constant that protects against oscillation between traffic
modes, however no information 1s provided on how this value is calculated The cost
evaluation function used in lift assignment 1s determined using a fuzzy model based on
the assigned importance level and features such as landing call waiting time and
maximum waiting fime, hence increasing the tuming capability to reflect changes
demand. The authors claim a performance improvement over the results produced by
other lift systems (for example the lift system given in [Kim et al 1995]). A special
emphasis 1s given to the manager’s facility for changing the optimisation factors, however
a method such as that used by [Siikonen 1997] is less dependent on the need for human
mntervention, where the scheduler mode of operation dynamically changes according to

the traffic type.

Toshiba [Imasaku ef a! 1991, Kubo et af 1995, Nakai et al. 1995, Imasaki ef al 1995]
incorporate a fuzzy neural network 1n the implementation of a forecasting mode] and a
performance tuning function that utilises the forecasting model 1n order to search for the

optimal control parameters which give the best system performance in the present traffic
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condition. The fuzzy neural network is shown 1n Figure 3.2, where each 1f-part network
stores membership functions for an input variable (control and traffic information) and
each then-part network stores an equation regarding the output (predicted waiting time) of
the fuzzy rules. The reasoning network stores data regarding logical relations between the
condition part and the conclusion part of the fuzzy rules The predicted passenger waiting
time 1s then used to choose the optimal control variable used by the lift scheduler A
simulator was developed to verify the facility and support the design of the forecasting
model The predicted and actual waiting time distributions were similar and the system
showed a 10% improvement 1n long waiting rate when using the adaptive parameter
tuning model. The authors state that further investigation and analysis of the field
operation are planned to validate the system and to develop a system which has better
adaptation to user needs. A development of this work could be to use NNs in the
implementation of a completely autonomous lift controller by tuning control parameters

according to traffic flow.

Mitsubish1 {Amano and Yamazaki 1995] used NNs to identify the change in traffic flow
n real-time, and its mputs are obtained from land sensors to estimate the number of
passengers entering and leaving lifts. The gathered traffic data are used for tramning the
NN at regular mtervals m order to classify traffic in response to the number of passengers
entering and departing the lifts in either direction. The scheduler is thus able to adapt its
policy according to the 1dentified traffic type. Simulation results showed a 10% reduction
1n passenger waiting time and a 20% reduction in long waiting rates in comparison with a
conventional lift control system. The above paper 1s a good application example of the
use of a NN 1n real-time traffic classification. However, 1t is not known whether this

system has been used 1n practice.
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Figure 3.2 Fuzzy neural network configuration [Imasakii ef al. 1991].

Mitsubishi [Amano and Yamazaki 1995] used NNs to 1dentify the change in traffic flow
in real-time, and its mputs are obtained from land sensors to estimate the number of
passengers entering and leaving lifts. The gathered traffic data are used for training the
NN at regular intervals in order to classify traffic in response to the number of passengers
entering and departing the hifts in either direction The scheduler 1s thus able to adapt 1ts
policy according to the wdentified traffic type. Simulation results showed a 10% reduction
in passenger waiting ttme and a 20% reduction in long waiting rates in comparison with a
conventional lift control system. The above paper 1s a good application example of the
use of a NN in real-time traffic classification. However, it is not known whether this

system has been used tn practice.

Several methods of estimating passenger entry and exit rates have been patented,
including Sattar ef al. [1993] and Sirag [1993] who used weight, car calls, landing calls
and hift car stop signals as inputs to a fuzzy logic system. Siikonen [1997] used photocell
activations and load sensor readings as inputs to a system designed to count passengers.

Computer vision was also used by Mehta et al. [1995]. The above systems would require
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expensive modification to a system currently installed, and therefore a method which 1s
able to derive the number of passengers from information normally available in the lift
systems is preferred. For example, using the formula to calculate RTT (Section 2.2 3) and
where the number of stops a lift makes during RTT is known could be used to calculate
the number of passengers. However, 1n practice, the values of several parameters are not
actually known, such as the relation between contract capacity and the number of

passengers and the percentage of a floor currently populated [So et al.1994].

Chenais and Weinburger [1992] describe a lift simulator developed for Schindler which
mcorporated a traffic module to aid 1in the simulation of car journeys and passenger

movements and to provide an evaluation module with factors concerned with passenger

passengers
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Figure 3.3 Lift system described by [Chenais and Weinburger 1992].

traffic (for example passenger average waiting time), Figure 3.3. The traffic module

supplied the simulator with the likely number of passenger waiting at a floor and their
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possible destinations. The evaluation results, further assisted by the situation module, aid
the real time scheduler in choosing an alternative solution (scheduling strategy). The real
time scheduler used a search tree which will be further explained in the next section The
work emphasised the need for a clear identification of objectives and the use of evaluation
to obtain system optimisation rather than depending on traffic pattern identification.

However, no comparison results were given.

In Al, prediction 1s normally considered as a part of the general learning problem. Many
leaming techniques are still in the research stage, but there 1s a number of techniques
which are sufficiently mature to consider in the context of lift scheduling [Mulvaney and

Sillitoe 1992].

A general concern when implementing any prediction system 1s to determine which
events are actually worthwhile predicting. For example, the prediction of landing calls
and the distribution of car calls may be far more accurate during the up-peak period than
during periods of low traffic volume Dunng the latter periods, it is even possible that
scheduling performance may be impaired by using the additional data, and hence the
mtelligent monitoring system will need to be sensitive to which strategy 1s currently being
operated by the scheduler so that prediction can be used appropriately [Mulvaney and
Sillitoe 1992].

The above research examples define the main components of the intelligent hft
scheduling system shown in Figure 3.1. Parts of the l1ft monitoring system may need to
operate 1n real time, such as real-time prediction and evaluation, A lift simulator may also
be used as part of the evaluation module. The real-time scheduler may be complemented
by other policies such as parking and up peak policites which are triggered according to

traffic flow. The next section gives examples of the real-time scheduler for this system,

3.2.2 Examples of Real-time lift schedulers

Dynamic scheduling schemes continuously observe the traffic change and produce a new
schedule either on a timely basis or 1t may be triggered by an event, for example a new

landing call or car call. In general, the ift scheduler will need to follow common rules,
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such as the hift must not change direction until all passengers currently in the hft are
transported to their destinations. One of the most critical measures of a scheduler’s
performance is its action during up peak traffic. The scheduler performance can be
assessed both in terms of the quality of service measured by the frequency of lift car
arnvals at the terminal floor and indicated by the average value of either the passenger
waiting time or the passenger journey time and the quantity of service measured by hft
capacity consumed to serve a spectfic set of calls and indicated by the total journey times
of all the cars. The scheduler must balance this effect against the corresponding reduction
1n the number of passengers per car as the trip time is reduced, and its effect on the overall

waiting time [Barney and dos Santos 1985].

There are different methods by which the prediction data can be used to simplify and
speed the task of finding the best assignment. Some schedulers consider only new landing
calls at each schedule [Tobita et al. 1991, Sukonen 1997]; the effect of the new
assignment on the old assignment 1s calculated but it 1s difficult to forecast the arrival
time and tnp time. The ACA (Adaptive Call Allocation) [Barmey and dos Santos 1985]
introduced floor destination buttons to overcome this problem while Sitkonen [1997] used
simulation of future events according to measured traffic flow. In some real-time
schedulers, the first priority is to produce a schedule promptly mn response to an event,
and in such cases the scheduler 1s partly an event dnven scheduler and partly a time base
scheduler which gives the overall global evaluation of the current state and produces a

schedule or a correction action [Hadavi1 1994].

If only the passenger waiting time is considered as a performance objective, then the
evaluation function is usually measured by calculating how long a landing call will be
waiting 1f answered by a lift, that is the time interval between pressing the landing call
button and the time when the assigned lift opens 1ts door [Sitkonen 1997]. Kone [Sikonen
1997] modified the usnal collective control scheduling principle by introducing dynamic
optimisation. The resulting system was an event driven scheduler using an optimal

routing algorithm to reduce the number of route combinations in the search for a schedule
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in steady state For N calls, the algorithm starts 1ts decision tree* with landing call N,
followed by N-1 calls. Landing call N is the landing call furthest 1n the lift travel direction
and landing calls are allocated clockwise from floor N. The allocation starts from the
lowest landing call and continues to the highest landing call, and the hfts travel around
the building answering up landing calls and then down landing calls. The assignment of
call N remains unchanged while assigning N-1, but the effect of assigning landing call N-
1 on landing call N 1s considered when the cost function 1s calculated. Without forecasting
future landing calls, the algorithm sometimes leads to local optimum, because landing call
times at the end of the route may change as new landing calls arrive. The author
introduced a method of future event prediction using the simulation of future states in
calculating the cost function to evaluate the consequences of an assignment. In the
beginning, the intermediate stops of the lift are not known, but after the scheduling cycle
they become fixed. The allocation then starts with the new intermediate stop information,
and the cycle is iterated until the allocations to the cars remain unchanged The average
waiting time was used as an optimisation goal and the author claims that simulation
results have led to an improvement with respect to the ACA scheduler However, the
author indicates that the algorithm still suffers from the fact that 1t does not always find
the global optimum for route combinations. The method appears to have been tested only
in simulation as the author states that the simulation of future events requires too much
computation time for a real-time system. Constdering new landing calls only is one way
of reducing the search space However, it is difficult to simulate all future consequences

Simulation may assist in the evaluation of the current state as by simulating future state as

shown in the previous section

The Mitsubishi AI-200 [Ujthara and Amano 1994} also uses the principle of giving
prionity to the assignment of new landing calls. It incorporates an expert system using
fuzzy logic rules for hft assignment with multiple strategy selection. The scheduler
applies a set of rules which take into account estimated times of arrival of lifts and the

floors where landing calls are expected. An example of a fuzzy rule found in AI-200 1s;

* Representation for concepts used for data classifications [Rich and Knught 1991]
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IF there is a landing call registered on an upper floor AND there are a large number of
cars ascending towards the upper floors THEN assign one of the ascending cars on the
basis of estimated time of arrival. This approach prevents all lifts from being assigned to
upper floors. The terminal floor 1s supphed with destination buttons and each hft has a
destination screen showing the areas each Iift service. This method is used instead of
zomng as the authors explain that zoning may have unsatisfactory results when one of the
zones 1s much busier than others. No information was given on how the future state was

predicted nor how the multiple strategy selection was achieved.

A version of A* search was used by Mehta et al [1994] and Mehta et al. [1995] in a lift
scheduler which had the advantage of estimating the number of passengers waiting behind
a landing call by using a computer vision system for counting passengers. The cost
evaluation function was chosen to reflect the speed with which the passengers were
transported and the search was directed towards the highest calculated cost. The search
tree branched according to three hift moving states: up, down and stop. The cost
calculations were dependent on the passenger’s direction of travel and on whether the
passengers were waiting at a landing or 1n a hift The best move is decided using a look-
ahead search. The depth of the look-ahead search depended on the number of lifts and
floors in the bwlding. Limited look-ahead was preferred to exhaustive search as future
assignments may need to be altered in response to changing traffic conditions. The results
obtained using single step look-ahead search was compared to a conventional (collective
control) lift control system and a performance improvement was found, especially during
periods of random traffic. The algorithm showed a performance similar to that of a
conventional lift system dunng up peak, as in such traffic conditions the number of
passengers waiting at the terminal floor has little impact on hft movements, and the
behaviour is likely to be similar to that of the collective method In order to extend the
look-ahead search without incurring a sigmificant computational overhead, the authors
suggested running the system to learn patterns using pattern classification and clustering
techniques, so that future decisions can be made more quickly. The pattern classifier
achieved an accuracy of decision of around 87%. This work shows the advantage of a

vision system for passenger identification to improve data quality. However, it 1s not
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described m detail how the A* search was implemented and, in particular, whether

limiting the algorithm to a single step look-ahead search affects its optimality.

Schindler [Chenats and Weinberger 1992] used a tree search in which each branch of the
tree corresponded to the assignment of a lift to serve a landing call. The search provides
an initial solution following the action of a collection of rules drawn up from previous
experience. The search for alternative solutions is carned out using alpha prumng,
Section 3.1.2, and 1s continued for a period of time determined by the configuration of car
and landing calls. The solution is moderated by an analysis of the configuration resulting
from the simulation, for example the solution would be rejected 1f the lifts were tightly
grouped. This approach is one example of the use of simulating future events as part of
the evaluation process, but no information 1s presented regarding how the search tree was

constructed.

Crites and Barto [Crites and Barto 1996, Singh et al 1997, Cnites and Barto 1998, Sutton
and Barto 1998] used a team of RL agents, each of which 1s responsible for controlling
one [ift car. The advantages of the technique are the ability to perform both with and
without models of the system and that the team of RL agens can be used on-line as well as
off-line, focusing computation on areas of the state space that are likely be visited during
actual control. Omniscient reinforcement 1s used duning the design stage to make use of
the knowledge available with the aid of a lift simulator, such as how long each passenger
has been waiting. Once the controller 1s mnstalled 1n a real system, any fine tuning must be
done without the benefit of this extra knowledge. A NN 1s used to save the reward values.
The authors claim that the results surpass the best of the heuristic hft control algorithms,

for example a sectoning based algorithm The following points arise from this work

o It 1s not clear which constramts are required for generating the action-value reward
function The system was tested for down peak and some of the rules used are only
suitable for the down peak control policy, such as an empty lift can not park at an
empty floor and a lift should prefer travelling in the up direction to avoid bunching at
the bottom floors. The constraints are used to limit the number of actions an agent is

able to perform.
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» In a decentralised RL system, each agent faces added stochasticity and nonstationarity
because its environment contams other learning agents. Cooperation has to be learned
indirectly using the global reinforcement reward signal. Although the work discusses
the use of a parallel implementation of an RL system in which the agents use a central
set of shared networks allowing them to leamn from each other’s experiences, this
normally results in the agents leaming an 1dentical policy In fully decentralised
implementations, the agents have their individual networks, allowing them to

specialise their control policy.

¢ In order to produce the desired performance, the NNs must be trained with a suitable
large data set. Training was required for four days of computer time, corresponding to

about 60,000 hours of simulated time.

* The way the state was encoded into input units of the NN was found to be cntical to
the effectiveness of the leaming In a decentralised RL system performance degrades

as agents recerve less state information

¢ The weights of the NNs can become unstable, their magnitudes increasing without
bound This 1s likely to happen when the learming algorithms make updates that are too
large. This can happen when the learning rate is too high, the network inputs are too

large (for example 1n very heavy traffic situations}, or both.

¢ Assumptions were made for lift system dynamics such as travel and load time rather

than using actual values.

To maintain a global view, the lift scheduler needs to keep close contact with changes in
the environment. One way in which this can be achieved is by implementing an off-line
scheduler which aids the real-time scheduler by providing complete schedules as
alternative solutions. A scheduler can also learn from experiences of earlier decisions by
providing feedback of updated information from the environment in response to an action.
It is apparent that both the quality and quantity of data provided are important in
achieving good scheduling performance. Such data are required in order to generate an
accurate representation of the current state and to provide sutable information to be used

in the production of heuristics for the prediction of future events,
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3.3 Conclusions

In this chapter a survey of modem lift systems has been given to help identify the main
1ssues relating to hift scheduler performance. Although a suitable real-time scheduling
algorithm needs to be chosen so that lifts can respond to passenger requests in such a way
as to transport them quickly and efficiently to their destinations, 1ts performance 1s
dimimshed by the unpredictability of traffic patterns. This missing knowledge makes the
task of providing optimum real-time decisions by the scheduler impossible 1n practice.
However, the better the quality of the data provided to the real-time scheduler, the better
will be its performance. This 1s recognised in the literature, 1n which the majority of hft
schedulers are implemented as combinations of a real-time scheduler and a lift momtoring
system. The real-time scheduler needs to be able to respond within one calculation cycle
to landing calls in order to achieve mmmumum possible waiting time Perhaps due to
commercial constraints, hittle detail regarding the internal working of real-time schedulers
is available 1n the literature [Crites and Barto 1998]. However, one general method that
appears to be becoming more common in modern lift schedulers 1s the incorporation of
sophisticated assignment algorithms rather than the conventional approach of assigning
lifts to zones, in which each lift travels within 1ts zone answering the nearest landing call
in 1ts travelling direction. Examples of new algorithms were found for heunstic search
and RL. In the case of RL, recent results appear promising and the incorporation of
predicted knowledge into the decision-making operations of individual RL agents might
enhance real time performance. However, the reinforcement learning system would need
to be tramned 1n advance on known simulated data with full knowledge of each passenger
waiting time. Most of the literature concentrates on the development of monitoring
systems to supply relevant data to the real-time scheduler, such as traffic 1dentification
and classification, counting the numbers of passengers and parameter tuning to achieve
multiple objectives. Improving the quality of data reduces the assumptions that need to be
taken and allows the scheduler to produce better informed and more appropnate

decisions.

It 1s apparent that to achieve an optimum call allocation strategy, it would be necessary to

know not only the current passenger traffic flows but also those that will occur in the near
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future. Clearly, 1t 1s only possible in practice to predict future traffic flows and the role of
a monitoring system 1s to support the real ime scheduler by supplying timely and relevant

information which s derived from the available traffic data.

Based on the findings of the Iiterature search, it is apparent that a combination of a
suitable real-time scheduling technique in conjunction with an appropriate monitorng

system 15 likely to prove the most appropriate direction for this research.
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Chapter 4

Introduction to the intelligent real-time lift

scheduling system

This chapter introduces the characteristics of the proposed intelligent lift control system
This includes the need for a hift simulator as an essential part of its development and the
need for a realistic passenger traffic model as part of a lift monitoring system which
provides relevant information to aid the real-time scheduhng system. Figure 4.1 shows

the proposed intelligent Lift control system.

Traffic analysis 1s the first step towards building the intelligent lift system, to provide the
arrival profile for a bulding and the statistics of call distnbution Section 4.1, Discusses
traffic models that are used to drive the hift simulator as well as using them as histonical
examples for the monitoring system. Sectton 4.2 discusses the need for the construction of
a lift simulation, such that when random calls are 1ssued the model will simulate the Lift

operation, considering all the possible operation details and restrictions involved.

Al methods offer new possibilities for traffic forecasting and optimal or near-optimal
landing call allocation They are used to generate the most favourable control parameters
in response to time-varymng traffic conditions. Based on the analysis of the lift systems
(chapter 2) and modemn intelligent approaches used for their control (chapter 3), the
conclusion is that there 1s a need for a lift control algorithm that is adaptive to changes
both 1n the design requirements and in traffic patterns, which provides a real-time
response, and is both reliable and stable When choosing a suitable method for the real-
time scheduler, the speed, optimality and rehability of the method are important. For
example, stability and reliability may become a problem when using neural networks.

Section 4 3 discusses why ntelligent search was chosen for the real-time scheduler
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In scheduling problems, the selected solution will depend on the quality and availability
of data provided to the scheduler In particular, inaccurate data or poor estimates of values
can cause the scheduler to choose the wrong solution. A monitoring system is required to
provide the lift scheduler with information regarding lift status, passenger arrival rate and
the detectton of peak traffic periods. Section 4.4 introduces the lift montoring system

used 1n this project.
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Simulation and traffic Monitoring system Real time control
modelling

Figure 4.1 Proposed intelligent real-time lift system.

To assess the performance under realistic circumstances, the intelligent li1ft control system
implemented by the author 1s compared to that of the ETQ scheduler (Section 2.5) which
is currently used in the Kodak building [Appendix A], with the comparative average
passenger waiting times being taken as the principal performance measure. A software
implementation of the ETQ scheduler 1s also used to venfy that the characteristics of the
lift simulator conform to those of the actual system. The intelligent l1ft scheduling system
simulation results were performed on a PC with 486/5x86 processor operating at

133MHz. The software 1s implemented in this work using MATLAB and C language.
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4.1 Modelling of passenger movement

The analysis of the distnibution of passengers arnving at a given floor requiring to use a
lift falls in the domain of queuing systems [Gross and Hams 1974]. The hterature
indicates that by generating a random number from a suitable Poisson distribution the
time of arnval of the next passenger arrival can be estimated [Peters and Mehta 1996].
This imples that the probability distribution of the time intervals between passenger
arrivals will be exponential. In the current work, it has been possible to assess such
theoretical assumptions as access has been obtained to real lift installations and relevant
data have been gathered directly. However, passenger information 1s not available directly
at a hft installation, as only data relating to passenger activities monitored by the lift
system can be recorded. Hence, 1t was necessary to carry out further processing work on
these data n order to produce an appropriate model to estimate the distribution of
passenger arrivals simulator [Hamdi and Mulvaney 1998). This model provides the lift
simulator with the required daily traffic flow. Car calls are modelled using actual car calls
ansing from the actual landing calls. In addition, other models of traffic are derived to be

used as a historical database for the lift monitoring system.

4.2 Lift Simulator

A lift simulator needs to be a discrete event, fixed-time increment, dynamic, stochastic
simulation of a group of lifts [Galpin and Rock 1995]. Lift simulators are developed for
two principal purposes, namely to aid the design of new lift installations and to assess the
relative performances of alternative scheduling strategies. The current work falls into the

second category [Hamd et al 1995].

The first 1ft stmulators were built in hardware; modern software systems bring flexibility
to lift simulation. As well as aiding the understanding of the effects on the lift system of
different traffic patterns, a lift simulator allows potential customers to view the
performance of proposed lift installations. At the design stage, a simulator may aid n the
selection of the number of lifts which will provide sufficient handling capacity under the
control of a suitable scheduling system, while mammtaming efficient building space

utilisation. In buildings whose function may alter during their hfetime, a lift simulator
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enables the development of an adaptable control algorithm to provide flexible efficient

transportation under a variety of operating conditions.

A simulation of a lift system was produced by Hummet et al [1978], a software
implementation was developed by Lustig [1986] and a discussion of their relevance and
use in the development of lift systems can be found in Barney [1988]. Simulation has
been used n the planning of hift groups by Sukonen and Leppala in Sirtkonen [1991] and
1t was proposed by Sukonen [1997] that the performance of a hft scheduling algorithm
can be investigated using a simulation of lift dynamics. Galpin and Rock [1995] produced

a prototype simulation tool to assess the need for such a tool by designers of ift systems.

The conventional way of calculating the performance of lift systems is based on
probability theory in conjunction with simplifying assumptions. For example, during the
up-peak period, most calculations assume evenly populated floors, transportation of the
same average load mn each hift car from the ground floor and equal interfloor heights

However, as explained in Chapter 2, the calculated INT (the average time between
successive lift arrivals at the main floor with hifts loaded to any level [Barney and dos
Santos 1985]) and handling capacity do not give adequate information for all traffic
patterns and a lift simulator 1s required to produce a more accurate description of system
performance under different traffic patterns, building specifications and using different
scheduling algonthms. Using a lift simulator, different patterns of traffic can be tested and
goals such as minimising waiting or journey time can be monitored to optimise scheduler
performance and to produce an effictent building design in terms of serving shops,
restaurants, or entrances. For example, simulation results have indicated that there 1s no
direct connection between INT and waiting time [Sukonen 1997]. INT depends on the
number of lifts and lift capabilities, while in addition to lift performance, waiting time
depends on passenger arrival patterns and, particularly at peak times, the performance of

the scheduler.

In Chapter 3, examples were given when rapid data processing by a simulator allowed 1ts
use as a part of a traffic monitoring system which observes traffic fluctuations and feeds
back an evaluation of the current state to the scheduler or helps 1n selecting the most

suitable scheduling strategy.
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4.3 Intelligent real-time lift scheduler

The proposed real-time scheduler will need to be able to respond within one calculation
cycle to landing calls in order to achieve mmimum possible waiting time [Hamdi and

Mulvaney 1997].

Heuristic search techniques are the most suitable to achieve the task of finding suitable
paths of sequences that map the initial state to the goal state The efficiency of search
algonthms can be measured using the cost of the solution, in this case waiting time
[Hamd1 and Mulvaney 1997]. One popular algorithm, explained in Section 3.1.1, which
can incorporate simple heuristics is the A* search. The disadvantage of A* 1s that the
search grows exponentially with the number of landing calls and so the calculation of a
solution may take longer than the cycle time to find the optimum schedule. However,
since A* is the fastest algorithm for finding optimal solutions [Korf 1988], this problem
may be lessened by providing a good heuristic function and high data quality

incorporating load information, door status and landing call waiting time.

Real-time search techniques appear to be suitable for more critical cases, as they use a
limited search horizon. That 1s, only a certan number of alternative solutions are
considered m order to ensure the search stops within a predetermmed time limit. Since
decisions are based on limited mformatton, an imitially promising direction may appear
less favourable after gathening additional information n the process of explonng it, thus
motivating a return to the previous choice point [Hamd1 and Mulvaney 1997]. Both RL
and RTA* methods (Sections 3.1.2 and 3.1.3) need to maintain close contact with the
state environment which reflects on their judgements and actions. However, in the case of
RL, the agents build up experience with time which eventually allows them to explore all
possible states In order to gain the required experience, the RL system would need to be
trained 1 advance, and for a sufficient simulation time, on known simulated data with full
knowledge of cach passenger waiting time plus several other stability and reliability

issues discussed 1n Section 3.2.

RTA* is a modified version of A* for real time systems, designed for use when

information about the cumrent and future states 1s mcomplete and a decision has to be
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made 1 cntical time under those circumstances. Rich and Kmight [1991] give an example
of the task of navigating between rooms in an unfamiliar building. The search horizon 1s
limited by how far the search can progress at any given time. RTA* can make progress
towards the goal state without having to plan a complete sequence of solution steps mn
advance. The idea 1s to take steps in the physical world in order to see beyond the
horizon, despite the fact that the steps may be non-optimal. The key difference between
RTA* and A* is that in RTA* the ment of every node is measured relative to the current
scheduler state. Hence, the 1nitial state 1s irrelevant and the g value presents the cost from
the current state to the next state rather than from the initial state [Korf 1990]. This
algonithm 1s useful when a single goal is defined, such as a robot navigation, and where
small steps can be more useful than continuing to a large depth, thereby following a

policy of least commitment.

However, lift systems have well defined search honizons in terms of actual and anticipated
landing and car calls. The missing knowledge can be predicted to help in the process of
searching for the optimum schedule, and the search result would be optimal in terms of
the waiting time for the current state. However, as new calls arnve, the scheduler has to
conduct a new complete assignment by search. In lift systems, only the first assignment of
each lift 1s required at the end of each search and the goal 1s to achieve the mimmum cost
n terms of waiting time to answer all landing calls. Although the future state of the Lift
system 1s not fully defined, the current state is well defined especially when accurate data
sources are used. The assignment of any landing call with respect to the assignments of all
landing calls must be achieved with respect to the initial state, and the deeper the search

the better the resulting assignment.

Another version of A* search 1s the iterative deepening A* (IDA*) [Korf 1988, Korf
1990, Russell and Norvig 1995] which is similar to depth-first iterative deepening
illustrated 1n Figure 4 2, with the difference being the cut-off criterion 1s changed from
being pre-set depth to a path cut-off when the cost exceeds a predefined value of £ IDA*
starts with an mmtial threshold equal to the heunstic estimate of the distance from the
initial state to the goal. Each iteration of the algorithm 1s a pure depth-first search, cutting

off branches when the f value exceeds the threshold. The search continues until all nodes

72




Chapter 4 Introduction to the tntelligent real-time lift scheduling system

inside the contour for the current f cost are opened, and terminates 1f the goal state 1s
found. Otherwise, the threshold 1s increased to the minimum f value that exceeded the

previous threshold, and another complete depth search is started from scratch.

depth limit 0 *

depth hmit 1 *

depth limit2 *

depth imit 3 *

Figure 4.2 Four iterations of Iterative Deepening search on a binary tree

[Russell and Norvig 1995].

The main points that characterise IDA* are described below

e Like A* IDA* is a complete and optimal search. The memory space required 1s
proportional to the longest path explored and with a good heuristic function, £, will

only increase two or three times along any solution path.

o Its efficiency is similar to A*. in fact the final iteration of IDA* expands roughly the

same number of nodes as in A*.

e Only a comparison operation is needed in order to determine the next state, and as
such, IDA* has a smaller calculation overhead compared with A* which needs to

perform sorting, insertion and deletion operations.

e According to Korf [1988], empirical results show that even though IDA* generates
more nodes than A*, 1t actually completes a search faster in practice than A*. The

reason is that, as explained above, IDA¥* has less overhead per node

e IDA* generally uses less memory than A*,
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e The IDA* algonthm is easy to implement.

IDA* has two disadvantages:
o It can take a long time to compute if the fvalue changes many times.

e It does not remember repeated nodes.

Provided that the search forms a tree and not a graph, in other words no nodes with the
same assignment are generated, and the f value does not change more than two or three
times It should be possible to use the IDA* algonthm to solve the lift scheduling problem
should the A* search prove to be unsuitable due to the speed of the search or msufficient

memory.

In order to produce a surtable schedule, the following research approach was taken.

¢ Ensure a good heuristic function is used, which implies spending more time
generating nodes but results mn the need to expand fewer nodes. This has the
advantage that if the search needs to be interrupted at the end of the allowed
scheduling pertod, the scheduler then 1s more likely to have either the optimal

assignment or one close to the optimal.

e Should the above solution be found unsuccessful, perhaps due to speed or memory

problems, it may be suitable to consider IDA*.

4.4 Lift monitoring system

It is apparent from the Iiterature and from Section 4.3 that to achieve an optimum call
allocation strategy, 1t is essential to know the current and the future passenger traffic
patterns. Historical traffic models could be obtained for different days through the month
or the year. Popular floors and future passenger arrival rates can be predicted using a
historical traffic model with an arrival pattern stmilar to that of the current traffic pattern
This information can be used to generate false landing calls (a false landing call is issued
by the hft control system) or to detect up peak traffic modes. Popular floors can

dynamucally change with the flow of traffic through the day and hence this information
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can be used to distribute free lifts evenly around the bwlding A car call model can be

used by the monrtoring system to predicted car calls which will result from landing calls.

The monitoring system needs to

» incorporate a dynamic model of the lift movements, so that 1t can predict times

between lift assignments accurately.

¢ be responsible for providing the lift scheduler with information such as the times
taken to open and close doors and the first floor at which a currently moving lift can

stop following deceleration.

e use constraints such as ‘lifts with maximum load should not be further assigned’ to

determine accurately the number of lifts available for the next assignment cycle.

e make sure that rules such as ‘a lift must answer all car calls in its direction before
reversing direction’ are forced, by hiding car calls in the opposite direction to the
current direction of a Iift from the scheduler until all car calls in the lift direction are

answered.

4.5 Conclusion

In this chapter the characteristics of the proposed intelligent real-time lift scheduling
system have been discussed with Figure 4 1 showing the general structure of the proposed
intelligent lift system The monitoring system will use traffic models based on actual
examples extracted from the Kodak bulding to enable the daily traffic patterns to be
recognised. The traffic model together with the simulator will serve as an evaluation tool

for evaluating alternative scheduling strategies [Hamdi and Mulvaney 1995]

Heurnistic search techmques appear to provide the most promising approach for solving
the real-time scheduling problem. In the approach, the basic scheduler is kept simple, with
the advantages that 1t 1s easy to configure and adaptable without the need for additional
parameter tuning. The scheduler goal 1s that used most commonly to compare scheduler
performance, namely to minimise average waiting time to achieve fairness among all

waiting passengers
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Chapter 5 discusses 1 detail how data extracted from an actual lift installation have been
used to develop a model of passenger movements while Chapter 6 describes the
implementation of the lift simulator as a part of an mtelligent real-time scheduling
system. The implementation of the A* scheduler can be found in Chapter 7 and Chapter 8
shows the test results using the lift simulator and the effect of using prediction and high

data quality on the performance of the lift system.
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Chapter 5

Modelling of passenger movements

In this chapter, data extracted from lift installations have been used to develop a model of
passenger movements. Such a traffic model is needed for generating traffic in the lift
simulator and to predict passenger arrivals in the lift monitoring system. This chapter
explains the methods of analysis applied to the lift system data and detailed descriptions
of the development of the passenger arrival model and the passenger destinatton model
are given. The data were obtained from the Kodak lift system (represented in Figure 5.1)
which serves a building used for business purposes with a population of approximately

900

Traffic information consisting of data sampled each second and contaming landing call
locations, car call destinations, photocell activations, hift positions, door status, directions
of movement of the lifts, whether each lift 1s stationary or moving and the load status of
each lift. It is important to note that the raw data available do not contain mformation
regarding the movements of mdividual passengers in the lift system, yet this 1s precisely
the information required for the hift simulator and scheduler. An important aim of the
work is to extract a suitable estimate of the passenger arrival rates and their movements
through the building If these can be estimated adequately from the data then this would
avoid the need to resort to counting passengers manually. Another advantage of being
able to gather the traffic information from a real lift installation 1s that 1t can easily be
acquired over a longer pertod of time and from a greater number of landings and hifts
simultaneously than is normally possible using manual counting. This has allowed a
detailed assessment of assumptions often made regarding the nature of the probability
distnbution of the passenger armval rates, namely that it follows a Poisson distribution
and hence the time 1nterval between passenger arrivals follows an exponential distribution

[Hamd and Mulvaney 1998]
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5.1 Display module

As a first step toward understanding a lift system and to be able to test its performance, a
lift traffic display screen was implemented as a separate module that shows the
movement of lifts and passenger calls, Figure 5.1. The display module uses data that are
read and updated each second from serial files recorded from the Kodak building and

other Express Evans Ltd. lift systems.
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Figure 5.1 Lift system display viewing the Kodak building.

The display module divides the screen into columns and rows representing floors and lifts
in a building depending on the building information supplied to it. The first column
represents the floor numbers. The second column represents landing calls down (4 ) and
landing calls up (T ), the following columns represent the lift paths with indicators for car
calls (*), allocated landing calls (T or 4 ), and the lift position ©. Time is shown at the
top right of the screen. The lift cars are represented by symbols, @ , that flash together
with the direction status signal symbol indicating lift movement. The direction and other
signals are displayed below each lift column. The lift load is shown by changing the

colour of the lift signal (normally white, green for 60% load, cyan for 90%, and magenta
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that 1n Figure 5.1 the unloaded hfts are green and the background colour has been

inverted to white from black for the clanty of illustration.

5.2 Analysis of Kodak data files

The display module allows the author to monitor the behaviour of the lift system and the
following subsections highlight examples which were obtained from the senal files for

4/7/1994 at the Kodak building:
Example 1

Figure 5.2 shows the position of a lift travelling without stopping from floor 14 to the 2™
floor between 8.00 00 am and 8:00-25 am. While the hft is moving down between the 7th
and the 8th second, its position changes from floor 11 to floor 9 and remains at floor 9 for
the following second The data then show the lift has moved to floor 7 with no data

sample at floor 8 and remarns at floor 7 for the following second

15
41 m m B B-. L Y T S R,
13 | . . B o o« o+ o . _ T u  Liftposition | . — .-
12 4 . . s B 2 I
1t . e om Lift moving | . . _
lg. i v K A
: [ |

‘g gl ' s '

= 1 e -

< 61l ) .
51 T -
41 - T -’ 4 roo1 - oo
3j . .. . -
% . v M @ ® W ENENWNR
0] —_— i

01 2 3 4 56 7 8 9 10111213141516 17 18 19 20 21 22 23 24 25
Timne 1n seconds

Figure 5.2 Example illustrating the effect of the sample rate on the data obtained
from the Kodak building.
The data indicate that the lift begins moving at the 5" second and stops at the 24™ second,
whereas the lift position 1s the destination floor (2™ floor) at the 16" second. The lift next

direction 1s down for the entire period.

The example reflects the accuracy the senal files are able to provide at the sample rate (1
second) employed The lift system gives an advanced lift position to the scheduler once a

lift starts moving. For example, if a lift were travelling from the 3™ to the 2™ floor, then
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the 2 floor would be given as the lift position by the Lift control system, explaining why
the lift position remains unchanged while the lift 1s still moving In this example the hft
takes 8s when decelerating, but the typical deceleration time is 4s 1n the Kodak building,

Appendix B.

Example 2

Figure 5.3 shows a lift movement between 8:01:10 am and 8:01:45 am, where the lift has
left floor 11 and moved down to the ground floor at the 81¥. Although the ift does not
stop moving until the 88™ second, the next direction changes to indicate UP as soon as the
destination floor is reached The hft remains at the ground floor until the 105" second

when it starts moving in the up direction

16
15 | J Loe e — H
14 | . . P
13 - U . .
12 1. B h e A » . - = Laft position
T A S U
18“ . - - e e a e ., | ee—Lift moving
§ 8 ] . - ——— Lift direction 18 'UP'| |
o 7
6 ] "
5 .
4] .
3] . .
1] B - v e . v e em ]
0 + + t t +—H-i-1-0--E-E--E-E-0-E-E-8-E-E—-N-E-E-E-E-E-B-0—
70 72 74 76 78 80 82 B4 86 88 90 92 94 96 98 100102 104 106
Time 1n seconds
Figure 5.3 Example to illustrate the next direction indicator.
Example 3

Figure 5.4 shows the movement of a lift between 8 00:32 am and 8:00:53 am. When the
lift leaves floor 11, 1t 1s assigned to answer a car call at floor 6 and to answer a landing
call up at the terminal floor. At the 40" second, the assignment changes and the lift’s next
assignment is to answer a landing call up at floor 6 and 1ts next direction changes to UP.
The car call indicator is cancelled while the lift is still moving at the 41* second and the
Iift stops moving at the 42™ second. At floor 6, the doors open, the passengers leaving and

entering the lift activate the photocell indicators at the 44™ second for a two second
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interval, and then again at 47" second for a further second. At the 53" second the lift starts

30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60

moving up.
12 I
11 | I I ] W EER
10
] - " s Lift position
9 | .
e L1ft MOVING
8 | : .
oo ‘. Laft next direction 15 'UP’
7 ] u ; | I |
5 . . ' ! = w «Lift next direction 1s ' DOWN'
8 6] ENEEEEEEASEENEEN NS
F 5 | — ¢ carcall
4] ' o FPhotocell
3 ————————
, | .
1 E_ N I B B N B W) - om
0 |
|
|

Figure 5.4 Example to illustrate assignments changes during lift movement,

This example shows that the lift next direction indicator changes before reaching the
destination floor to allow the lift to indicate to waiting passengers 1ts next assignment
direction The lift assignment may change while the hft 1s still moving and not

decelerating, and once the Lift is decelerating, the assigned landing call at the destination

Time in seconds

floor 1s removed and no longer considered by the scheduler.

From the analysis of the data, the following points are relevant to the work carried out 1n

the thesis:

¢ As the data were originally sampled every second, it 1s not clear when the lift position
15 duplicated in successive sample whether the lift is slowing down or whether the

effect 1s created as a result of the sampling rate. Consequently, the time when a hft

starts decelerating 1s not directly available,

¢ Lifts arrive at floors either in response to a landing call, a car call, or following a

specific action of the scheduler, such as parking at a popular floor.
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¢ The next direction signal of a lift may be changed while the lift is still moving.

» When the lift moving signal changes to ON, the hft position signal mdicates the floor

m advance of the actual positton.

e Landing calls and car calls are cancelled when the hift begins decelerating to stop at
their floor. The landing call indicator 1s usually switched off before the assigned

landing call indicator.

¢ Photocell activations and the number of car calls registered can help to indicate the

number of passengers entering or leaving the lift.

The display module is the first step towards understanding the lift system The available
data are useful for obtaining the passenger movement model which will be explamned 1n
the following sections The data accuracy affects the comparison of final simulation

results to the actual system as will be explained in Chapter 6 and Chapter 7.

5.3 Lift system traffic patterns

There are two alternative approaches that can be used to obtain data suitable for the use in
the model of the lift system. The first is to model landing and car calls and permit the
scheduler to respond to them and the second is to model the passengers themselves In the
first approach, the model could be produced directly from the data obtamned from the
Kodak building, but 1t would be difficult to provide car calls, which were consistent with
the landing calls In the second approach, the extraction of the model 1s more complex,
while implementation would be more straightforward. The author chose to attempt to
extract a passenger model as this would appear to give the more elegant solution in the
main areas of the current work The patterns in the Kodak data depend on the number of
people 1n the building, the number of passengers using the lifts, popular floors (such as
those having a restaurant or smoking room), and the time of the day (such as up peak and
lunch time). Traffic behaviour can be monitored to predict information useful to the lift
scheduler, such as passenger arrival time and car call A monitoring system has the
responsibility of monitoring these patterns and identifying popular floors and expected

peak times. For example, at the terminal floor, the morning arrival in a building can start
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at 7am, its peak state 1s reached at around 8am but then begins to lessen at about 10am
The traffic peaks again at lunch tiume when traffic 1s more evenly distributed between
floors, including the restaurant and termunal floors The same traffic pattern can repeat the
next day, but may be shifted forward or back 1n time, or another pattern may emerge with
different passenger arrival rates It often appears that, for the same number of passengers
entering the building, the intensity of traffic at any given time during the up-peak pertod
depends on when the main amval begins and with what 1mtial itensity [Hamd1 and

Mulvaney 1998]

To study the traffic behaviour 1n the Kodak building, landing calls were counted 1n five
minute intervals and the number of car calls were recorded for each hour for all floors for
several days Two different traffic patterns are given as examples, the first in Figures 5 5,
56,57 and 5 8 for 3/10/94 and 4/10/94 and the second in Figures 5.9, 5 10, 5.11 and 5 12
for 24/10/94 and 25/10/94 Data such as those shown 1n these figures were investigated to
determme if there 1s similanity between pairs of days 1n the week or between the same
days of consecutive weeks For example, the traffic between floors for 24/10/94 and
25/10/94 1s less than that on the same two days of the week, beginning 3/10/94, table 5 1

The arrival rate on the 24th and 25th, between 7am and 8am for the ground floor 1s
relatively low, while at 9am there 1s marked increase 1 traffic especially 1n the number of

car calls, Figure 5 13

03/10/94 04/10/94 24/10/94 25/10/94

Total landing callsl 620 646 554 568

Total car calls 590 578 463 478

Table 5.1 Total landing calls and car calls at the terminal floor between 7am and
Spm for the 3%, 4™, 24™ and 25" of October 1994 in the Kodak building.

Figure 5 6 shows that the traffic for the second floor 1n (the restaurant floor) peaks around
1pm on the 3/10/94 and 4/10/94, while in Figure 5,10, the restaurant floor traffic peaks at
around 3pm on 24/10/94 and 25/10/94 Simuilarly for the terminal floor, Figure 5 14 shows
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that more passengers arrive in the building after 2pm on 24/10/94 and 25/10/94 in

comparison with the numbers arnving on 3/10/94 and 4/10/94
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Figure 5.5 Landing calls calculated every 5 minutes at the terminal floor between

7am and 8pm in the Kodak building.
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Figure 5.6 Landing calls calculated every S minutes at the second floor between 7am

and 8pm in the Kodak building.
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Figure 5.7 Actual car call frequency distributions from the terminal floor to all
floors between 7am and 10am in the Kodak building.
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Figure 5.8 Actual car call frequency distributions from the second floor to all floors
between 7am and 10am in the Kodak building.
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Figure 5.9 Landing calls calculated every 5 minutes at the terminal floor between

7am and 8pm in the Kodak building.
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Figure 5.10 Landing calls calculated every 5 minutes at the second floor between

7am and 8pm in the Kodak building,
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Figure 5.11 Actual car call frequency distributions from the terminal floor to all
floors between 7am and 10am in the Kodak building.
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Figure 5.12 Actual car call frequency distributions from the second floor to all floors
between 7am and 10am in the Kodak building.
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Figure 5.13 Car call frequency calculated every hour between 7am and 10am in the
Kodak buildings for the 37, 4™, 24" and 25" of October 1994.
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Figure 5.14 Landing call frequency calculated every hour between 7am and 8pm in
the Kodak buildings for the 3™, 4™, 24" and 25" of October 1994.
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The Kodak bwmlding does not appear to have a single umform traffic pattemn.
Consequently, a Iift momtoring system would have to calculate the current ammival rates
and compare these with historical samples of daily traffic in order to select a suitable

traffic sample for prediction purposes.

5.4 Derivation of a passenger arrival and car call model

The passenger and car call models are extracted from a real lift system, overcoming the
need to identify theoretically the traffic patterns Although theoretical traffic calculations
would still be needed 1n the planming stage, following installation the imtial traffic
assumptions would be gradually replaced by real traffic examples when the intelligent
monitoning system starts working. Average arrival rates and passenger destination
frequencies from each floor can be calculated from information such as car calls, landing
calls, photocell activations, door status and lift moving status. Examples of full working

days of traffic patterns have been prepared to test the performance of the scheduler.

The investigation of the data acquired from the lift installations has been extensive, and
the following figures are able to provide only a brief but representative insight into the
results which have been produced. In order to make clear the meanings of some of the
terms used mn the figures which follow, Figure 5.15 shows the typrcal sequence of events

which occurs when a lift 1s sent in response to a landing call.

landing call
landing call cancellation landing call
l l l time
= =/ —f——— >
élevcllmgé
——

cararmval  car departure

Figure 5.15 The sequence of events following the issue of a landing call.

In order to develop the passenger model, the validity of the assumption found in the
Iiterature that the time iterval between passenger arnvals follows an exponential

distribution was assessed. Figure 5.16 shows the distnbution of intervals between
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consecutive landing calls. It can readily be observed that this distribution 1s not
exponential in nature and this can easily be explamned by considering the sequence of
events following the 1ssue of the landing call. Most importantly, 1f a lift is not already
waiting at a landing, 1t wall take time for a lift to arrnve m response to the call and for the
doors to open. Consequently, as can be seen from Figure 5.16, the time period between
the issues of consecutive landing calls will take at least 12 seconds. Furthermore, during
this period the landing call remains in force and, hence, additional passengers may arrive

who will not be directly detected by the lift system.
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Figure 5.16 Distribution of the intervals between landing calls on the terminal
floor between 7am and 10am on 3/10/94,

The significant difference that can occur tn the distribution of intervals between passenger
arrivals and that of mtervals between landing calls can be 1llustrated by considering two
types of passenger traffic In the case where there is a relatively large number of
passengers arriving over a pertod of time at a single floor, the performance of the
scheduler may worsen and 1t will take longer for landing calls to be answered and hence
for the next landimg call to be issued. In the case where there are few passengers entering
the system, there will be correspondingly long time intervals between landing call buttons
being pressed. Comparing the two cases, although the time intervals between passenger

arrval 1s significantly different, the time intervals between landing calls may be similar.

In order to better understand the nature of the traffic, a variety of intervals between the

events mghlighted in Figure 5.15 was considered By plotting for a given landing the time
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mterval between the 1ssue of landing call and its cancellation, the performance of the
scheduler can be studied, for example in Figure 5.17. An example of the distribution of
the time intervals between landing calls and lift arrivals is drawn in Figure 5.18 In
comparison with Figure 5.17, the man part of the curve is shifted to the nght reflecting
the lift levelling time of around four seconds, but the frequency values at one and two
seconds largely remain, as these occur when a Lft is already at the landing and no
levelling period 1s required. Including the loading time and both the door opening and
closing times provides the distribution of time intervals between landing calls and lift

departures, Figure 5 19. During this period, any further landing calls cannot be observed.
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Figure 5.17 Distribution of the intervals between landing calls and their
cancellations on the terminal floor between 7am and 10am on 3/10/94,

50
40 |
& 30 |
s
3 20 |
=
ol EE@E
0] --!Nﬂ ﬂ!ﬂllp
(=] (=1 = =] <
— o~ ™ ~

Time 1n seconds

Figure 5.18 Distribution of the intervals between landing calls and lift arrivals on the
terminal floor between 7am and 10am on 3/10/94.
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Figure 5.19 Distribution of the intervals between landing calls and lift departures on
the terminal floor between7am and 10am on 2/10/94.

In order to estimate the passenger arrival rate at a particular landing, the current work
investigated employing the time interval between lift departure and the issue of the next
landing call This 1s effectively the time interval remaiming once the system delays
illustrated by Figures 5.17, 5.18 and 5.19 have been removed from the time intervals
between consecutive landing calls. Only during this interval is the landing call button
available for passengers to press, and hence 1t is the only time during which the arrival of
a passenger can be observed (and their arrival which 1s indicated by their pressing of the
landing call button also ends each interval). Clearly, this can only be an estimate of the
passenger arrival rate, and 1t 1s recognised that errors will occur as the arrival of further
passengers cannot be observed until the lift departs as more than one passenger may
ammve at a time. An example of the results obtained from this approach are shown in
Figure 5 20. Figure 5.21 shows the results of fitting to the raw data an exponential curve

J{t) of the form shown below.
ft)=Are*

where A 1s the average time mterval between the lift departure and the next landing call

being issued, 4= AT and T'is the ttme during which observations are made.

In general, the hypothesis of an exponential form for the distribution of the intervals
between lift departure and the next landing call agreed with the data However, on

investigation of the area under the curve 1n Figure 5.21 (which should be equal to the
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number of passengers amving durning the observation time), it was found that 206
passengers arrived, similar to the number of landing calls issued (217). Measuning the
time interval between the lift departure and the next landing call did not provide
sufficiently good estimates of the number of passengers. This is probably due to the fact
that the data are non-stationary, that is, there 1s significant change in the arnival rate over
the length of the observation pertod and hence the shape of the underlying exponential
function 1s continually changing. Rather than requiring the fit of single exponential curve
as shown in Figure 5.21, the real data comprises, over time, a family of exponential
curves. By adopting sufficiently short time windows, the variation in the arrival rate could
be identified, but as it would contain fewer examples of arrivals, the variance of the data

would be sigmificantly increased resulting in estimates of reduced quality.
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Figure 5.20 Distribution of the intervals between lift departures and next landing
calls on the terminal floor between 7am and 10am on 3/10/94.
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Figure 5.21 Test of the exponential nature of the distribution of the intervals
between lift departures and next landing calls on the terminal floor between 7am
and 10am on 3/10/94.

An alternative method was now required to model the passenger arrival. In its

development, the following points were considered [Hamdi and Mulvaney 1998].

¢ To observe changes 1n arrival rates, the mean arnival rates durtng consecutive five
minute windows were used The window length was so chosen as to be consistent with
that used in the calculation of Ii1ft handling capacity during the up-peak period [Bamey,
1988]

o Lifts armve at a floor in response to a landing call at that floor, a car call to that floor
being issued by passengers already in the lift, or following a specific action of the

scheduler.

¢ The number of car calls issued and the number of photocell activations both provide an

indication of the number of passengers entering the lift.

A set of rules was developed to estimate the number of passengers waiting at landings to
enter the hft, based on the number of car calls issued and the number of photocell
activations. The rules are shown in Figure 5.22 In general, when passenger departures are
detected, or when an inconsistently large number of photocell activations 1s detected, the

method bases its estimations on the number of car calls issued following boarding. When
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the photocell count 1s valid and is greater than the number of new car calls, it 15 used

directly to represent the number of passengers.

As a result of the investigation of car calls and photocell activations, a model of passenger
arrival could be generated for use n the simulator. Figure 5.23 shows the passenger
arrival rate extracted from a real lift mstallation using the rules of Figure 522 and that
obtained from the model by adopting the same arnval rate for a Poisson distribution in the
11ft simulator, To assess the validity of the rules, Figure 5.24 shows a comparison between
the landing call rates for both the real ift installation and for those cobtained in the Lift
simulator using the model. It can be seen that there is close correspondence between the
two curves, except during the morning up-peak period (between about 8am and 10am).
This is probably due to a known difference 1n the performance between the real and the
simulated scheduling systems during the up-peak period and will be discussed 1n detail in
Chapter 6. Moreover, it was also observed that different simulation runs do not
necessarily produce exact similarity for the same number of passenger as their arrival time

and their destination would have an effect on the results
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Figure 5.22 The rules used to extract an estimate of passenger numbers from car calls and the number of photocell

activations
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Figure 5.23 Comparison of extracted passenger arrival using the rules of Figure 5.22
with simulated passenger arrival at the terminal floor between 7am and 8§pm on
3/10/94.
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(b) Simulation of the landing call variation 1n (2)

Figure 5.24 Actual and simulated landing calls at the terminal floor between
7am and 8pm.

The passenger model described above permits the stmulation of passengers entering the
lift system, but not their movements within it. An additional model is required 1n order to

simulate the pressing of car call buttons by passengers to communicate their desired
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destination once they enter a hift. Fagure 5.22 includes the rules applied to observations of
real lift installations to obtam the car call distributions for use in the hift simulator.
Applying the rules to each landing, the number of car calls to all other landings served is
recorded during each five minute window. This car call frequency model can be used
directly in the simulator, or alternatively a mathematically smoothed version may be used
in which the car call distribution for a given mterval is found from the mean of current

and previous windows [Hamdi and Mulvaney 1998].

5.5 Conclusion

In this chapter, traffic data analysis was given, the hypothesis of an exponentral passenger
arrival was found to agree with the its results and a passenger and car call models were
described. The availability of the traffic model can replace the need to 1dentify separately
specific traffic patterns such as up peak and down peak, with the monitoring system being
given the responsibility of generating relationships between floors and their traffic
density. The results shown for the arrval model apply to the terminal floor where the
quantity of data available allows statistical assessment to be made Data are also available
for other floors, but, due to their relatively sparse nature, they must be analysed typically
over a period of weeks 1n order to obtain statistical significance. The up peak period of
three hours between 7am and 10am was chosen 1n order to have adequate data to
represent the passenger arrival pattern The period of observation can be shorter, but it
would then need to be combined with similar observation perniods of other days.
Expertments have been conducted over a period of two weeks for two separate

installations and these results all confirm that the arnval model is valid.

The knowledge gamned from analysing the hift traffic pattern is necessary for developing a
surtable Iift simulator for the current work and for providing the data prediction required
by the scheduler In the next chapter, the passenger and car call models developed in this
chapter are used to simulate passenger traffic and the simulation results are compared

with actual data obtained from the Iift system,
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Chapter 6

Lift simulator

This chapter describes the implementation of the lift simulator developed to test and
assess the performance of the intelligent real-time lift scheduling system, Figure 6.1. In
the following section a general introduction to the lift simulator main functions is given.
The remaining sections discuss the lift simulator functions 1n details and how passenger
and car call models described m Chapter 5 have been used to develop the traffic

movements

e Section 6.2 descnibes 1n details the main functions of the simulator. This includes the
calculation of Itft trip time 1n Section 6.2.1 Updating landing call assignments is
described in Sectton 6.2 2. The simulation of passenger armval and landing call
generation is explained in Section 6.2.3 Car call generation and the simulation of Iift

car, such as door opening and passenger entry 1s given in Section 6.2.4.
e Section 6.3 discusses the effect of the time step chosen on simulation performance.

o In order to test the simulator a simulated version of the ETQ was used to compare
simulation results with the actual Kodak traffic information The simulated ETQ 1s
described in Section 6.4, as well as the parking and up peak policies that 1s used 1n

Kodak lift system, Sections 6 4 1 and 6.4.2.
e An analysis of the simulation results 1s given in Section 6 5.

¢ A companson of the actual and the simulated ETQ is given 1 Section 6.6
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Figure 6.1 The main software modules of the lift simulator.

6.1 General Introduction to the lift simulator main functions.

The simulation should give as close a resemblance to actual world lift systems as
possible Figure 6.1 shows the main software modules of the lift simulator. The simulator
is configured during an mtalisation stage in order to define information about the
burlding, namely the number of floors, floor heights, lift speed, acceleration and door
timings The simulator normally begms at the start of the day when there is httle or no
activity in the building and assigns the individual lifts to pre-defined parking floors ready
to receive the early moming traffic. In the simulator, the following sequence of events
occurs for each passenger., Following arrival, a landing call is generated, the scheduler
assigns a lift to answer the call and the car doors open As passengers enter they press
their destination buttons thereby generating car calls. After the last passenger has entered
the Ift 1ts doors are closed and the lift moves to answer the car calls. At each time step,
the lift system simulator state is updated and the scheduler receives information of

landing calls, I1ft car calls, Iift position, lift loading and door status The time step can be
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set to meet a range of accuracy requirements (Section 6.3). As the day goes by, the traffic
intensity changes through up-peak period, normal activity, lunch peak period, normal

activity again and finally down-peak period.

Figure 6.2 shows the visual part of the simulator displaying the hft group activity in an 18
floor Kodak building. The first column represent the floor numbers, and the second
column is divided into two sub-columns, that show the number of passengers behind a
landing call at each floor, one sub-column shows passengers travelling in the down
direction and the other for up direction, The remaining columns represent the individual
lift shafis and the rows represent the floors. Each lift shaft 1s divided into 4 sub-columns.
The first row below the lift shafts shows the function of each sub-columns, * indicate car
calls sub-column, ¥ assigned landing calls down and T assigned up landing calls. The
numbers shown in the shafts themselves represent the number of passengers behind an
assigned landing call or a car call at each floor. The total number of passengers in a car
and the total number of passengers assigned to a lift car in each direction are displayed in
the same sequence, in the second row below the lift shafts. The remaining two rows show
the lift’s next direction and the door status. Lift movement between floors 1s indicated in
the simulator by scrolling the lift symbol © within the shaft, and the lift load status is
indicated by the colour of the lift symbol A clock displaying the ttime of day 1s shown at
the top right of the screen; the user can freeze the display to permit closer inspection of
the scheduler’s operations. The simulator display is capable of showimng an installation

having a maximum of 18 floors with 6 lift.

When the lift 1s assigned a landing call as its next destination it starts moving towards that
floor Jerk, acceleration, maximum speed and floor heights are used to determine the time
a lift takes to make interfloor journeys, and these are saved 1n a lookup table (Figures 6.1
and will be further explained in Section 6.2.1). While a lift is moving, the scheduler might
assign other landing calls to the lift provided that the lift has sufficient time to decelerate

and stop. As the lift stops at a floor, its doors start opening.

106




Chapter 6 Lift simulator

17
16
15
14
13
12
11

10

Time: 9: 7:26

th &~ @

e

Libad by v 0l b dn

o~ =

© 1
YA Y VAK wa % vwA® VA X VA¥ WA Calls Indicators
8 003 @1 ] 00 1T @D 081 10 Number of Passengerss

- 4 v L P W Lift Next Direction
[ ] [] [ ] [] [] [p ‘] Doors Status

&  For each lift shaft, the number of passengers in a lift is displayed under tht symbol followed by the
total number of passengers assigned to travel in the lift, first in the dowh direction and then in the upT
direction.

Figure 6.2 Example of the lift simulator visual display.
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Figure 6.3 shows an example of door states and timings. Each time a passenger gets nto
the lift, the counters on the display are updated and a car call is generated in the direction
of the landing call. As passengers leave the lift, the doors remain open 1 dwell state until
a passenger arrives and a car call is issued (or until the ift 1s reassigned by the scheduler).
Otherwise, at the end of the dwell period, the Iift doors begin closing While closing, 1f

further passengers arrive, then it is assumed that they press the landing call button and the

@  [e»] [yl [ ] [><] L]

22 sec m * n = exit time 1 sec after 27 sec
last passenger exits

® [e] [v] [ ] L ] [»<«] []

2 2sec m * n = exit ime 1 sec after 8 sec dwell ume 27 sec
last passenger exits

©  [«] [4] L 1 [»<] L]

225sec m * n = entry time 3 5 sec after 27 sec
last passenger enters

@  [e»] [4] [ 1 [ ] [><]  []
22sec m * n = entry time 3 5 sec after 8 sec dwell ime 27 sec
last passenger enters

@ [«] [yl [4] L ] [»<] []

22sec m * n = exit time m * n= entry time 3 5 sec after 27 sec
last passenger enters
® [] [ 1] [»<] 0
2 2 sec 8 sec dwell time 27 sec

n = number of passengers
m = passenger entry or exit time 1n seconds

Figure 6.3 Door states and time intervals for (a) normal passenger exit, (b) passenger
exit but the lift is not further assigned by scheduler, (c) normal passenger entry,
(d) expected passenger entry but no car call is issued, (¢) normal passenger exit and
entry, and (f) free lift sent to parking landing.

doors reopen as long as the number of passengers in the Iift car 1s less than the maximum
number allowed. The dwell period and the passenger’s entrance and exit times are usually
set at the beginming of the simulation, but, if required, these can be varied by the

scheduler to suit a particular traffic intensity requirement.
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The following can all be monitored for performance assessment purposes: passenger
armval time, landing call time, landing call cancellation time, door opening time, loading
time, passenger car call, door closing time, car departure time and transfer time. The
validity of a traffic pattern under the influence of a given scheduler can be assessed by

comparing the outputs of the simulator with those of the actual system.

6.2 Simulator functions

This section describes the main functions of the simulator shown in Figure 6 4. After
imtialisation, the hft system simulation time starts at 7am with low intensity traffic which
builds up gradually as passengers begin to arnve. The simulator operates as a continuous
loop, the time taken for each loop is a time step of 50ms. The choice of the value of the
time step is explamed in Section 6.3 Following initialisation, the simulator at each time

step carries out the followng:

1. Update landing call assignments: checks for new landing calls assigned by the

scheduler;

2. Generate passengers and landing calls: detects passengers arnving and landing calls

being issued,

3. Siumulates passenger entry and departure, car call generation, lift movements, door

operations, and updates the status of the lifts.

The following sections describe the stmulator functions 1n details.
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Figure 6.4 Lift simulator main function sequence and affected data arrays.
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6.2.1 Trip time calculation and trip information arrays

The trip information is required by the simulator 1n order to determine the position of the
lift car, 1f the lift car is about to stop and if the lift car can stop at a proposed floor. The
trip information is calculated at the imtialisation stage (see figure 6.4) using the building
specification (Appendix A) and the hft speed profile, Figure 6.5 The calculations
requred at each stage (namely, jerk, acceleration, and full speed) are performed at

intervals determined by the time step currently used by the lift system.

Speed

acceleration

Figure 6.5 Lift trip profile giving (velocity/time) in (m/s).

The following is a sample of the calculation results of the trips between the terminal floor
and the 2™ floor sampled at a time step of 0.05 seconds, where

tl Jerk interval (s) d2 | Distance travelled by lift during t2 (m}
t2 Acceleration interval (s) d3 | Distance travelled by hft during t3 (m)
t3 Jerk interval (transition to full speed) (5) v2 | Lift velocity during t2 (ms™)
td Full speed interval (s) v3 Lift velocity during t3 (ms™)
From To Trip Trip t2 (s) d2 (m) | v2(ms") d3(m) | v3(ms?)
floor floor | distance (m) | time (s)
0 2 8100 6214 2107 2746 2357 1262 2 607

Full speed time = t4 = 0.000s (lift does not reach full speed for this trip distance)
Time until deceleration = (11+12+t3+t4) = 2,607s

Car position floor | Bypass floor time (s)

1 3350

2 6214
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Further examples of trips can be found 1n Appendix B

In order to provide the scheduler with information such as lift position and deceleration
time, trip information arrays is used. For each journey a lift may make between any pair
of floors, a pass by floor time array store the time at which a hft will pass a given floor. A
lift may pass a floor at any stage of its journey speed profile and whether 1t reaches full
speed or not depends on the distance travelled Therefore at each time step, the distance
travelled is calculated and compared to the next floor distance. In addition, for each tnp
between floors that a lift can make, information such as the time it takes a hft to
accelerate t2, to travel at full speed, and the time interval since the start of the journey
until deceleration are also saved in a lift trip information array. This information is used to
test whether a lift can stop at a proposed floor, at which point the scheduler can decide 1f a
lift is available for such a reassignment. If the lift 1s available to stop at the proposed floor
then the tnp information arrays pointers change according to the newly assigned

destination floor

The time consumed by the scheduler to produce a schedule 1s considered so that a lift

car’s ability to stop 1s tested at the time a schedule 1s produced.

6.2.2 Updating landing call and passenger assignments

At each time step the simulator checks if there 1s a new assignment from the scheduler. A
new assignment is supplied from the scheduler either on a regular time basis or following
a significant change in the hift’s state (such as a new landing call or car call is generated)
that requires a new schedule Therefore assignment time is defined as the time nterval
between scheduler assignments, which depends on the schedule calculation time (which is

the time the scheduler requires to perform calculations), and a time interval T, where

assignment time = schedule calculation time+ T (6.1)

T is either fixed or varies depending on changes in schedule calculation time
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As the simulator and scheduler are running in serial rather than in parallel, the simulator

runs for a time equal to the current assignment time before the assignment is updated.

Assignment time as defined in Equation 6.1 was used for the simulation results discussed

in this chapter with T=150ms when the schedule calculation time 1s no more than 100ms

and T=50ms when the schedule calculation time is more than 100ms, Figure 6 6.

Appendix C details the scheduling time log for the simulation results, which vares

between Oms and 110ms, resulting in the time between scheduler calls being

approximately 200ms.

Time required

for scheduling

T = the time untl
next scheduler call

4
v .
r

1
!

Time cycle for

Start scheduling

scheduler

Assignment time Asstgnment time

Time cycle for

Assignment time

simulator 3

200ms between

assignments

Figure 6.6 Time between scheduler calls used for the simulation results in this

chapter.

For the simulation results in Chapter 5 and 8 the time between scheduler calls is fixed at

250ms, while the assignment time depends on the schedule calculation time, as illustrated

in Figure 6.7. Consequently, the scheduler calculation time has to be less than 250ms
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Figure 6.7 Time between scheduler calls used in simulation results in

Chapters 5 and 8.

The simulator checks for the following, Figure 6 4.

¢ Reassignment of previously assigned landing calls

¢ Assignment of new landing calls.

¢ False landing calls generated by either the scheduler or the monitoring system.

¢ If the assigned Iift 1s already at the same floor as the landing call assigned to 1t, then
the assignment would only be instigated if, following consideration of the hft status, it

1s possible for the passengers to enter the lift.

As aresult the following arrays may be updated.
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e The landing call array indicates the number of passengers behind landimng calls at each
floor. Following each assignment, the number of passengers waiting behind a landing
call is transferred to the assigned passenger array of the lift car assigned to respond to

this landing call

e Ifalanding call is assigned to a lift parked at the same floor, then the landing call is
cancelled to indicate to the scheduler that a lift car responded to the landing call,
therefore further reassignment is not required. The landing call 1s only turned off if the
lift door status is CLOSED. If it 18 CLOSING then it is only considered if the
following conditions are true: the lift car status is STOP or it 1s travelling in the
direction of the landing call, provided that the doors have not been reopened before
and the load status 1s below the maximum. The car door opening time is calculated so
as to start from the time the landing call is assigned. If the door status 18 CLOSING
then the reopening time is assumed equal to the time taken by the hift car doors to

reach therr current position

¢ Updating lift destination and hft direction. The next direction (Figure 6.2) follows the
direction light indicators that exist in an actual lift installation and which are usually
positioned on the top of the lift doors at cach landing. As a hift starts decelerating to
stop at a landing, the next direction status gets updated to indicate the landing call
direction, thus giving priority to those passengers behind that landing call The same
occurs if a passenger enters a lift during the dwell state and issues a car call, namely
that the next direction immediately reserves the lift to travel in the direction of the

first car call registered.

6.2.3 Passenger arrival and landing call generation

After updating assignments, the simulator checks all floors to detect passenger arnivals,

figure 6 4 At the start of each time window:

e Update Passenger and car call models: The passenger mean arnval rates and car calls

distribution arrays are updated.
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¢ The time intervals until the next arnval are generated for floors which have no
previously set interval A floor has no set arrival time interval when no amvals have

been produced during that window of time by the passenger arrival model

» Nointerval 1s generated if the time window has no registered arrivals.

The interval until the next arrival 1s generated using a negative exponential random
number generator using a specific mean arrival rate for that floor during that time

window:

Interval = —%ln(U) (6.2)

where U 1s the output of a umform deviate random number generator and A is the mean

arrival rate. The time when a landing call is generated is given by
passenger _arrival _time = Interval + last _ passenger _arrival _time (6.3)
If there has been no previous arnval then:
passenger _arrival _time = Interval + lift _time (6.4)

where [ift_ time is the simulation time at the end of the current time step. When a

passenger armives, the following 1s stmulated:

o The landing call button 1s pressed, the landing call time is registered and passenger

queues are updated according to a set of rules shown n Figure 6.8.

e The time interval until the next arrival 1s generated.
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Figure 6.8 The rules used for generating landing calls.

6.2.4 Lift car simulation and car call generation

The final function of the lift simulator is the simulation of lift car movements to ther
destinations, followed by doors opening to allow passenger entry and exit, passengers
issumg car calls, ift doors closing and reopening 1n response to passenger demand and

lifts departing to their next destinations, Figure 6.4.

At each time step, if a lift car is moving then the following actions are performed.

e As alift car starts decelerating the simulator indicates lift deceleration status. If the lift
is decelerating to stop for an assigned landing call, then the landing call ts turned off
to indicate to the scheduler that the landing call has been answered, while at the same

time the next direction changes to indicate the direction of this landing call.

¢ The lhift car position is updated as the lift passes a floor and the indicator of the time

when the hft car passes the next floor on 1ts journey is modified.

e When a lift car reaches 1ts destination, the hift status changes to NOT MOVING and
the door status changes to OPENING 1f passengers are entering, departing, or if the
lift has reached the terminal floor Door opening time is considered to start at the time

the Iift car arrives at the floor.
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When the lift 1s not moving then 1t 1s either parked free warting for an assignment or
otherwise the lift car simulator would be performing one of the following actions (Figure

6.3

¢ Opening a door 1 response to passenger arrival or departure, The load status will also
need to be checked to prevent doors from opening when the maximum load is

reached.

e When the doors are opened, passengers start departing. After all the passengers have
exited, new passengers start entening the lift. Prior to each entry, the lift car load status
is checked before allowing the next passenger to enter. The time interval assumed for

passenger entry or departure 1s discussed in Section 6.5

e After each passenger entry, a car call 1s generated indicating the passenger’s
destination Passenger destination is generated using the car call distribution model
discussed 1n Section 5.4 and a uniform random number generator, which acts as an
index to search for the compatible floor frequency that falls in the range indicated by

the random number generator output.

® The lift car enters a dwell period if 1t has not been assigned after passenger departure
or no car calls have been gencrated after passenger entry or 1f 1t 1s parked with the

doors open.

o After all passengers have exited or entered, the lift doors remain open for a predefined
time interval, Figure 6.3. Both the dwell interval and the interval after passenger exit
or entry may be interrupted by new passenger arrivals. The passenger entry fime in
this case may be less than the defined entry time, as passenger armval is considered at
the beginning of the current time step rather than the actual arrival, which can be any
time during the time step. This assumption 1s made only when simulating passenger
entry under these particular circumstances. When a small time step is used, its effect is
negligible n practice and adds randomness to passenger entry time. After entering the
hft, the passenger would then 1ssue a car call which may not be 1n the currently

assigned direction of the lift.
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Durning the dwell period or after the last passenger has exited when no landing call is
registered, the assignment depends on the car call generated by the first passenger that
enters the lift. The dwell interval can also be interrupted by the scheduler when a new

assignment is 1ssued, Figure 6 3.

Only passengers intending to travel in the same direction as that of the lift are allowed
to enter. When a lift is parked (with no direction) at a level with 1ts doors open, then
once one passenger starts entering, subsequent passengers who require to travel in the
opposite direction are prevented from entering the hift. Since the simulator always
checks landing calls 1n the up direction first, 1f two (or more) passengers arnving to
travel in different directions arrive at the same time and the lift direction 1s STOP, for
simplicity and provided that the simulation time step 1s small, only the passenger(s)
amming to travel in the up direction is allowed in For a simulation time step longer
than 50ms, the exact arrival time may be used to distinguish between passenger entry

times. The choice of time step 1s discussed 1n the following section.

When all passengers have departed and entered the Lift, or at the end of dwell period,
the lift doors start closing. While closing, the doors can reopen agam for a person
travelling in the direction of the hft, provided that the lift doors have not already
reopened with passengers in the lift car. Doors will only be reopened 1if the lift car

load status is below the maximum number of passengers

As the hift doors are closing, then, if there are passengers left when the hft is fully

loaded, a new landing call is generated.

landing_call _time = lift_time (6.5)

6.3 Effect of time step on simulation performance

A number of activities 1n the lift system have an associated time counter to indicate the

time consumed. This mcludes passenger entry time, passenger exit time, door opening

and closing time. The time counters are used to improve on the resolution normally

available if only the time steps themselves were used. When a time counter of an activity
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is less than [ift_time, a subsequent activity starting time is considered from the end of the
previous activity time rather than from the current /ifi_time, thus preventing any time loss.
One example of this, the passenger arrival time counter, is discussed in more detail in

Section 6.2.3.

A limitation of the current implementation 1s that the time step should not exceed the

passenger exit or entry time.

Since the simulator and its scheduler work in serial rather than mn parallel, the simulator
will run for a time interval which is normally chosen to be equal to the scheduling time,
(Section 6 2 2). The time step needs to be chosen so that the assignment time 1s a multiple

of a time step.

Clearly, the simulation 1s more accurate 1f the time step 1s small Thas is 1llustrated 1n the
passenger entry examples shown in the previous section, and can also be seen when
calculating the time when a hft passes by a floor, it which the distance travelled 1s
calculated at the end of each time step and compared to the total distance the lift needs to
travel, If the distance is equal or greater than the floor distance, then the hift is considered
to be at that floor at the end of that time step. The smaller the time step the more accurate

the calculated Iift position.

A 50ms time step was generally used for the stmulation run which was found also suitable
for viewmg the lift system activities on the display. The simulation is able to run

considerably faster 1f the display is updated less frequently or switched off

6.4 The ETQ scheduler

A scheduler 1s required to supply the lift simulator with the lift assignments. The hft
simulator 1s tested by using a simulated version of the ETQ scheduler developed by
Mulvaney [1996]. In the Kodak bwildmg example, the ETQ scheduler is the lift
dispatching system, as explamed in Section 2 5, and is responsible for providing landing
call assignments and the current destination and direction of each lift. Figure 6.9 shows

the main mputs and outputs of the scheduler.
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Figure 6.9 Data flow diagram for the ETQ scheduler [Mulvaney 1996].

Figure 6.10 shows the three main processes involved in the derivation of the schedule

using ETQ

1. Calculate the paths for indrvidual lifts.

2 Apply ments to determine the composite path.

3. Perform elimination to reduce the number of altemative solutions.

The paths are stored in an array of estimated times of arrival (eta) for each car at each
floor of the building. The following assumptions are used in the determination of the

paths.

o A hft following a path to answer a car call on its way to answering a landing call is

favoured.

¢ For each lift, the full trip path around the building (in both directions) 1s calculated.
The Iift answers landing calls 1n its way of travel and both anticipated landing call and

car call delays are considered

¢ It is assumed that to travel between adjacent floors takes 2 seconds, to answer a
landing call takes an additional 6 seconds and to answer a car call takes an additional

4 seconds.
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Figure 6.10 Data flow diagram for the ETQ main functions [Mulvaney 1996].

Once the proposed paths for each lift have been found, a method of assessing the relative
quality of the paths 1s needed The paths with the smallest values of eta are given the
highest ments and an elimination process is carried out to produce the final selected
paths. For each individual lift, only the five best paths (in terms of travel time) are
allocated ments. The merit values are then used 1n the combination of the paths of the
individual lifts to produce composite paths (solutions involving all lifts, which will

answer all landing and car calls).

In addition to the ETQ scheduler, the Lift supervisory system in the Kodak building
employs both up peak and normal traffic parking policies, which are explamned 1n the

following sections.
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6.4.1 Normal traffic parking policy

Normal traffic parking 1s the policy followed during non peak traffic periods Using the
predicted popularity of floors, a policy using six zones has been implemented by Express

Evans Ltd in the Kodak building, as shown in Table 6 1.

Zones Floors
0 | 0,1
1 2,3
2 i 4,5,6
3 7,8,9
4 l 10,11, 12, 13
5 14, 15,16, 17

Table 6.1 Zones during normal parking period in the Kodak building.

The choice of zones depends on the distribution of popular floors as shown 1n Table 6 2,
where car calls, passengers boarding and photo cell activations collected at each floor
from at 7am until 8pm show that the concentration of traffic 1s 1n the lower part of the

building

Standard parking 1s activated when there have been no landing calls registered for 10
seconds The system then parks one lift in each of the zones, starting at the lowest zone,
with the most popular floor 1n a zone being chosen as the parking destination. If a hft 1s
already parked 1n the zone, but not at the most popular floor, then 1t will not be moved

and no other lift will park 1n this zone
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floor car calls passengers boarding photo cell activations

0 1206 1438 1570
1 155 213 202
2 915 1242 1254
3 62 101 97

4 293 361 335

5 229 20 273

6 293 - 35 7 335
7 214 263 235

8 205 254 230
9 243 300 285
10 246 T 303 T 292
11 245 314 292
12 260 3 285

13 242 297 268
14 264 7 298
15 263 348 325
16 181 220 194
17 118 166 153

Table 6.2 Car calls, passengers boarding and photo cell activations in the Kodak
building between 7am and 8pm on 3/10/94 calculated using the rules shown in

6.4.2 Up peak strategy

Figure 5.22,

In the Kodak building, a special up peak detection strategy ts implemented with up peak

being triggered either when the car load exceeds 60% of its maximum capacity, or when

four or more car calls are registered 1n a single Iift. This condition 1s then marntained until

the accumulated waiting times of lifts parked with their doors open at the termnal floor

reaches 90s During up peak, hift cars may leave the terminal floor with a smaller load and

fewer car calls than those given 1 the tnggenng conditions, with the aim that they will

generally be quickly replaced by other hifts If a car leaves with either one of the

triggering conditions 1ntact, then the warting time counter 1s reset The up peak strategy

adopted 1n ETQ 1s that two lifts are sent to the termmal floor as soon as a car call 15

registered 1n the hift parked at the terminal floor During travel to the termuinal floor, the
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first lift cannot be reassigned and the second lift 1s only allowed to answer down landing
calls. The implementation of up peak parking by ETQ 1n the Kodak building is achieved
by issuing false landing calls at the chosen parking floor and these stay 1n effect until the
cars are assigned to new landing calls. In the simulator, up peak 1s implemented by adding
weightings which will prevent re-assignments in all practical cases. In addition, if more
than one car is free above the ninth floor then the highest in the building is parked at
floors 2, 4 or 6 on a rotational basis If the second floor 1s free, however, a lift will always

be parked there.

6.5 Simulation results

As a result of the data analysis described 1n Chapter 5, models of passenger arrivals and
destinations are available for use in the simulation of the Kodak lift system. Figures 6.11
to 6.16 show at five mnute intervals both the actual data and the simulation results.
Examples from the most popular floors in the building are chosen For the ground floor,
Figure 6.11 shows the passenger arrival rate extracted from the actual hft installation
using the rules in Figure 522 and that obtained from the model by adopting the same

arrtval rate for a Poisson distribution 1n the lift simulator, Section 6.2 3.

Figures 6.12 and 6.13 show a companson between the landing call rates for both the
actual lift installation and for those obtained in the hift simulator using the model Figure
6.12 shows the landing call up count from the ground floor with the up peak periods as
discussed in Section 6.4.2. Figure 6 13 shows landing call count for the second floor
which is the restaurant floor 1n the bwlding. It can be seen that there is close

correspondence between the actual data and stmulation results in both curves.

Two examples of the actual and simulated car call frequencies are shown 1n Figures 6.14
and 6 15. The car call results show close similanty to the original data The simulator uses
the passenger destination model discussed in chapter 5, in which each model 1s the mean
of two consecutive windows. If the interval between landing calls 1s longer than 10
minutes, no car calls can be generated 1n response using the current window model In

such a case, the simulator uses the car call model of the previous window.
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Another example of the similanty between the actual data and the simulation result 1s
shown 1n Figure 6.16, which shows the correlation between the actual mean arrival trme
and the stmulated mean arrival time for every 5 minute window on the termnal floor

between 7am and 10am.

Figure 6.17 shows how the door opening interval vanes with the number of passengers
entering the lift The door opening interval is the interval between the door OPEN state
and the door CLOSED state, which as shown in Figure 6 3, includes a 2.7s door opentng
time and dwell time of a 3 5s following passenger entry. Figure 6.17(a) shows the results
for the actual lift installation. The door opening interval falls in a range between 5s and
20s, while the number of passengers entering ranges between 1 and to 8. A door time
interval of more than 20s may result from a number of other factors, for example, a lift
may have been parked with its door open long before a passenger arrival. Figure 6.17(b)
shows the simulation results obtained using 0.5s as the passenger entry and exit times.
The comparison implies that only when the number of passengers entering the lift exceeds
4, the door opening interval gets affected The actual data indicate that the entry time is
increased by approximately two seconds for each passenger entering after the fourth.
Figure 6.17(c) shows an improvement over the simulation results in Figure 6 17(b), as a
result of using 0.75s as the entry and exit times for each passenger entering after the
fourth A suitable approximation to the actual data was found by using a time interval of
0.75s for each passenger for the first three passengers entering or exiting, and an interval
of one second per passenger when more than four passengers enter or exit. The results of
this experiment are shown 1n Figure 6.17(d). It is important to stress that although only
door mtervals when passengers enter the hift have been monitored, passenger departure
also affects door opeming time. The number of passengers departing is not included
because of the difficulty of detecting passenger departure from the actual data. Since the
number of passengers entering was collected using photocell activations and car calls, this
might be also considered as an underestimation. Morcover, the actual data are collected
every second which introduces a longer time delay than that when using the simulator.
According to the above and considering the difficulty in simulating passenger behaviour,

the results 1n Figure 6.17 represent a suitable practical model.
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Figure 6.18 shows the number of passengers boarding the lift and the car calls that are
generated 1n response between 9am and 10am. These results follow from the application
of the rules in Figure 5.22 to the actual lift system data, and a companson is shown with
the simulation results when applying the same rules. The simulation results are collected
without considering the additional information that the lift simulator provides, for
example a car call is only counted 1if there are no previously generated car calls to the
same floor. The companson indicates that in the simulation results, when a landing call is
detected 1n Figure 6.18(b), more passengers enter the lifts from the second and termnal
floor than 1n the actual data. Note that the largest value 1s for the terminal floor and the
second largest 1s for the second floor. Again, there is close similarity between simulation

results and actual data.

Figure 6 19 compares the actual and the simulated intervals between landing calls. Figure
6.19(a) gives 12s as minimum nterval between landing calls. An interval between landing

calls can be calculated as:
door opening time + passenger entry time + 3.5s after passenger entry + door closing time

Since the simulator observes the landing calls while the door 1s closing, the simulated
results show time intervals less than 10s. The results demonstrate a close resemblance
between the actual and the simulated data The reason that the actual data does not show
intervals less than 12s 1s that there is approximately 2s of delay in data collected from the

actual hft system.

The effect of the differences between the simulated and the actual scheduler response are
apparent in Figure 6.20, showing the time interval between the issue of a landing call and

its cancellation The differences in results are due to the following factors.

* The time interval between scheduler calls 1s discussed 1n Section 6.2.2 and in this case
the scheduler calls depend on the time required by ETQ to produce a schedule, which
is typically 50ms. Figure 6.20 shows the effect of using a range of values of T on the
response of the ETQ scheduler, Section 6.2.2. T=150ms is chosen for the simulation

results of this chapter.
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¢ A stability strategy has not been simulated. In the actual system, whether a schedule 1s
changed depends on how close is the match between the previous and current solution
as explained in Section 2.5. This causes the simulated ETQ to produce new schedules
more frequently than the actual ETQ. Figure 6 20 shows that the greater the value of

T, the more similar the simulated response is to the actual response

¢ The actual data have been collected every second, and during this period it is posstble

that a landing call can be 1ssued and cancelled without detection

Another way of comparing system performance is by calculating the average watting
time, which 1s defined as the mean interval between the issue of a landing call and car
arrival. Figure 6.21 shows the waiting time for both actual and simulation results. The
average waiting time between 8am and 9am from the terminal floor is 10s, while, for the
same example, the simulation result gives around 8s. This may be due to two reasons. The
first is that the simulated ETQ has a faster response time than the actual ETQ. The second
reason 1s that the time delay in the actual data collection may make intervals appear

longer. This 1s apparent in both Table 6.3 and Figure 6 22.

Table 6.2 compares the actual and simulated lift trip time, which exhibits difference of
around 2s. Figure 6 22 compares the simulated and actual time interval between landing
call cancellation and car arrival. The interval should be no more than the deceleration time

of 4s and the actual intervals show a delay of approximately 2s.

Figures 6 23 and 6 24 1llustrate a comparison between the actual and simulated intervals
between car departure and next landing call. The stmulation result shows a higher
occurrence of time intervals of zero length, and these arise because the simulator is able to
detect landing calls while the doors are closing. In such a case, as the car has not departed,

the interval between landing call and car departure is considered as zero.

The above results show a close resemblance between actual and simulated lift systems.
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Trip between floors Trip tume n seconds
from to actual simulated
0 12 18 15971
12 9 8 6 860
12 14 8 5701
0 15 2] 18 843
9 10 5 4195
0 2 8 6214
4 5 7 4195
11 9 8 5701
3 0 8 7337

Table 6.3 Comparison between the actual and simulated lift trip time.

6.6 Relative performance of the actual and the simulated ETQ

scheduler

As no accurate source of information was available on exactly how ETQ reacts to
different situations, the simulated ETQ 1s only able to follow the general policy of the

actual ETQ. The following points gives examples of performance differences

¢ The ETQ simulator does not use hift status, such as door status and movement status
If the scheduler does not sense lift movement then, as the lift starts moving, 1ts
recorded position remains unchanged until the next floor 1s reached As a result, the
scheduler can re-assign the hift giving 1ts own car position as a destination In the
simulation, the lift has to return back to 1ts original floor, and 1t needs to decide the
next possible floor at which to stop 1n order to be able to reverse That 1s why 1n the

actual Iift system an advanced lift position 1s given to ETQ

o Smce simulated ETQ does not sense lift next direction status, then 1t 1s possible for 1t

to assign two landing calls mn opposite dircctions to one lift As a lift decelerates to
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answer the first landing call, the landing call is cancelled, thus removing the only
indication of the lift next direction. When both landing calls are assigned to the same
level, normally the simulator does not reopen lift doors for landing calls 1n the

opposite direction.

» When two or more passengers enter a hift, passengers who wish to travel in the
opposite direction to that registered by the first passenger can still board a lift whose
door tatus 1s OPEN or OPENING when the next direction of the lift is STOP. The
simulator only informs ETQ of subsequent car calls in the same direction as that of
the first car call. When two passengers wishing to travel in opposite directions register
landing calls simultaneously, the simulator has to decide which passenger’s demand is
registered. In such a case, the simulator checks for landing call up demands first and
for simplicity the simulator prevents passengers who wish to travel in the direction

opposite to that registered from entering the lift.

e The simulated ETQ assigns landing calls to fully loaded lifts. The lift simulator
prevents doors from operung when the Lift is fully loaded, but the lift will still stop for
the assignment. In the actual Iift system fully loaded lifts bypass assignments.

The above differences are listed for the mformation of the reader, but there was no
observed impact on the performance of the it simulator. The mam difference n
performance that does effect the results 1s due to the absence of the stability assessment
policy from the simulated ETQ scheduler, which causes frequent fluctuations between
assignments The stability assessment policy 1s required in order to limt the switching

between different assignments and implemented 1n the actual ETQ system.

6.7 Conclusion

Lift simulation 1s an essential part of hft system design and testing. In the simulation,
actual system data are used to maintain a close imitation of actual lift motions and time
delays. The availability of a traffic model can be used as the basis of a techmque to
eliminate the need to 1dentify separately specific traffic patterns such as up peak and

down peak.
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In addition to the fact that the simulated ETQ has no stability function implemented, the
differences in the results were maimly due to the time delay 1n the gathering of the actual
data. Despite this, the simulation results showed close agreement with those obtaned

from to the actual l1ft system.

Lift simulation can also be used as a part of an actual-time system to assist the scheduler
in searching for the best assignment solution, for example by supplying the expected next
hft state configuration on which the scheduler can base its current decision. Also, the
performance of the scheduler can be tested under unusual operating conditions, such as
when one of the lift cars is out of order. Such conditions can either be induced directly
from the keyboard at any time or by registering the time of occurrence before the start of
the simulation run. The performance of any scheduler 1s greatly dependent on the quality
of data 1t receives. The quality of data provided by the lift system can be improved by
using simulation results. For example, during simulation, the lift simulator is able to
supply the scheduler with better load status information than that usually available from
the actual system. This can be used, for example, to assess the importance of attaching

more accurate load sensors to an actual lift.

A number of extensions to the current lift simulator system could be made to improve the
model of passenger behaviour, since only the important hift simulator functions for testing
the scheduler were implemented. Under certain traffic conditions a passenger may choose
to board a lift moving in the direction opposite to that of intended travel. Also under light
traffic conditions, a passenger might press a button to close the hft car doors after getting

mto the hft.

In spite of the differences between the sinulated and the actual ETQ, the stmulation

results showed that the performance of the simulator 1s suitable as a framework for

conducting the research, that is studying and implementing the intelligent scheduler.
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(b) Simulation of the landing call vanation in (a)

Figure 6.12 Actual and simulated landing calls calculated every 5 minutes at the
terminal floor between 7am and 8pm on 3/10/94.
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(b) Simulation of the landing call variation in (a)

Figure 6.13 Actual and simulated landing calls calculated every 5 minutes at the

second floor between 7am and 8pm on 3/10/94,
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Figure 6.14 Actual and simulated car call frequency distributions from the terminal
floor to all floors between 7am and 10am in the Kodak building on 3/10/94,
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Figure 6.15 Actual and simulated car call frequency distributions from the second
floor to all floors between 7am and 10am in the Kodak building on 3/10/94.
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Chapter 6 Lift ssmulator
250
: .
2 200 | . - . - ..
= .
s
3
=
= 150 L , ; .
=
™
: ]
=
£ 100 . '
- | - . . . .
9 L J
=
£
@A 50 ] - 0‘04 & - .- .- I - -
+ ¥
»!
0 . ‘ . .
0 50 100 150 200 250

Real mean arrival in seconds

Figure 6.16 Simulated against actual mean arrival rates for each 5 minutes window
between 7am and 10am at the terminal floor on 3/10/94.
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Figure 6.17 Door opening time (measured from door OPEN status until door
CLOSED) as a function of passenger boarding numbers at the terminal floor

between 8am and %am on 3/10/94.
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Figure 6.18 Passenger boarding count against car calls, for all floors between 9am

and 10am. The right column shows actual data and the left column shows the

simulated data.
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Figure 6.19 Actual and simulated intervals between landing calls at the terminal
floor between 7am and 10am, T=150ms, 0.75s passenger entry and exit time for the
first 4 passengers in the queue, and 1s entry and exit time for each passenger
entering after the fourth.
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Figure 6.20 Actual and simulated distribution of the intervals between landing calls
and their cancellations at the terminal floor between 7am and 10am on 3/10/94.
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Figure 6.21 Actual and simulated intervals between landing calls and car arrivals at
the terminal floor between 7am and 10am on the 3/10/94.




Chapter 6 Lift stmulator

Actual intervals between landing calls cancellation and
car arrivals

100

80 4
"
£ 60l
E
g
=%

20

o |8 — : ‘
0 1 2 3 4 5 6
Time in seconds
Simulation of interval between landing calls
cancellation and car arrivals

-
g
2
o
4
=

-
0 0595 119 1785 238 2975 157

Time in seconds

Figure 6.22 Actual and simulated intervals between landing calls cancellation and
car arrivals at the terminal floor between 7am and 10am on 3/10/94.
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Figure 6.23 Actual and simulated distribution of intervals between car departures
and next landing calls at the terminal floor between 7am and 10am on 3/10/94.
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Figure 6.24 Smoothed distribution of intervals between car departures and next
landing calls at the terminal floor between 7am and 10am on the 3/10/94.
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Chapter 7

Intelligent real-time lift scheduler

The proposed 1ift control system 1s divided into two principal parts, namely the real-time
scheduler and the monitoring and prediction system. This chapter is concerned with the
design and implementation of the real-time scheduler, The scheduler needs to be able to
respond within a limited calculation time in order to minimise waiting time. In the
proposed solution, mtelligence involves the suitable use of information about the current

and predicted future states of the lift system.

In the following sections the following details are explained.
¢ The defimtion of the lift scheduling problem is given in Section 7.1

e An analysis of the use of heuristic search to solve the problem is discussed in Section

7.2,

* To demonstrate the operation of the intelligent scheduler, two representative examples
are introduced 1n Section 7.3 whose implementation involves simplifying assumptions,

especially the use of fixed delays.

* To explam the proposed search method used 1n the real-time lift scheduler and its
implementation Section 7.4 gives the assumptions used in the implementation of the
intelligent scheduler, Section 7.5 discusses the implementation of intelligent scheduler
based on A* search and Section 7.6 shows the results of testing the intelhgent
scheduler and a third example 1s then given which incorporates more realistic

assumptions regarding door delays and passenger entry and departure timings.

¢ The effect of using landing call waiting time when calculating the time the Iift will take

to answer a landing call 1s described in Section 7.7.
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The scheduler developed as a result of this work is tested in Chapter 8 using the lift

simulator, and the simplifying assumptions are replaced one by one by the true dynamic

values which can be obtained from the monitoring system

7.1 Definition of the problem to be tackled by the intelligent scheduler

Following the discussions of Chapters 2, 3 and 4, the detailed requirements of the real-

time scheduler can now be stated.

At any current state the scheduler action is dependent on incomplete future state
information For example, when calculating the path cost of a lift reaching a landing

call, car call positions and car call delays can only be estimated.

For n lifts and p landing calls the scheduler has n?possible solutions. The scheduler
has to search for the best solution, within a time duration of 250ms (Section 6.2.2).
Even under Light traffic condittons, an exhaustive search providing optimum results
may take considerably longer than this Hence, the scheduler must implement a

technique which requires the examination of a restricted set of possible solutions.

Any future state 1s affected by new landing calls, car calls and the schedule produced
mn the current state. It is difficult to update in an incremental manner the schedule
produced tn the previous state in order to derive the schedule for the current state,
especially 1f a new landing call has been 1ssued. Such an incremental updating of a
schedule may be achieved either by considering all landing calls or by only
considertng new landing calls. The first method would volve repair and
backtracking operations, while the second solution risks the optimality of the
schedule, since the previous schedule was produced without considering the new
arrivals. Consequently, the approach normally taken is to perform the search from

afresh n each scheduling cycle.

Since calculating all the future consequences in response to scheduler actions
generally takes more time than available, and the schedule will be recalculated in the
next time 1nterval, the scheduler need only find a sequence of actions that leads in the

direction of the goal state.
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¢ The scheduler should make the most of the statistical information available in the

form of heunistic rules to aid the process of pruning undesirable solutions.

s The goal can be defined as the lowest cost assignment in term of waiting time that can
be found for all landing calls within a critical time period. We can also define an
immediate goal, and that 1s, to produce for each ift the lowest cost assignment that

can be found within the time pertod allowed.

¢ A schedule should take into account the overall cost resulting from the combined
movements of the lifts, rather than the smallest local cost. For example, the path with
smallest cost may favour new landing calls to old landing calls, resulting in long
waiting times especially during peak periods That can be solved by introducing

passenger waiting time as a part of the cost.

7.2 The heuristic search problem and its solution

Chapter 3 gave a detatled overview of the use of different intelligent techniques mn hift
scheduling, and in Chapter 4, heuristic search techniques were found to fall naturally in

the process of searching for the near optimal real-time schedule

Search techniques suffer from two main drawbacks: namely the search time and memory
requirement increases rapidly with the size of the problem. Typically, heuristics are
applied to avoid exhaustive search by directing the search using the available knowledge,
which in tum limits the possible future states. A* search uses heunstics to calculate the
path with the least expensive cost to the goal state. The least expensive cost is defined in
the current system as the munimum waiting time considering all landing calls The
heuristics applied help to balance the different factors affecting the assignment of landing
calls to achieve the mmmum waiting time. This solves the problem of which series of
actions 1s responsible for a particular outcome; this 1s the credit assignment problem [Rich
and Knight 1991} For example, independently choosing the shortest path to one landing

call can increase the time taken to answer the remaining landing calls

The algonthm Iimitations explained in Chapters 3 and 4 can be summarised as below. In

the attempt to find the optimum solution, the time taken will be an exponential function of
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the number of landing calls To minimise the effects of this problem, a number of
solutions have been suggested in the literature, one of which is to consider sub-optimal
solutions as the complexity of the problem increases [Korf 1988, Korf 1990, Rich and
Kmght 1991]. Three of these approaches are discussed below.

1 Generating only the most promising paths and choosing the best path. For example,
making full use of all the rules and constramts available in order to prune unpromising

paths.

2. Improving the test procedure. This depends on the quality of the heuristic function
used to evaluate generated nodes. Increasing the accuracy of the evaluation improves
the search, but since the heuristic evaluator may have to investigate a large number of
possibilities, it needs to be fast. The selection of a suitable heunistic function that
gives an accurate indication of the most suitable path yet is computationally

inexpensive 1s vital to satisfactory solution of many search problems.

3. Limiting the search horizon to ensure the search stops within a predetermined time.
This may allow more time for the application of a heunistic function which provides a

better quality estimate,

By providing high data quality such as load information and predicted data based on
historical and real-time information, this work investigates whether a full search can be
achieved with low cost, especially under normal traffic situations. The use of a Iimited
search honizon may still be appropriate when the number of landing calls is relatively
large and the search time is greater than the calculation cycle. Under such circumstances
the goal can change to one of simply providing all lifts with their first assignment. Once
the initial assignment for each lift has been calculated the search can be further refined

during the next calculation cycle

7.3 A simple search tree example

This section describes the skeleton of a suitable search tree technique for the hft system
scheduler There are two important points to be noted Firstly, the order in which the

landing calls are assigned is important. The tree structure must be able to find the
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sequence of assignments for all landing calls which gives the smallest cost. Secondly, the
immediate goal 1s to give the lift system 1ts first assignment. Hence 1t 1s important to be
able to find a tree structure that provides each lift with a landing call assignment without

the need to search exhaustively.

Figure 7 1 shows an example of a building with two lifts moving to answer car calls. Both
lifts can decelerate to stop at the 7" floor. For the purpose of the current explanation the

followmng simplified assumptions apply:

¢ answering a landing call takes 4 umts of time;

e angwering a car call takes 4 units of time,

e the transient ime between adjacent floors is 1 unit of time;

o after answering a landing call a car call is generated and the car call floor is the last

floor (top or bottom) 1n the direction of the landing call;

e all car calls must be answered before reversing direction.

A search tree generally consists of several levels, where ¢ach level contains a number of
nodes (states) equal to the number of landing calls remaining to be answered. At each
level, the node representing a 1ift answering a landing call with a minimum cost f 1s
assigned and then expanded, where f=g+h. The time to answer all landing calls from the
start of the Iift trip until the present call 1s g and 4 is the cost of answering the remaining
calls. 4 is calculated by choosing the lowest cost for answering the remaining calls by all
available lifts. For N landing calls, if 7 is the number of an assigned landing call whose

cost is g, then:

N
k=Y. min(costpyy _ ;) (7.1)
i

where min(cost y ;) is the mmimum cost of answenng a landing call from all

remaining landing calls by all kifts. The cost of answering a landing call 1s the time

required by the hift to reach that landing call. This method 1s based on the commonly used
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stmplex collective technique (Chapter 2) in which a Iift travels around its zone answering
the first landing call in its way. The principle of the search is that rather than generating
nodes for all lifts for all landing calls, the search 1s directed toward the most promising

paths using the least cost path for a lift to a landing call (nearest neighbour heuristic)

8 =l
7 *
Lc3¥ 6
L2V 5 | I3
LC1A 4
LCOA 3
2 *
[Ker
1 Lc landmg call
G * car call
A v v landing call direction
[ Lftcar
Liftd Liftl

Figure 7.1 An example of the configuration of lifts and landing calls.

(LC denotes landing calls).

Figure 7.2 shows an example search tree for the configuration of Figure 7.1. At each
level, one node is generated for each lift. The landing call assigned to a lift is chosen
according to the lowest cost of reaching a landing call, g. Table 7.1 gives the cost of the
direct paths of each lift to each landing call from the 1nitial state following the given rules.
The first column shows landing calls which are numbered first in order of up landing calls

and then in order of down landing calls.
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Figure 7.2 A* search tree for the example of Figure 7.1
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Landing calls Lift 0 Lift 1
LCo 10 - 1 ]
LC1 9 12
LC2 8 ) 3
LC3 7 2

Table 7.1 Costs of lift direct trips to landing calls for the example of Figure 7.1

Table 7 2 and Table 7 3 show the cost of a lift answering a landing call having already
answered a previous call. For example in Table 7 2, the cost of Lift 0 answering LC2 after

LCI 1s 15s. In the tables, LCp mndicates landing call number p.

Second First landing ¢all
landing call LCo 1C1 LC2 LC3
LCO 0 17 16 17
LC1 5 0 17 1;— B
L.C2 16 15 0 5
LC3 15 14 19 0

Table 7.2 Costs of trips between landing calls for lift 0 for the example of Figure 7.1

Second First landing call
landing call LCo LC1 LC2 LC3
LCO 0 17 20 21
LC1 5 0 21 22
LC2 16 15 0 5
LC3 15 14_ 23 - 0 B

153

Table 7.3 Costs of trips between landing calls for lift 1 for the example of Figure 7.1




Chapter 7 Intelligent real-time Lift scheduler

Although the nearest landing call to a parked Iift or the first landing call in the way of a
moving hift is the lowest cost path for that hift, this approach will not necessarily produce
the best combination of paths for the lift system as a whole. The order in which landing
calls are answered affect the overall cost, and this can result 1n an overesttmation of the f

value and hence an optimum solution may not be found, even for the simplest example.

In Figure 7.2, the search has Lift 0 answering LC! before L0, while if Lifi 0 answers
LCO0 before LC1, a final goal node would have a value of /=34 (the calculation example
for the value of / 1s given in Section 7 5). An alternative approach is to modify the search
to consider a greater number of alternatives at each level in the tree. Figure 7 3 shows
another example of the same building but with a different landing call distribution Table
7.4, Table 7.5 and 7 6 show the cost of the trips to a landing call cost tables as explained

1n the previous example.

LC1 A 3

Lc2 ¥ 2
[Key
1 % Lc landing call
* car call
LCO A G v landing call direction
= | I1ft car
A|Y

Lift0 Liftl

Figure 7.3 A second example of the configuration of lifts and landing calls.
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Figure 7.4 shows the search tree for the example of Figure 7.3, where all unassigned
landing calls are considered at each stage of the search tree. At each stage, a landing call
is answered by the lift which gives the lowest cost path. The hift assignment follows the

same order as the tree levels, that is, the first level 1s the first lift assignment. The search

Start

LCO- L\ﬂﬂ/\LCO - Litl

LC2 - Lifid .
LCI - Lift0 LCI - Laft1 1 ! LC2 - Liftl
g=14 g=7 g=11 g~8 i .
h=16 h=40 h=12 B=130 h=21 h=22
=30 =47 f=23 =18 f=33 f=23
LC2 - Liftd LC2 - Lftt LCO - Lif0 LCO- Liftl
g=4l g=12 g=43 =18
h=7 £
h=11 h=1 bh=129
=43 =23 =44 fed7
LCO-Lift0 LCo-Lifit
g=44 g=23
h=0 h=0
=44 =23

Figure 7.4 A* search tree for the example of Figure 7.3.

has given the smallest value of f and, unlike the first example, the path to answer LCO

with Iift 1 1s of lower cost than that of Iift 0.
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Landing calls
LCO
LC1

LC2

Laft 0 Lift1
14 “; M
11 8
12 1

Table 7.4 Costs of lift direct trips to landing calls for the example of Figure 7.3.

Second First landing call
landing call LCO LC1 LC2
LCO 0 21 6
LC1 7 0 13
LC2 22 19 0

Table 7.5 Costs of trips between landing calls for lift 0 for the example of Figure 7.3.

Second First landing call
landing call LCO LC1 LC2
LCO 1 0 21 10
1.C1 7 (; 17
LC2 ! 22 19 0

Table 7.6 Costs of trips between landing calls for lift 1 for the example of Figure 7.3.

156




Chapter 7 Intelligent real-tume hft scheduler

The nearest neighbour heuristic is still implemented, but a larger number of nodes is
constdered at each level than in the previous search method, Figure 7 2. The aim at this
point 1s to minimise the number of generated nodes As the number of landing calls
increases it may take more time to calculate the value of f since the number of nodes
generated will increase. When the number of landing calls exceeds the number of lifts,
the immediate goal of the scheduler 1s to find the first lowest cost assignment for each lift.
Figure 7.5 shows a search tree prioritised according to lift usage rather than landing call
assignment. The full assignment 1s presented in Table 7.7. Each level of the tree
represents a possible Itft assignment to the remaining unassigned landing calls and the

posstbility of no assignment to that lift (that is a free node). The total number of nodes for

Start
Free - Lift0 LCO - Liftd LC1 - Lifid LC2 - Lift0
g=0 g=14 g=11 g=12
h=130 h=1% h=12 h=21
f=30 £=33 f=23 f=33
Free - Liftl LCO - Lift LC2 - Liftl
g=11 g=18 g=12
h=66 h=29 h=11
=77 f=47 f=23
Free - Lifto LCo - Lifto
g=12 =44
h=11 h=0
f=23 f=44
LCO - Liftl
g=23
h=0
f=23

Figure 7.5 Prioritised A* search tree for the example of Figure 7.3
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each level is equal to the sum of the number of landing calls left to be assigned and the
free node. If a free node is chosen, the lift remains free of assignment until the end of
search, as long as the search remains within that branch of the tree. If only one lift 1s
available for assignment then no free node is generated for that lift, for example only one
node 1s generated for Zift 1 at the last level of the tree 1n Figure 7.5. Note that this search
tree generates the same assignment as that of Figure 7.4, but with only 10 nodes 1n total,

while the previous search generated 12 nodes

Figure 7.6 shows the prioritised search tree of Figure 7 1, with the assignment shown in

Table 7 8. The search has given the correct value of f with the most suitable order of

pras .

assignment.

Free LCO LC) LC2 LC3
Lif10 Liftd Lifto Lif10 Lifto
g=0 g=10 g=9 g=3% g=7
h =68 h=24 h=135 h =50 h=351
[= 6% =14 =44 f=58 fm 58
Free LC1 LC2 LC3
Liftl Laftl Liftl Laftl
g=10 g=22 g=13 g=12
h=78 h =352 h=41] h~22
f=33 =74 =54 f=34
Free Lcit Lc2
Laf10 Lifto Lift@
g=12 g =27 g=38
h=35 k=7 h=24
f=47 f=34 f=62
LC2 Free
Lift Liftl
g=24 g=27
h=0 h =30
f=34 =57

Figure 7.6 Prioritised A* search tree for the example of Figure 7.2

As the tree structure forces the assignment of lifts rather than landing calls, it 1s possible

to stop the search when the number of tree levels 1s equal to the number of lifts. This
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technique of determining which resources should be given greatest importance in the

application of the search has been termed Prioritised A* search by the author.

Assignment Lift trip total cost up
to this assignment
Lift 0 LC1 o 11 a -
Lift1 LC2 | t
Lift1 LCo 11

Table 7.7 Prioritised A* scheduler assignments for the example of Figure 7.3.

Assignment Lift trip tetal cost up
to this assignment
Lift 0 LCO a —~1'0“" -
Lift1 LC3 2
Lift 0 LCl1 1*5
Lift1 LC2 7

Table 7.8 Prioritised A* scheduler assignments for the example of Figure 7.1.

The search method appears to be satisfactory, but what would happen 1f the time interval
dedicated for the scheduling cycle expires before the search 1s complete? What 1f the time
expires while backtracking up the tree? In such a case the lifts” first assignments may not
be vahd. If this assignment 15 available then 1t might not be the optimum solution, as 1f
the search continued, a better solution might be found. The scheduler would then have to
correct 1ts action, and this might cause nstability 1n the Ift system As explamed in
Section 7 2, improving the quality of the calculation of the % value may lead the search
into the most suitable branch, while avoiding backtracking If this 1s true then truncating

the search tree after first assignment would provide the required schedule
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7.4 Practical assumptions for the intelligent scheduler

This section explains the rules and assumptions used in order to calculate the value of f.
The assumptions are based on those rules generally followed by lift companies, as given
1n detail in Appendix D. The aim of such rules 1s to supply the scheduler with good
heunstic functions which minimise the duration of the search. Moreover, if a schedule has
to be given before a full search tree 1s conducted, the assignment is enhanced by

improving the quality of the heuristic calculation.

The examples given in Section 7.3 show tables of lift trip times to answer landing calls
The tables show values calculated using the simplified delay assumptions introduced for
illustration purposes. In the following, the assumptions are replaced by mmformation

supplied by Express Evans Ltd (Figure 6.3), as follows
¢ One second 1s allocated for travelling between floors;

* 8.9s 1s allocated if the lift 1s stopping for a landing call, (one passenger entry 0.5s +

3 5s after passenger entry + doors opening and closing 4.9s);

e 6.4s1s allocated if the Iift is stopping for a car call, {one passenger departure 0.5s + 1s

after passenger departure + doors opening and closing 4.9s);
* 9.4sis allocated if lift is stopping for both a landing call and a car call;
e 2.7s1s allocated for door closing delay,
e A lift must answer all car calls before reversing direction

o When a lift 1s assumed to be answernng a landing call, all other paths are calculated on
the assumption that the lift would have a delay of 8.9s at the landing call floor. A
passenger entering the lift would normally register a car call which is assumed to be at
the furthest floor in the direction of the landing call. The assumed car call delay is
added to all landing call paths not in the way of the lift, except for any landing call at
the last floor in the direction of travel. If no passengers enter the Iift, then no car calls
are 1ssued and the simulator should wait for a dwell ime of 8s before accepting any

new assignment. At the end of the dwell period, the lift starts closing 1ts doors and
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next direction changes to STOP. At this point, the lift is no longer assumed to have a

car call and the path cost will only consider door closing time delay.

e A car call delay of 6.4s at the destination landing call floor is not included in the

calculation of the cost of answering that landing call.

e The path cost of a lift moving to a landing call also depends on the number of car calls
between the lift imtial position and the destination landing call. Lift tnip time to and
from each car call 1s calculated rather than just using the direct trip time to the landing

call floor.

e When a Iift 1s not moving and a landing call 1s 1ssued at the lift position while the door

is closing, the path cost is assumed to be zero.

e Ifalift 1s not moving then it has parked, stopped for a landing call or car call or both a

landing call and car call.

¢ When a lift has stopped for 1ts last car call or parked, the lift may have its next
direction as STOP, PARK, UP or DOWN. The door delay may vary between zero
when door 1s closed to the normal full delay if the hft has just stopped (no more than

6.45).

e When the lift is moving with no car call and cannot stop for a landing call, then the
trip time to that landing call is calculated as the time 1t takes the lift to travel to the

next possible stop and reverse back to the landing call floor.

e When a lift is decelerating, the advanced lft position (passed from the monitoring
system) is equal to lift destination. The time remaining to stop is added to the cost of
answening landing calls. The hift next direction is changed by the simulator so that if
the 1ift 1s stopping for its last car call then its next direction changes to STOP. If the
Ift has more car calls then the next direction remains unchanged. No assumptions for
opposite direction car calls are made If the lift is stopping for a landing call then 1its

next direction would be the landing call direction.

e The direct path array (Table 7.1 and Table 7.4) gives the cost of answering a landing

call from the imtial lift state.

161




Chapter 7 Intellizent real-time {1ft scheduler

o The path of a lift answering a landing call after its assumed assignment is calculated
using the between landing call array (Table 7.2, Table 7.3, Table 7.5 and Table 7 6). If
there is a car call at the level, that 1s, at the start of the trip path when a lift is
answerng the landing call, then a passenger exit time of 0 5s 1s added to the total cost
of answering any further landing calls. When calculating the paths from any landing
call not in the way of a lift, 1t 1s assumed that the lift has answered all its car calls

before reaching these landing calls.

These assumptions are used in testing the priontised A* scheduler with a number of
different examples for the first stage of implementation. The second stage of
implementation tests the performance of A* scheduler using the simulator as the quahty

of data supplied by the simulator 1s gradually improved.

7.5 Prioritised A* algorithm

In the priontised A* algorithm, the tree consists of a number of levels, each of which 1s

o]t ]2] 2]

all_nodes

tree level
ponter

I.lft()lo I—bITII I2 I3 I stage |
Lt [T 4 [5 6]

Lo [2 7 s ] stage 2
a1 [3 9]

allNodes_ptr

sorted_open

Figure 7.7 Example of arrays generated for 2 lifts and 4 landing call tree.
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assigned to one hft, Figure 7.7. The number of levels depends on the number of landing
calls and lift assignments. At each level of the tree, a number of nodes equal to the
number of unassigned landing calls 1s created plus a free node. A free node is generated
only 1f there 1s more than one lift available for assignment. The nodes are created and
saved in an array of structures which is indexed according to a node number. Each node
contamns a node number, a parent node number, the tree level, the landing call assigned, g,
h, and f values, and the state of the node (open when first generated and closed when the
node is expanded and its chuldren are generated). The nodes for each level of the tree are
sorted according to their f value. If the f values are equal, the nodes are sorted according
to the / value The sorted nodes at each level are accessed using an array which is indexed
according to each level of the tree (allNodes_ptr{tree_level][node]). At each tree level, the
node that follows the last closed node in the allNodes ptr array is saved in a separate
array This array points to the lowest cost opened nodes at each expanded tree level
(sorted_open_array). Each time the sorted_open_array is updated, the array is sorted so
that the node with the lowest f value is at the first location of the array. The allNodes_ptr
array only saves the nodes mn the current path and each level is sorted when nodes are
generated. This makes the selection of the next lowest cost nodes easier and the sorting

time is reduced as there 1s no need to sort all open nodes each time a level is generated.

The node with the lowest cost at a level is first compared with the lowest cost node n
sorted_open_array. If the first node has a smaller f value, then it 1s chosen for expansion
and another level 1s added to the tree Otherwise, the second node is the lowest cost node
which is then is deleted from the sorted_open_array and the first node is added in its
place. At this stage the search will backtrack either up or down the tree depending on the
selected node level and the search tree 1s updated accordingly. Once the tree 1s updated,
the next lowest node at the new tree level 1s added to sorted_open_array and the array 1s

then sorted according to the node’s f values
There are two types of backtracking,

1. Backtracking occurs when the parent of the chosen node is 1n the current tree path to a

tree level which is lower down the tree or at the same level of the current tree branch.
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2. If the parent node of the chosen node is not in the current tree branch, then

backtracking would start from the chosen node via the root node.

The first backtracking method is useful when there is no need to backtrack to the root of

the tree, since only the necessary levels are updated.

As explained in Section 3 1.1, 1t 1s important that 4 15 not overestimated in order to
guarantee finding the lowest cost path to the solution. Russell and Norvig [1995] explain
that for most real problems, the only way to guarantee that 4 1s never overestimated is by

setting 1t to zero The search then would be admissible but not efficient. If 4 1s rarely
overestimated by more than 3, then the A* algorithm will rarely find a solution whose

cost is more than & greater than the cost of the optimal solution.

Since & resembles the distance of a node to the goal, then if 1t were a perfect estimation
A* will converge immediately to the goal node with no search. The better the estimation

of & the closer the solution becomes to the direct approach.

During heavy traffic periods when the number of landing calls exceeds the number of lifts
and the scheduling time increases with the size of the problem, then providing lifts with
therr imitial assignment from the bottom of the tree (the lifts’ first assignments) becomes
necessary 1f the scheduling time exceeds a predefined time interval. Hence, 1t 18 important
that the A* scheduler coverages immediately to a schedule to avoid long search times,
meaning that the better the estimation of % the more likely that the schedule produced 1s
near the optimum solution. The algorithm used in the calculation of the values of g and &
is based on both the direct path array and between landing call array. The g value is equal
to the cost of answering all assigned landing calls, but for a free node, no cost 1s added to
the value of g. The & value 15 equal to the lowest cost of answering the remaimng landing
calls using the available lifts, Section 7 3 and Equation 7 1. Figure 7.8 shows an example
of the calculation of the value of / for the node in the bottom level of the A* tree chosen
for expansion in Figure 7.6. The node is the first assignment for /if? 0, calculated using the
path cost tables Table 7.1, Table 7.2 and Table 7.3. The symbols (such Lift 0: (LC0, 10)
+ (LC1, 5) =15 denotes that Iift 0 1s answering LCO with a cost of 10 then answering LCI

with a cost of 5 which results 1n a total cost of 13.
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Lift 0 1s assigned to LCO withg=10
h =minimum cost of answering all remaining landing calls using the available lifts.

Search for the next landing call with smallest cost for each lift

Assign the lift with mamimum cost

Lift 0: (LCO0, 10) +{LC1,5)=15
Lift 1: (LC3,2) =2
Then h=2 LCO and LC3 are assigned

Lift 0: (LCO0, 10) + (LC1, 5) =15
Laft 1: (LC3,2) +(LC2,5) =7
Thenh=2+7=9 LCO, LC2 and LC3 are assigned

Lift 0: (LCO0, 10) +(LC1,5) =15
Lift 1: (LC3, 2) + (LC2, 5) + (LC1+21) =28
Thenh=9+15=24 all landing calls are assigned

f=10+24=34

Figure 7.8 The calculation of the node selected for assignment at the first level of
the tree using the example in Figure 7.6.

7.6 Prioritised A* lift scheduler results

The prionitised A* algonthm described in the previous section is tested using several
different examples. Other ways of calculating the 4 value were used and compared with
the above method The scheduler was tested for the same examples when /2 =0 and when

h1s calculated using only the direct path cost to landing calls

The results show that the tree converges directly to the goal without any backtracking
when using the calculation method introduced in Figure 7.8. The chosen node f value
remains the same at all levels until the goal node is reached. The results were compared
with those produced when =0, and can be found in Appendix E. Table 7.9 and Table
7.10 show the results for the examples in Figure 7.1 and Figure 7.3 respectively. The first
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column denotes # when calculated using both the direct and the between landing calls

arrays; the second column shows the results of the A* search results using 2=0 and the

third column gives the results when the algorithm 1s tested using only the direct path to

the landing call when calculating the cost. In this last approach, the lhifis’ previous

assignments are not considered and only the direct path from the current lift position to

the landing call 1s used. In all cases, the schedule and 1its cost fare the same

Scheduling fime
Number of nodes

Number of backtracks

N N
k=2 min(costy — ;) h=0 Ay = Zmin{DirectCosty — ;)
[ i
0 8ms 14ms 7 Tms
14 163 107
0 47 32

Table 7.9 The results of testing the prioritised A* scheduler for the example in
Figure 7.1 using three different methods of calculating /.

To compare the value of / calculated using the direct path method with the calculations of

hn the previous section, the value of 4 for the same node 1n Figure 7 8 1s recalculated in

Figure 7 9, using the direct path, Table 7 1

Scheduling time
Number of nodes

Number of backtracks

N N
k=Y mn{costpy _,) h=0 hy = Znun(DirectCosty — )
1 '
0 6ms 2ms 1 7ms
10 49 24
0 15 7

Table 7.10 The results of testing the prioritised A* scheduler for the example in
Figure 7.3 using three different methods of calculating 7.
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Lift 0 is assigned to LCO with g =10

h = minimum cost of answering all remaining landing calls using the available lifts.
Search for the next landing call with lowest cost for each Iift

Assign the Lift with minimum cost

Lift 0: LCO0 -> LC3, (7)

Lift 1: LC3, (2)

Thenh=2 LCO and LC3 are assigned

Lift 0: LC0 -> LC2, (8)
Lift 1: LC3 -> LC2, (3)
Thenh=5 LCO, LC2 and LC3 are assigned

Lift 0: LC0 ->LC1,(9)
Lift 1: LC3 -> LC2->LC1, (12)
Thenh=14 All Ianding calls are assigned

f=10+14=24

Figure 7.9 The calculation of the node selected for assignment at the first level of the
tree using only direct path cost in Table 7.1 for the example in Figure 7.8.

The above results demonstrate the following

o The greater the accuracy of the / value the faster is the calculation of the schedule If
h is calculated without error the schedule will converge to the goal state without
backtracking, and so the search could be interrupted once an mmtial assignment for

each lift is available, that is, when the number of levels 1s equal to the number of hifts.

e Usmg an estimated value of & less than the actual value will provide an optimum
solution, but its calculation takes longer due to backtracking. For examples with a
larger search space the algorithm may use prohibitive quantity of memory, as
illustrated by example 10 in Appendix F. As the complexity of the problem increases
and the time taken to calculate the schedule increases, then 1f the search 1s stopped
before completion, an assignment for each lift may not be available, or the solution

may not be optimal
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o All three methods provide the same schedule with the same cost demonstrating that

the prioritised A* search provides the optimum solution in this case.

A detailed example 1s now given which describes the methods of calculation adopted in
the implementation of the prioritised A* search. Appendix F imcludes a number of
selected examples for a building with 18 floors. These examples are now calculated using
the assumptions defined in Section 7.3. In some examples the value of f reduces while
searching the tree, yet the search still converges without backtracking. The reason why
this occurs can be explained by considering the example shown mn Figure 7.10. In this
example, the lifts are stationary, lift 0 has stopped to answer a landing call and lift 1 has

stopped to answer a car call.

8
LC5 WLC4 4 7 *
Lc3 A 6
5 *
LC2 A 4
LC1 A 3
LCo A 2 ey
1 LC  tandmgcall
G * car call
v landing eall direction
A = hft ¢ar
Lift0  Laftl

Figure 7.10 A third example of the configuration of lifts and landing calls.

The relevant values in this example can be found in Table 7.11, Table 7.12 and Table
7.13. At the first level in the search tree a node with value of /=112 6 is expanded, Figure
7.11. While in the second level the node with value of f=99.7 1s chosen, Figure 7.12.
When £ 1s calculated, 1t follows the shortest path to a landing call. Lyfz! was first assumed
to answer LCI. At the second level, Lyft/ answers LCO first and the search corrects 1ts f°
value for the remainder of the search. The structure of the tree allows the correction of the
node value without the need for backtracking. The resulting schedule 1s shown 1 Table

7.12.
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Landing calls Lifto Laft 1
LCO 297 a7
LCI 287 37
LC2 0 0
LC3 173 47
LCA 183 o571
LC5 183 57

Table 7.11 Costs in seconds of lift direct trips to landing calls for the example of

Figure 7.10.
Second First landing call

landing call LCO 1.C1 LC2 LC3 LC4 LCS
LCo 0 263 381 297 228 248
LC1 99 0 371 287 218 258
LC2 109 99 0 277 208 268
LC3 129 119 173 0 188 288
LC4 139 129 183 99 0 w 298
LCs 223 213 31 247 178 '

Table 7.12. Costs in seconds of trips between landing calls for lift 0 for
the example of Figure 7.10.

Second First landing call

landing call |  LCO LC1 LC2 LC3 LC4 LCS
LCO 0 263 258 233 23 243
LCl 99 0 248 223 213 253
LC2 109 99 0 213 203 263
LC3 129 119 114 0 183 283
LC4 139 129 124 99 0 293
LCS 223 213 208 183 173 0

Table 7.13. Costs in seconds of trips between landing calls for Iift 1 for
the example of Figure 7.10.
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Lift 0 is assigned to LC2 withg=0

h = minimum cost of answering all remaining landing calls using the available lifts

Search for the next landing call with smallest cost for each Iift

Assign the hft with mimimum cost

Lift 0: (LC2, 0) + (LC3, 17.3) =17.3
Lift 1: (LC1, 3.7) = 3.7
Then h=3.7 LCI and LC2 are assigned

Lift 0: (LC2, 0) + (LC3,17.3) =173
Lift 1: (LC1, 3.7) +(LC3,11.9) = 15.6
Then h =3.7+15.6 =19.3 LCI, LC2 and LC3 are assigned

Lift 0: (LC2, 0) +(LC4, 18.3) =18.3
Lift 1; (LC1, 3.7) + (LC3,11.9) + (LC4, 9.9) =255
Thenh=193+18.3=37.6 LCI LC2, LC3 and LC4 are assigned

Lift 0: (LC2, 0) + (LC4, 18.3) + (LC5, 17.8) = 36.1
Laft 1: {L.C1, 3.7) + (1.C3, 11.9) + (LC5,18.3) = 33.9
Thenh=37.6+339=71.5 LC1 LC2, LC3, LC4 and LCS are assigned

Lift 0: (LC2, 0) + (LC4, 18.3) + (LCO, 22.8) =41.1
Lift 1: (LCI, 3.7) + (LC3, 11.9) + (LC5, 18.3) + (LC0, 24.3) = 58.2
Thenh=71.5+41.1=112.6 All landing calls are assigned

f=112.6

Figure 7.11 The calculations carried out to determine f at the first node chosen for
expansion in the search tree for the example of Figure 7.10.
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Lift 0 is assigned to L.C2 and Lift1 is assigned to LCO with g =4.7
h = minimum cost of answering all remaining landing calls using the available lifts

Search for the next landing call with smallest cost for each Iift

Assign the Iyt with mimimum cost

Lift 0: (LC2, 0) + (LC3,17.3)=17.3
Lift 1: (LCO0, 4.7) +(L.C1,9.9) = 14.6
Then h = 14.6 LC@, LC! and LC2 are assigned

Laft 0: (LC2, 0) + (LC3,17.3) =173
Laft 13 (LCO, 4.7) + (LC1, 9.9) + (LC3, 11.9) = 26.5
Then h=14.6 +17.3=31.9 LCO, LC1, LC2 and LC3 are assigned

Lift 0: (LC2, 0) + (LC3, 17.3) + (LC4, 9.9) = 27.2
Lift 1: (LCO, 4.7) + (LC1, 9.9) + (LC4, 12.9) =27.5
Then h=31.9 +27.2=59.1 LCO, LCI, LC2, LC3 and LC4 are assigned

Lift 0: (LC2, 0) + (LC3, 17.3) + (LC4, 9.9) + (LC5, 17.8) =45
Lift 1: (LCO, 4.7) + (LCI, 9.9) + (LC5, 21.3} = 35.9
Then h=59.1 +35.9=95 all landing calls are assigned

f=4.7495=99.7

Figure 7.12 The calculations carried out to determine f at the second node chosen for
expansion in the search tree for the example of Figure 7.10.

171



Chapter 7 Intellipent real-time hift scheduler

Assignment Lift trip total cost up
to this assignment in
seconds
Lift0 LC2 o
Laftl LCO 47
Laft0 1C3 "“W']:";‘ o
Liftl LC! 146
Lift0 LC4 272 -
Liftl LC5 159

Table 7.14 The prioritised A* scheduler results for the example of Figure 7.10,

To calculate the schedule, the hift system nceds no more than the hifts’ first assignments
each time the scheduler 1s called Since the assignment 1s the same whether the search 1s
truncated or continued until completion, the search method may be useful for other
scheduling problems where more than one assignment 15 required for each resource. For

other real-time applications the search can be hmited to some critical time period.

7.7 Passenger waiting time effect on the prioritised A* scheduler

The aim of the intelligent ift scheduler 1s to mimimuse passenger waiting time However,
ETQ and the pniontised A* search descrnibed 1n the previous sections use the time 1t takes
a Iift to reach a landing call. Consequently, in order to produce a schedule which aims to
miimise waiting time, 1t 1s important to restate the problem to introduce how long a
passenger has been waiting. The only indication of how long a passenger has been
watting 15 the time elapsed since the landing call was 1ssued, so that the passenger waiting
time 1s equal to the landing call waiting time. For the example in Figure 7 1, the waiting
times for the passengers at each landing are shown in Table 7.15. Table 7.16 and Table

7 17 show the lift path calculations 1n terms of waiting time.

A companson of the scheduling results (Table 7.19) with those obtained without using

fanding call waiting time (Table 7 8) shows some differences. In particular, the first
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assignment of lift 0 as calculated in Figure 713 1s different. Figure 7 14 shows the
recalculations of the same node as m Figure 7.8 but now using waiting time The detailed

results can be found 1n Appendix E

Landing calls Waiting time
L.COo 05s
1.C1 01s
LC2 30s
1.C3 20s

Table 7.15 Waiting times for the landing calls in the example in Figure 7.1.

Lift 0 Lift1
LCO 105 115
LC1 ! 91 121
1.2 38 33
LC3 27 22

Table 7.16 Costs in seconds of lift direct trips to landing calls including passenger
waiting time for the example in Figure 7.1.

Second First landing call
landing call LCO 1L.C1 LC2 LC3
LCO 0 175 165 175
LC1 51 __0" 171 l—é; 1——_
L.C2 46 45 0 . 35
LC3 35 34 39 0

Table 7.17 Costs in seconds of trips between landing calls for lift 0 including
passenger waiting time for the example in Figure 7.1.
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Second First landing call
landing call LCO LC1 LC2 LC3
LCo 0 175 205 215
LC1 51 — 0 211 221
LC2 46 45 0 K
LC3 35 34 43 0

Table 7.18 Costs in seconds of trips between landing calls for lift 1 including
passenger waiting time for the example in Figure 7.1.

Assignment  Lift trip total cost up to this
assigniment in seconds
Lift 0 LC3 - —_-;—_ - B
Lift } LCO 11
Lift @ LC2 12 o N
Laft 1 LC1 16

Table 7.19 The prioritised A* scheduler results inclnding passenger waiting time for
the example in Figure 7.1.
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Lift 0 is assigned to LC3 with g =27

k =minimum cost of answering all remaining landing calls using the available lifts

Search for the next landing call with lowest cost for each hift
Assign the lift with minimum cost

Lift 0: (LC3, 7) + (LCO, 17.5) = 24.5
Lift 1: (LCO, 11.5) = 11.5
Then h=11.5 LCO and LCI are assigned

Lift 0: (LC3, 7) H LC1, 18.1) =25.1

Lift 1: (LCO0,11) + (LC1, 5.1) = 16.1

Then h=11.5+16.1=27.6 LCO, LCI and LC3 are assigned
Lift 0: (LC3,7) +(LC2, 35) =42

Laft 1: (LCO,11) + (LC1, 5) + (LC2, 45) = 61

Then h=27.6 +42 = 69.6 all landing calls are assigned

f=27+69.6=96.6

Figure 7.13 Recalculation of the node in Figure 7.6 for lift 0 answering LC3 at the

first level of the tree.
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Lift 0 is assigned to LCO with g = 10.5

k= minimum cost of answering all remaining landing calls using the available lifts:

Search for the next landing call with lowest cost for each lift
Assign the Itft with mintmum cost

Liftd: (LCO, 10) + (LC1, 5.1) = 15.1
Lift1: (LC1,12.1) =12.1
Then h=12.1 LCO and LC! are assigned

Laft0: (LCO, 10) + (LC3, 35} =45
Lifti: (LC1, 12) + (LC3, 3d) = 46
Then h=12.1 +45=57.1 LCO, LC! and LC3 are assigned

Lift0: (LC0, 10) + (LC3, 15) + (L2, 35) = 60
Lift1: (LC1, 12) + (LC2, 45) =57
Then h=57.1 +57=114.1 all landing calls are assigned

f=10.5+1141=124.6

Figure 7.14 Recaleulation of the node in Figure 7.6 for lift 0 answering L.CO at the
first level of the tree

7.8 Conclusions

A real-time mtelligent scheduler has been introduced and developed in this chapter. The

scheduler uses a prioritised A* search with the following characteristics

¢ The prioritised A* lift scheduler 1s operating in an environment which 1s continuously
changing, and as shown in Chapter 8, 1s able to take advantage of all the available
mformation about the correct state of the hift system, for example landing call waiting

time, door delay, passenger exit and entry delay and the exact lift journey time.

e The scheduler gives priority to the assignment of lifts to landing calls, ensuning that

each hft is given an assignment.
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o The prioritised A* search converges to the goal state without backtracking. This means
that the heunstics are providing a good estimate of the lift path cost. The result also
shows that the order in which landing calls are answered is important Since the A*
search gives the opportunity to mvestigate all the possible orderings of landing calls,

the search, once terminated, would find the lowest cost schedule.

¢ Since the scheduler does not suffer from backtracking, 1t 1s possible to truncate the
search at any stage and still produce a correct partial assignment. In the lift system,
only the first assignment of lifts is required from the scheduler and so the search tree
could be truncated when the number of tree levels is equal to the number of available
lifts. Generally, schedulers cannot be interrupted and stll be expected to give the
correct assignments For the priontised A* scheduler, it is possible to determune for a

given number of hifts and landing calls how long the schedule will take to calculate.

¢ In the hift scheduler the main aim is to mimimise the average waiting time and this is n
contrast to the ETQ scheduler. Moreover, the schedule having the lowest cost for
answernng all landing calls 1s chosen rather than arbitranly assigning prionties to some

landing calls over others.

In the following chapter, investigates the practical implementation of the lift monitoring
system which 1s responsible for providing prediction and further control actions such as
up peak control. The prioritised A* scheduler 1s tested using the lift simulator. The effect

of using data with better accuracy such as actual door delays and predicted car call floors

is described.
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Chapter 8

Lift monitoring system

The real-time lift control system comprises the on-line real-time scheduler described 1n
Chapter 7 and control policies such as lift parking This chapter introduces the monitoring
system which complements the real-time control system by supplying information about

the current and predicted future states of the hift system

The momitonng system consists of two parts. The first part is the on-line monttoring
system which 1s responsible for supplying detailed information about the lift system such
as lift door delays and passenger current mean amival rate. The second part of the
monitoring system provides the real-time control system with predicted information about

the future state based on historical statistical data.

This chapter also investigates the performance of the prioritised A* scheduler using the
lift simulator introduced in Chapter 6 The intelligent scheduler performance is compared
with that of the ETQ scheduler. A senes of simulation runs has been conducted with each
subsequent simulation using additional data provided from the monitoring system To
provide a suitable benchmark, all simulation results use the same passenger arrival rate
during corresponding five minute intervals In particular, the passenger traffic generated
from one simulation run using the traffic data obtained from 3/10/94 is recorded and used
for all simulation runs. Note that the passenger destinations are not fixed, meaning that for
each simulation car calls are generated randomly using the passenger destination model
obtained from 3/10/94. This chapter also shows the effects on the scheduler of using a
new adaptive parking and up peak detection policy which are based on the current and

historical passenger mean arrival rates
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8.1 Lift monitoring system

The Iift momtoring system 1s responsible for gathering all the information necessary for

the lift control system. The monitoring system uses this information for applying

constraints and to trigger control policies such as an up peak policy. There are two types

of such information, namely current and historical. The current data are listed below.

1.

6.

7.

The number of lifts available for assignment. For example, a fully loaded hift is
excluded from the list of available lifts provided to the A* scheduler. Other constraints
can be appled such as loaded lifts are only allowed to open their door twice In

response to new arrivals,

. The number of car calls along the path of the lift Only when a lift has answered all its

car calls in the current direction of motion are car calls in the opposite direction of

motion considered.

. Whether the lift has stopped for a landing call or a car call. If the lift stops for a landing

call, then the scheduler would normally assume a car call would subsequently be

generated

. Landing call floors, false landing call floor, lift position, lift status (moving, not

moving and decelerating), next possible stop, next direction and how long since a lift

has been travelling,

. Lift door delay, that is, how long it will be before a lift will close 1its doors. The delay

is updated each time a passenger enters or departs the lift
How long since a landing call has been 1ssued (passenger waiting time).

Passenger mean arrival rate and predicted next landing call time for the terminal floor.

The current passenger mean arrival calculation is shown in equation 8.1:

time at which the scheduler is called - landing call time

current passenger mean arrival = 8.1)

number of passengers arriving during the above interval

Landing call time is registered when a passenger issues a landing call. Passengers are

detected while entering the lift using the rules in Figure 5.22. The landing call time 1s
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only updated when more than one passenger arrives in response to this landing call and
the lift loading those passengers closes its doors. If only one passenger arrives or a lift

reopens its doors, then.

¢ the previous landing call time remains the starting reference point for the duration of

observation, and

¢ the number of passengers assuming to have arrived since the previous landing call is

increased while the previous landing call time remains unchanged.

When more than one passenger has arnived and the loading 1ift door is closed, the landing
call time is updated and only the number of passengers that have arrived since the last
landing call is considered. This means that the observation period varies according to
traffic intensity. This way of smoothing the calculation of the passenger mean arnival
provides the lift system with a means of detecting the start of peak traffic pertods, and

avoids false peak period alarms resulting from sudden traffic fluctuation.

The next landing call time is calculated while the loading l1ft door is open and more than

one passenger 1s entering the hift.

next landing call time = current passenger mean arrival + time interval until lift closes its door (8.2)

Both current passenger mean arrival and next landing call time are used to detect up peak

periods as will be explained 1n Section 8.4.

The historical data provided by the hft monitoring system consist of the historical
passenger mean arrival rate and the predicted car call floors. These are extracted by
choosing from previous days a traffic pattern similar to the present day. The present day’s
traffic behaviour 1s compared with samples of other days’ traffic and the best match 1s
chosen as explained in Section 5 3. The mean arrival rate is calculated for all floors using
the rules shown in Figure 5.22. Predicted car calls for the simulation runs in this chapter

used the traffic data produced in the Kodak building on 4/10/94, Section 5 3.
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8.2 ETQ and prioritised A* scheduler

In this section, a comparison of the ETQ scheduler and the prioritised A* scheduler 1s
given. To understand the lift system behaviour and observe the differences in performance
the following comparisons are discussed' landing call count, passenger queues and
landing call waiting times for several simulation runs. The tests also include a comparison
of different stmulation runs using the A* scheduler. In the sequence of simulation runs, a
series of modifications are made to the data provided by the monitoring system in order to
observe the effect of providing the A* scheduler with gradually improving quality of data
All the A* scheduler stmulations mn this section use the same parking policy as that used
in the ETQ scheduler, Section 6.4.1. Note that ETQ and simulated ETQ always use both
up peak and parking policies.

Figure 8.1 shows the numbers of landing calls for the termnal floor and the second floor.
The number of landing calls shown results from three simulation runs using fixed traffic
rates. The first simulation run used the ETQ scheduler, the second used the A* scheduler
and the third the A* search 1s halted (truncated) when all available lifts have their first
assignment and the number of assigned landing calls 1s no more than six. The first
observation that can be made from Figure 8.1(a) is that the number of landing calls is
shghtly greater in peak peniods when the A* scheduler is used This is probably due to the
up peak policy during which the ETQ sends two l1fts to the terminal floor where they park
with doors open ready to receive passengers Consequently, passengers will enter lifts

without 1ssuing a landing call.

The A* scheduler m Figure 8.1 uses a fixed door delay, the predicted car call is assumed
to be at the furthest floor in the direction of the lift, waiting time 1s not included 1n the hft
trip duration to a landing call and no up peak policy 1s used However, all the other

information listed in items (1) to (4) in Section 8.1 is used.

The remaining items (5) to (7) were introduced one at a time to the A* scheduler so that
their effects can be observed n 1solation. Figure 8.2 shows landing call frequency at the
terminal floor for five simulation runs all using the truncated A* scheduler The first

simulation run uses the A* scheduler as described above, the second run uses current lift
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door delays, the third run adds passenger waiting time and the fourth uses predicted car
calls. The fifth run uses an up peak policy similar to the ETQ up peak policy explained in
Section 6.4.2. The simulation runs in Figure 8.2 have a stmilar landing call frequency
except when using the up peak policy where a reduction in the landing call frequency is
evident during periods of intensive traffic. The comparison between A* with up peak
policy and ETQ simulation runs shows that their performances are similar, Figure 8.3.
Appendix G shows further detailed examples for actual and simulation tables of

passengers and the number of landing calls for both the terminal and second floors.

Since the landing call frequency does not show a significant performance difference, the
next step 1s to compare the passenger queues Using the ETQ scheduler, Figure 8.4 shows
the average queues and maximum queue length for all floors in the bumlding. The queues
are calculated every five minutes for both up and down calls. For Figure 8.4(a), the
calculation of the intervals used 1n estimating of the average queue length begins when a
landing call is 1ssued and ends when the lift doors are opened. When calculating the
longest queue (Figure 8.4(b)), the observation of a queue starts when a passenger issues a
landing call and ends when a landing call 1s cancelled. Since the observation penod for
Figure 8 4(a) is longer than Figure 8 4(b), then 1t 1s possible for a queue shown 1n Figure
8.4(a) to be longer than the same queue 1n Figure 8.4(b) within the same five minutes

observation period.

Figure 8.5 shows the same queue calculations for a simulation run using the truncated A*
scheduler with enhanced information and up peak policy. The companison of Figure 8.4
with Figure 8.5 illustrates that the A* scheduler provides a reduction in the number of
queues and their lengths. A comparison between ETQ and five versions of the A*
scheduler is given m Figure 8.6. From these results 1t 1s clear that with each enhancement
the number of long queues 1s reducing while the number of shorter queues 1s increasing
At this point no difference in performance in terms of the number of queues is found

between the full A* search and the truncated A* search. The details of other stmulation

runs can be found 1in Appendix H.
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Figure 8.1 Comparison of landing call frequencies for three simulation runs using
fixed passenger rates between 7am and 8pm on 3/10/94.
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Figure 8.4 Average and longest passenger queues calculated for every 5 minute
interval between 7am and 8pm on 3/10/94. The queues are measured at each floor
for both UP and DOWN (DW) directions. The simulation was conducted using the

ETQ scheduler.
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Figure 8.5 Average and longest passenger queues calculated for each 5 minute

interval between 7am and 8pm on 3/10/94. The queues are measured at each floor
for both UP and DOWN (DW) directions. This simulation run was conducted using
an A* scheduler with truncation, enhanced door status, landing call waiting time

added to lift trip time, car call floor prediction and up peak policy.
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Figure 8.6 Comparison between queue frequencies for all floors between 7am and
8pm on 03/10/94. The queues are for six simulation runs, ETQ and 5 simulation
runs using the truncated A* scheduler.
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Since the main aim of the current work 1s to minimise passenger average waiting time
(WT), this parameter needs to be compared for both the ETQ and A* schedulers.
Passenger waiting time is the time interval between a passenger issuing a landing call and
a car arnving in response, Table 8.1 shows a comparison between the actual passenger
waiting time (Actual ETQ) and the simulated ETQ scheduler. As explained 1n Section 6.5,
there 15 approximately a three second difference between the actual and the simulation
results due to the sampling delay in the recording of the actual data. The figures 1n the
table concentrate on up peak traffic periods when the number of passengers arriving to the
terminal floor is at its maximum, but it also gives the average WT for the entire

simulation period.

Similarly, Table 8.1 shows the WT when the A* scheduler is used Eight simulation runs

have been conducted all showing similar performance except for the following cases.

* When up peak is switched on, lifts are sent to the ground floor before passenger arrival
thereby minimising passenger waiting time. The up peak policy used is simular to the

up peak policy used for ETQ (Section 6 4).

e Ags extra information is provided by the momtoring system, there 1s a gradual reduction

n the number of WT intervals longer than 20s.

Simulation runs using the A* scheduler without up peak policy show a small increase in
WT when compared to ETQ, while the A* scheduler with the up-peak policy enabled

shows a similar performance to ETQ.

Table 8 2 shows the WT for all floors except the terminal floor. The table shows WT for
the actual l1ft system and the simulation results using both ETQ and A* schedulers The
difference in performance between the actual and simulated ETQ 1s probably because the
simulated ETQ does not have a down peak policy, resulting in longer passenger WTs. The
A* simulation runs show results stmular to the actual ETQ results bearing in mind the

observation delay, Section 6 5.
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Terminal floor

Average WT between 7-10 AM

Average WT befween 7-8 AM
Average WT between 8-9 AM
Average WT between 9-10 AM
Average WT between 12-13 PM
Average WT between 13-14 PM
Average WT between 14-15 PM
Longest WT between 7-10 AM
Number of WT intervals between 7-10 AM
Number of WT jntervals >153 7-10 AM
Number of WT interyals >20s 7-10 AM
Number of WT jntervals >25s 7-10 AM

Number of WT interyals >308 7-10 AM

Average WT between TAM -8 'M

ETQ A* symulations
Actual Simulation 1 ? 3 4 5 6 7 8
TDD DD WT T DD WT DD WT PCC T DD WT PCC TDDWT PCC T DD WT PCC
UP PEAK UP PEAK
8§ 758 5708 7367 6692 7202 6 558 6 603 6593 5346 5448
7310 3574 4929 41532 4 592 3865 3 866 4122 3430 3 886
10 294 6 E11 8202 6847 8 449 7373 7746 7531 5879 4 721
8456 7663 8 500 ) a3 ) 7672 ——8 ;)0; 7516 o 7364 6757 - 8189
6982 & 563— 7210 7__]‘0 058 8278 3376 N 7962 -;“lg;iw 3001 M_GM;; B
9 000 11156 9 581 9572 10 592 9485 9961 11008 7164 7291
9192 9 620 9749 13038 12141 10 £58 ) 10648 77:7_;:“ 8391 *l“ln;)_l o
32 000 -;2—_5‘5_;_ 44 608 “'”“42:25‘ o 30348 o 33 8‘;07 o 35990 N 48 641 36381 ) 5;:8_3 -
193 222 253 262 262 281 262 272 218 222
20 2_"1_—“— 39 31 35 a w40ﬁ - 34 ) ;67 22 B ;;AM
6 14 23 12 14 13 13 4 9 &
3 9 12 & 1¢ o 73—_“ 8 o 4 3 - 4
1 4 7 3 1 3 2 3 2 2
9 400 a 7_2_6(_) i 7817 ) 7 ;6; - 8369 —7 49; 7 7432 h 777?362 . 6643 _ 6;3 )

I @Key: DD = Door Delay, WT = Waiting Time, PCC = Predicted Car Calls, T = Truncated I

Table 8.1 Waiting time (WT) for the terminal floor when using ETQ and A* schedulers. All intervals are in seconds.
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Note that the A* scheduler achieved similar results to those of the actual ETQ without the

need for a special down peak policy, and the up peak policy does not affect the passenger

waitmg time at other floors

7-8 PM

Longest WT

“umber of WT intervals
Number of WT intervals >15s
Number of WT intervals >20s
Number of WT Iutervals >25s
Number of WT intervals >30s

Number of WT intervals >60s

Average WT

Actual ETQ A*0 TA*] A*2 TA'3 A*4 T A*S T A*6 T A*7
ETQ DD DD DD DD DD DDWT DD WTPCC
WT wT WT WT PCC UP PFAK
PCC PCC UP PEAK
72 279 83 5 76 118 85 84 75 68
3737 4609 4842 4767 4789 4790 4761 4773 4793 4795
1060 lé06 844 A‘TS4 766 wW;Ofi_ 806 814 755 7’9‘5 )
561 1141 407 384 367 420 393 412 388 378
285 ME;SS 220 207 210 W232 222 ;I3 195 M225
163 657 118 123 130 152 123 123 107 141
4 167 1 2 5 * 6 3 - 6 3 “ 4
123827 16396 9850 92690 9703 9867 9,780 9823 9 646 W; 882

| @ Key * DD = Door Delay, WT = Waiting Tume, PCC = Predicted Car Calls, T = Trmrcm‘edl

Table 8.2 Landing call waiting times for all floors except the terminal floor. The
intervals are actual intervals (Actual ETQ), simulated ETQ (ETQ) and the other
columns show simulation results using A* scheduler. The A* scheduler achieved a
similar performance to ETQ without an up peak policy. A new adaptive parking
policy and up peak policy are discussed in the following sections with the intention

of further improving the performance of A* scheduler.
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8.3 Adaptive parking

Parking policies are used to prevent lifts from bunching at one floor or at adjacent floors,
by distributing free lifts around the building at popular floors. Section 6.4.1 explains the
parking policy used in all the simulation runs previously discussed in this thesis, but, in
brief, the bwlding is divided into six fixed zones and free lifts are assigned to park in each
zone. This section discusses the effect of using the historical passenger mean arrival rate
gathered by the monitoring system to predict popular floors. A traffic model for 4/10/94 is
used for predicting the next arrivals of passengers, and is generated using the rules of
Figure 5.22, that 1s, they are obtained m the same manner that the traffic model for
3/10/94 is generated for the lift simulator, For the termunal floor, both historical and
current passenger mean arrival rate are used to assess its popularity 1 comparison with

other floors.

The number of zones allowed 1n a building should be no more than the number of lifts
The order in which zones are allocated lifts is determined according to zone popularity,
where the most popular are these floors with the lowest passenger mean arrival rate. As
the passenger mean arrival rate 1s changed every five minutes in the simulator, the parking
zones are updated at the same frequency. Table 8 3 shows the six most popular floors over
a number of consecutive five minute intervals during a morming period. Each zone for
parking 1s based around the popular floor and 1s banded by adjacent popular floors (or the

terminal or top floors). .

The Iift parking status is updated after every scheduler run as described below.

o The Iifts which are free to be parked at popular floors are identified. A free lift 1s a ift
which has no assignments or car calls with a direction status equal to PARK. If more
than one hift is parked in a zone, then the lift which is parked the furthest from the most

popular floor in the zone is marked free.

e Mark the unoccupied zones as free zones. A free zone 1s a zone which has neither a it

parked within it nor a lift without assignments heading towards 1t

o Distribute free lifts amongst free zones starting with the highest pnionity zone currently

free
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o Ifthere is a ift parked at a zone and no other free lift 1s heading towards this zone, then

park this 11ft at the most popular floor of the zone.

o At up peak, if there are two parked I:fts at the terminal floor and the terminal floor is

the most popular floor 1n the building, the second lift is not moved.

o [fthe terminal floor is the highest prionty floor with no lifts parked and no free lifts are
available to send to 1t, then a parked lift at the lowest priority zone is sent to the

terminal floor.

Table 8.4 shows the effect of using the adaptive parking on WT for four simulation runs
all using the A* scheduler with no up peak policy. The first simulation run used only the
historical passenger mean arrival rate for all floors while the other simulation runs used
both the current and the historical passenger mean arnval for the terminal floor only
(other floors used the historical passenger mean amival rate). This was implemented in
this way so as to ensure that the terminal floor is given the appropriate priority in case

there 1s a change in the arrival pattern

Examining Table 8.4 in relation to previous results (Table 8.1), demonstrates that the WT
has been reduced particularly between 7am and 10am from about 5.4s using ETQ to 4s

using A*, Note that this improvement is achieved without up peak policy switched on.

8.4 New up peak detection policy

In this section, the passenger current and historical mean arrival rates for the terminal
floor are used to anticipate the increase in traffic and the next landing call time. Using the
passenger mean arrival for the parking policy improved the performance of the lift system
in terms of passenger average waiting time at the terminal floor, giving the motive to use

again the passenger mean arrival rate to trigger the up peak policy.

The current and historical mean arrival and the next landing call time (Section 8.1) are

used to trigger the up peak policy if any of the following conditions apply

» The passenger current or historical mean arrival rate is less than the maximum trip cost
m the last schedule produced. The time a lift may take to answer a landing call is
termed the assignment cost. The maximum assignment cost 1s taken from the last A*

scheduler assignment table, for example, Table 7.17. If the maximum cost is greater
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than the assumed mean arrival then this means that the anticipated landing call will
affect the current schedule. That 1s the lift with the maximum assignment cost will not

be free to answer the landing call.
¢ The next landing call time is less than the longest trip cost,

¢ The up peak policy remains in force while the number of lifts parked at the terminal
floor is less than a specified target value Two lifts are required at the terminal floor at

up peak for the Kodak building.

The up peak policy is switched off if none of the above conditions is satisfied. When the
up peak policy is on, 1t is effected by the monitoring system which issues a false landing
call to the scheduler which would then need to assign a lift. This means that even if all
Iifts have assignments (not free for parking), a lift will still be assigned to go to the

terminal floor,

Table 8.5 shows the result of using the new up peak detection policy. When comparing
these results with those of ETQ (Table 8.1), the results show that the WT at the terminal
floor has now been reduced from 5.5s to 3.5s between 7am and 10am and the WT for the
entire simulation period 1s reduced from about 7s to 5s. The results highlight the
importance of parking lifts at the high demand floors. One drawback 1s that when there 1s
no new assignment and all Iifts are busy answering calls, then the lift scheduler would
produce no assignment and the maximum trip cost 1s zero. Under such circumstances an
alternative approach could be used in which the triggering of up-peak could be caused by
evaluation of the longest trip time rather than the longest assigned tnp cost. The
comparison would then involve considenng the relative values of passenger mean arrival

and next landing call time

All results in Table 8 5 are from a truncated A* search, that 1s where the search has been
interrupted when six landing calls have been assigned. This 1s true for all simulation runs
except simulation run seven, where the condition changes to limit the search tree to the
hfts’ first assignments, meaning that the search tree would have only six levels. The
performance of the A* scheduler does not show any significant change when truncation is
applied. This may be explained by constdering the simulation log of Appendix J in which
the average number of nodes generated during a full simulation run is illustrated The log

files show no sigmficant difference in the average number of nodes produced. These
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results can be compared with example 10 m Appendix F, where 46 nodes and 17 tree
levels were generated for the assignment of 6 landing calls using the Kodak building

configuration.

Several tests were conducted as explained in Chapter 7 to assess the search optimality.
The same examples were conducted using three different methods of calculating the
heunistic value A, all of which produced the same schedule for the same example. Another
test was done where two A* schedulers were running simultaneously using the simulator
and the monitoring system data in calculating the paths One scheduler used the actual
cost of a lift travelling to a landing call as explained m Section 7.7 while the second one
used only the direct path to a landing call {including passenger waiting time) as shown 1n
Figure 7 9. The second scheduler generates a greater number of nodes and 1t was found
that the constraints of the computer system made 1t impossible to produce a complete
schedule if more than four simultaneous landing calls were generated. The results show
that in the 6700 schedules produced during the simulation peried of 18 minutes, only two
schedules were not 1dentical Such differences occurred for a small number of consecutive
scheduling cycles before the schedules once more agreed. During the periods when
different schedules were produced, 1t was clear that the scheduler using actual cost
provided the better assignment in companson to the assignment provided by the direct
path scheduler which changes to become the same as that of the total cost scheduler.
Simular results were obtained when the above experiment was repeated using a =0 when

calculating the path cost of the second scheduler.

8.5 Conclusion

This chapter has demonstrated that a scheduler based on the A* search technique and
using predicted data can give a clear improvement in performance with respect to the
ETQ scheduler. The A* scheduler without an up peak policy has achieved a passenger
average waiting time of about 7.8s, which compares favourably with the 15s average
warting time considered acceptable in a business type building [Barney and dos Santos
1985]. Both a full A* search and a truncated A* search were used, but the results i terms
of WT were very similar, due to the low number of simultaneous landing calls produced.

This may be due at least in part to the scheduler’s fast response, as a good lift control
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system should not allow many passengers to remain waiting sumultaneously. The

truncated A* may prove to be useful 1n heavier traffic conditions.

The results also show the importance of having high quality data supphied to the A*
scheduler. Using detailed data in the calculation of the heuristic function has a clear effect
in improving the performance of the scheduler, as 1s apparent in the reduction of number
of long queues Since WT 1s 1n fact the landing call waiting time, the improvement in this

parameter 1s less obvious when comparing the scheduler performance in terms of WT.

The prediction of passenger arrival allows the generation of a false landing call in order to
minimise passenger waiting time m peak traffic periods. A false landing call would force
the scheduler to assign a lift for the terminal floor even if all lifts are busy. However, the
A* scheduler 1s only able to assign one lift to a floor, that is, no more than one hift can be
assigned to go to the termunal floor at up peak. Under certain circumstances it may be
prudent to send a second lift to the terminal floor using a false car call. In such a case, a

search may be needed to choose the hift most smtable to answer the false car call.

The detection of the up peak period may be further improved by detecting its onset using
the longest lift trip as well as the longest assignment cost. Thus 1s especially useful when

all ifts are busy and no new landing calls have been 1ssued to trigger a new schedule.

The results also show the effect of the adaptive parking and up peak policy on the
performance of the Lift system. The use of current and historical passenger mean arrival
rates to tngger parking and up peak both show a significant improvement m performance
with respect to the ETQ parking and up peak policies, and the passenger average waiting
time reduced to about 5s at the termmunal floors for the entire simulation period. The
introduction of the adaptive parking and up peak policies show no significant effect on the

performance at other floors, Tables 8 5 and 8 6

Another improvement to the adaptive parking approach could be implemented when no
free lifts are available. The present policy is that a lift which is parked at a lower priority
zone 1s not moved to the highest priority free zones unless it 1s the termmal floor. The
reason for not using the same policy for all floors 1s to avoid too many lifts moving within
the building when there are no or few landing calls being 1ssued. If energy consumption is

considered to be of less importance than that of the reduction of WT, then the adaptive
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parking policy can be modified so that free lifts are always distributed to park at the

highest prionty zones first.

196



Chapter 8§

L 1ft monitoring system

Tuie Prionty Priority Pricvity Prionity Prionity prienity

1 2 3 4 5 6
67 05 l ¢ 2 4 7 10 14
07 10 13 é 10 15

07 15 1 0 2 9 4 o
0720 0 4 14

07 25 1 0 17 14

07 30 0 17 6 7

07 38 ] 0 2 4 o o
0740 0 2 8

07 45 I 0 2 4 7 10 4|
07 50 13 K 16 g 9

07 58 ! [} g ] 2 10 1‘“2"“”
0800 0 2 8

08 os| 0 2 8 1" 1 s

8 16 0 2 4 9 12 14
0815 | 0 2 4 P s 1 |
0820 0 2 9 1 5 7

o8 25 l s 2 10 14 16 i
0830 o 2 15 1 T
08 35 [ 0 2 PR 7 .
0840 o to 2 9 3 4
08 45 l 0 2 8 1 n 9
0850 0 2 1" 10 5 9
08 ss| 0 2 4 13 s 6
09 00 Q 2 10 14 1 6
09 05 | 0 6 IPRT 15 16
0710 0 2 1 4 5 7
09 15 I 0 3 17 > 4 'S
w0 o 2 ! 15 9 4
09 25 I 0 “2 k] : 9 5 ;2““
09 30 13 2 16 4 9 14
09 35[ 0 w1 2 9 6
w4 o 2 17 1 15 3

09 45 | 0 2 1 4 7 12
09 560 (o} 5 1 2 3 9
09 5§ I 0 15 2 " 8 9
00 2 0 7 10 15 4

10 05 I 2 § 1" 0 3 12
10 10 2 1] 17 4 15 3
1015 I 2 0 19 13 3 5
010 2 T t 5 14
10 28 ’ 10 ;) ) 2 H 4 3

Table 8.3 Popular floors selected for each 5
minutes between 7:05am and 10:25am on
3/10/94 and listed according to their
priority. Priorityl is the most popular zone.
Appendix I lists popular floors between

7:05am and 7:55pm.
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Terminal floor

Average WT between 7-10 AM
Average WT between 7-8 AM
Average WT between 8-9 AM
Average WT between 9-10 AM

Average WT between 12-13 PM
Average WT between 13-14 PM

Average WT between 14-15 PM

Longest WT between 7-10 AM

Number of WT intervals between 7-10 AM
Number of WT intervals >15s 7-10 AM
Number of WT intervals >20s 7-10 AM
Number of WT intervals >25s 7-10 AM

Number of WT mfervals »30s 7-10 AM

Average waiting tine between 7 AM« 8 PM

Number of WT intervals >30s between 7 AM -8 PM { 10

A* simutations
1 2 3 4
3760 4235 4188 3954
| 1288 0981 1217 1235
4932 5388 5020 4360
| 4442 5 631 5626 6014
|
7715 9370 8913 8150
10637 9507 8975 8072
10900 9470 10860 11591
% 28238 52624 30491 37707
260 257 273 263
] 18 21 27 19
6 11 13 11
| 2 7 8 7
0 4 1 4
21 20 13
6 435 6 355 6237 6305

Table 8.4 WT using the A* scheduler with an adaptive parking policy, shown for
four separate simulation run results. The adaptive parking policy in the first
simulation run used only the historical passenger mean rate while the other

simulation runs used both current and historical passenger mean arrival rate, Up

peak policy was not used.

198



Chapter & 1 1ft monitoring system

Terminal floer A* simulations

1 2 3 4 5 6 7
Average WT between 7-10 AM 3575 3293 3421 3763 3550 3054 3120
Average WT between 7-8 AM 1211 0 33-,; 1119 1 2?;5W 1023 0 87l7 0821
Average WT between 8-9 AM 4633 4153 4071 3713 4219 3899 4039
Average WT between 9-10 AN 4028 4584 4559 6—96(; 4893 4338 4169
Average WT between 12-13 PM 4892 8027 8046 7100 6933 5987 7173
Average WT between 13-14 PM 6660 7371 7960 5334 7556 5T 7298
Average WT between 14-15 PM 7216 6048 10117 5895 7754 6221 11137
Longest WT between 7-10 AM 62291 30233 42071 41034 38425 34837 3344
Number of WT mmteryals between 7-10 AM 232 249 243 254 253 250 245
Number of WT mtervals >15s 7-10 AM 13 14 19 F2W0 19 13 17
Number of WT intervals >20s 7-10 AN g 7 11 12 9 6 10
Number of WT intervals >25s 7-10 AM 5 5 4 8 4 3 5
Number of WT intervals >30s 7-10 AM 3 1 4 4 4 1 1
Number of WT intery als >3053 between 7 AM- 8 PAl 12 8_ 15 11 16 77 7 5
Average WT between 7T AM-8 P'M 5097 5420 5714 4974 5464 40682 5452

Table 8.5 WT when A* scheduler is used with an adaptive parking policy and up
peak parking. The first three simulation runs used only the passenger mean arrival
rate, while the last four simulation runs used both passenger mean arrival rate and

expected next Ianding call time.
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All floors A* simulations
7-8 PM 1 2 3 4 5 6 7
ne up peak no up peak

Longest WT 78 ” ;: 83 9: 96 ;{:9 a 77
Number of WT intervals 4773 4792 4810 4765 4785 4773 4810
Number of WT intersvals >i5s 784 782 812 805 795 825 829
Number of WT intervaly >20s 378 375 430 443 417 444 443
Number of WT intervals >25s 223 188 233 257 230 263 ;5;
Number of WT intervals >30s 141 98 139 159 136 169 158
Number of WT ntervals >60s 5 5 g 8 8 8 6
Average WT 976 9 59 989 9938 984 1015 998

Table 8.6 WT for all floors except the terminal floor. The first two
simulation runs used only adaptive parking, while the other
simulation runs used up peak parking,
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Chapter 9

Conclusions and future work

9.1 Conclusions

The aim of the current work 1s to assess new scheduling approaches and intelligent
monitoring techniques, resulting in improvement in the performance of existing
installations This requires the optimisation of lift operation and lift car assignments in a
variety of different traffic modes in order to minimise passenger waiting time. To achieve
this, a review was undertaken of conventional Iift systems and intelligent techniques
normally applied in lift systems and other real-time control systems. This resulted m the
development of a new mtelligent lift scheduling system which was demonstrated to
improve on the existing operational performance when applied to a simulation of an
installed lift system. The contributions of the research carned out in this work are

summartsed below and are discussed 1n detatil in the following subsections.

¢ A model of passenger movements has been developed from an analysis of data
gathered from installed hift systems, thereby allowing the realistic simulation of

landing calls, car calls and door opening times.
+ The passenger arrival pattern was shown to follow a Poisson distribution,

¢ A hft simulator has been implemented to allow the modular companson of alternative
scheduling and monitoring approaches and to provide an accurate model of lift

dynamics

¢ The work has introduced and implemented a real-time prioritised A* search which was

used as the real-time lift scheduler.
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e An intelligent real-time lift control system was introduced and implemented. This
consists of two dstinct parts, namely the real-time control system and the monitoring

system.

9.1.1 Modelling of passenger movements

In the current work, the availability of data from an existing lift system has allowed the
extraction of a lift traffic model which does not involve the identification of specific
traffic patterns such as up peak and down peak The development of the traffic model
involved estimating the number of passengers entering a Lift which was not directly
observable usmg car calls and photocell activations. The passenger mean arrival rate for
each time window and floor is then calculated and used to generate landing calls. It has
also been possible to derive for each floor the distribution of car calls that result from

landing calls

The method used for counting passengers arriving at the lift system was

¢ to determine the traffic model for the lift simulator for landing and car call generation

and passenger movement simulation;
e to calculate the historical passenger traffic models for the prediction of popular floors;

e to generate predicted car calls.

The simulated traffic produced, within experimental error, the same number of landing
calls with the simulated ETQ as those of the actual lift system. This confirmed that the

method is appropriate for its purpose

The literature survey revealed that several methods of counting passengers had been
implemented and that these make use of Iift load information. The method of counting
passengers used 1n this project does not require load sensor information This means that

the current method can be applied without modification to the lift system and without the

introduction of expensive high quality load sensors.
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9.1.2 Passenger arrival pattern

Due to the availability of actual data from a real installation, a comprehensive analysis of
the events that occur during the operation of a lift system could be made. This has
allowed a detailed assessment of the assumption made by a number of authors, namely
that the passenger arrival rates follow a Poisson distribution. The distribution of intervals
between car departure and next landing calls was found to follow an exponential
distribution. An appropriate exponential random number generator was developed to
simulate passenger arrival using the mean arrival rate supplied by the passenger arrival

model.

9.1.3 Lift simulator

A Iift simulator was implemented to:

aid the understanding of the lift system under different traffic patterns;

o test the operations of the hft scheduler, monitoring system and other lift control

policies that form the lift control system,;
o assess the relative performances of alternative scheduling strateges,

* assess the importance of having data of improved quality supplied to the scheduler,

such as load status and lift door delay

A comprehensive hift simulator was implemented which can adapt to different buildings
and lift configurations, interactively visualise a lift system with animation, make use of
the passenger arnval model, accurately simulate time delays such as door opening and
closing, dynamically model the motion of hfts, and be used with different scheduling

algonthms.

The Iift stmulators found in the literature review generally use a number of simplifying
assumptions such as a constant time being assumed for travel between floors regardless of
trip length. In this work emphasis was given to producing a realistic dynamic simulation

of the hift system thereby reducing errors which arise as a result of accumulated delays.
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9.1.4 Real-time prioritised A* search

The real-time lift scheduler was implemented using a prioritised A* search which has the

following characteristics.

» The search was named 1n this work as ‘prioritised A* search’ due to its tree structure
which gives the prionty to the lifts” first assignments. The search tree is divided mto
stages, in which each stage has a number of levels equal to the number of hfts The
number of nodes in each level 1s the same as the sum of the number of unassigned
landing calls and a single free node. The first stage in the tree shows the first
assignment for all hifts, the next stage gives their second assignments, and so on Since
the first stage has the immediate assignment required by the hift system, then 1t is
possible to interrupt or halt the search at this stage and provide the lifts with their first
assignments. The hfts’ future assignments can be refined in subsequent scheduler
cycles when updated information regarding the state of the lift system becomes

available.

e Experimental work was performed to assess the optimality of the schedule produced by
the prioritised A* search with respect to the present definition of the state space. The
use of good heurnistic functions allowed the search to converge immediately to the goal
state without the need for backtracking Hence, the search tree can be interrupted at

any level and still give an optimal schedule.

e [t follows that 1t must be possible to know the number of nodes required to produce the

first assignment of each lift and consequently the time the search will take,

e With regard to the above charactenstics, the search can be described as real-time since
the maximum computational time for full search is 110ms, Appendix J. This meets the
requirement of the lift system in the Kodak building, since schedules produced m

under 250ms are considered suitable by Express Evans Ltd.

¢ In the priontised A* search there is no need to detect specific traffic patterns and alter

the scheduler policy accordingly.

204



Chapter 9 Conclusions and future work

9.1.5 Intelligent real-time lift scheduling system

The objective to mimmise passenger waiting time was achieved; the intelligent real-time
scheduler reducing passenger average waiting time at the terminal floor for the entire
simulation period to about 5s compared to about 7s found for ETQ. For other floors, the
improvement was demonstrated in the reduction of number of passenger waiting time

intervals greater than 15s.

The real-time intelligent Ift system implemented in this work has the following

charactenstics.

¢ Simple, modular, easy to configure to suit building design, fully adaptable to changes

n traffic and building configuration.

¢ There is no need to identify separately traffic modes, since the priontised A* search
provides a single algorithm for all traffic types. In many lift systems, the detection of
the onset of up peak is found by determining when the load percentage and the number
of car calls both mcrease beyond a predefined value. In this work the momtoring
system 1s able to detect periods of heavy traffic by monitoring current and historical

passenger arrival rates without the need to use arbitrary pre-set values.

¢ The monitoring system uses prediction based on simple statistics of passenger mean

arrival and this is used to set prionity floors

e The monitoring system is responsible for providing the real-time scheduler with
information regarding the lift state such as available lifts, predicted car calls and door
delay. The effect of improved data quality was apparent in the reduction of the number

and length of the queues

¢ The use of the priontised A* search technique without up peak or an adaptive parking
policy (only a fixed parking policy was used) produced at the termunal floor for the
whole simulation period an average waiting time of 7.8s. This is comparable with the
corresponding time of 7s achieved by ETQ and the maximum of 15s average waiting
time recommended for office buildings [Bamney and dos Santos 1985] Note that the

ETQ lift control system uses both up peak and parking policy.
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o An adaptive parking policy was used to prevent bunching so that free lifts can park at
the most popular floors Floor priorities were assigned every five minutes according to
floor populanty, using the historical passenger arnval rate for each floor and both
current and historical passenger arrival rates for the terminal floor, The parking policy
showed a significant improvement with respect to the fixed parking pohcy, as the
average waiting time for the entire simulation period for the termmal floor was reduced

to about 6.3s.

o Additional lifts are assigned to the terminal floor by generating false landing calls
when the predicted time until next passenger arrival is less than maximum Dift
assignment cost in the last schedule. The introduction of this policy further improved
the performance of the intelligent scheduler. For example, the passenger average
waiting time for the terminal floor during the worst up peak period from 7am until 10

am reduced from about 5.5s to 3.5s.

The adaptive parking policy 1s used as long as there are lifts free to park and there is at
least one prionty floor available. This simple approach gives greater emphasis to the
individual popular floors rather than to a zone as a whole, in comparison with the parking
policy described 1n Section 2.2.1. In the adaptive parking used in this work, no time
restriction or lumitation on the type of traffic was used, as the main goal is to minimise
waiting time. This approach also appears to reduce bunching by distributing free lifts to

popular floors without the need for pre-set values.

9.2 Future work

The current passenger model has not been tested on an actual lift installation The
suitability of the method devised in the current work could be assessed by comparing the

passenger traffic 1t predicts with that obtained from a real lift system,

The hift simulator could also be used to aid the design of new lift installations, by helping
to choose the appropnate scheduling strategy and thereby both minimising the number of
lifts required and maximising the usable floor space in the bwlding The simulation can

also help in choosing a suitable building configuration, for example the location of the
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restaurant floor affects the performance of the lift system during the lunch hour peak
traffic period. The lift simulator can be also used to demonstrate to potential customers

the performance of a proposed lift installation

Incorporating a lift simulator into a traffic monitoring system may allow one to simulate

future events and feed useful and timely mformation to aid the production of a schedule.

In real-time applications it 1s necessary to be able to interrupt the search and still have the
correct schedule The effictency and the success of the prioritised A* method
demonstrated in thus work, still requires further tests to prove its optimality and
functionality in different type of buildings and under different traffic conditions. The
performance of the A* search could also be compared with schedules 1mplementation
using IDA*. IDA* was found to be faster than A* by Korf [Sharobe and AAAI 1988] and
therefore a full exhaustive search may be possible using a value of #=0 and the scheduler

is then guaranteed to be optimal.

The current prioritised A* scheduler 1s only able to assign one lift to a floor, and so no
more than one lift can be assigned to the terminal floor at up peak. At present, the parking
policy 1s used to send a free lift to the terminal floor. A future improvement may be
possible either to extend the parking policy to send another lift to the terminal floor or to
1ssue a false car call. In such a case another search may be needed to 1dentify the lift most

suitable to assign to the false car call

Determining when to send an additional lift to the terminal floor uses a comparison of the
expected next passenger arrival time and the maximum trip cost 1n the last schedule.
However, 1t 1s possible for all lifts to be busy answering car calls with no landing calls
being present for input to the scheduler. When this occurs, a solution could be to use the

longest Iift tnp m place of the assignment cost.

The effect of using improved data quality was exhibited in the reduction of the number of
queues and their lengths, these being an mdication of an improvement in performance.
However, the improvement was not immediately apparent in the passenger waiting time,
as the passenger waiting time 1s equivalent to the landing call waiting time and not the

actual passenger arrival time. Certain passenger arrivals are not observed in hft systems,
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for example those who arrive during the time a lift is parked with its doors open. It is
expected that the actual passenger average waiting time will show a sigmficant
improvement compared with the ETQ scheduler, but future experiments would need to be

carried out to confirm this 1n stmulation.

The prediction of the number of passengers waiting behind a landing call can improve the
estimate of the door delay. Currently, the door delay 1s recalculated each time a passenger
15 detected and this involves the use of a timer to simulate how long a passenger would
normally take to enter or leave a lift. This estimate could be improved 1f the number of
passengers entering and leaving the lift 1s known and is included 1n the total door delay.
In turn, the number of passengers waiting can be estimated using the current and

historical mean armival rate.

Further work could be carried out to improve the monitoring system in daily traffic
pattemn identification. For example, a neural network could be used to 1dentify when a
traffic pattern matches a historical pattern. The chosen traffic pattern for a day or for a
certain period of a day can be then used for predicting passenger arrival rates as explained

in Chapter 8.

At present, the monitoring system only specifies the terminal floor as a high priority floor
needing a special lift scheduling policy. A future enhancement could be to provide false
landing calls at other floors if a passenger arrival 1s expected. In addition, it is possible to
extend the monitoring system so that 1t 1s able to select popular floors by using historical

arrival rates obtained from a statistical analys:s of several previous and similar days.
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Appendix A

The Kodak building lift system specifications

Number of lifts 6
Capacity 16 passengers
speed 3.5ms™
Jerk rate 2ms”
Acceleration/deceleration rate Ims™
Number of floors 18
Floor heights Floors Heights
Terminal floor-1 4.6m
1-4 35m
4-16 335m
16-17 35m
Door closing time 2.7s
Door opening time 22s
Door dwell when no activity 8s
Door dwell after passenger exit ls
Door dwell after passenger entry 3 5s
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Appendix B

Examples of the simulation of lift trips between

floors

The following 1s a sample of the calculation results of the trips between floors sampled at

a time step of 0.05 seconds, where:

t1 Jerk interval (s) d2 Distance travelled by lift during t2.{m)
t2 Acceleration interval (s) d3 Distance travelled by hft during t3 (m)
3 Jerk interval (transition to full speed) (s) v2 Laft veloaity during t2 (ms-1)
t4 Full speed interval (s) v3 Lift velocity during t3 (ms-1)
From floer Tao floor Trip distance Trip time 12 dz v2 d3 v}
0 1 4 600 4 819 1409 1345 1659 0913 1909
Full speed time = 0 000 Time until deceleration =1 909
Car position floor Bypass floor time
1 43819
From {loor To floor Trip distance Trip time t2 d2 v2 d3 v3
0 2 8 100 6214 2107 2746 2357 1262 2607
Full speed time =14 =0 000 Time until deceleration = 2 607s
Car position floor Bypass floor time
1 3350
2 6214
From floor To floor Trip distanee Trip time t2 d2 vl d3 vl
0 3 11 600 7330 2665 4217 2Ms 1541 3165

Full speed tme=0 000

Car position floor Bypass floor time

1 3300
2 4450
3 7330
From floor To floor Trip distance
0 4 15100

Full speed time=0 314

Time until deceleration=3 165

Trip time
8314

t2 dz v2 d3 vl
3000 5250 3250 1708 3500

Time until deceleration=4 314
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Car position floor

Bypass floor time

1 3300
2 43350
3 5450
4 8314
From {loor To floor Trip distance
0 5 18 450
Full speed time=1 271
Car position floor Bypass floor time
1 3300
2 4350
3 5350
4 6450
5 9271
From floor To floor Trip distance
0 6 21 800
Full speed time=2 229
Car position floor Bypass floor time
1 3300
2 4350
3 5350
4 6350
5 7 400
6 10 229
From floor To floor Trip distance
0 7 25150

Full speed time=3 186

Car position floor
1

2

3

Bypass floor ime
3300

41350
5350
6350
7300
8400

11 186

Trip time t2 d2
9271 31000 5250

Time until deceleration=5 271

Trip time 12 d2
10229 3000 5250

Time until deceleration=6 229

Trip time 2 a2
11186 3000 5250

Time until deceleration=7 186
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From floor To floor Trip distance Trp time t2 d2 A7 43 v3
0 8 28 500 12143 3000 5250 325 1708 35
Full speed time=4 143 Time until deceleration=8 143
Car position floor Bypass floor ime
1 3300
2 4350
3 5350
4 6350
5 7300
6 8250
7 9350
8 12143
From fleor To {loor Trip distance Trip time t2 d2 v2 d3 v3
0 9 3185 13 100 3000 5250 325 1708 35
Full speed time=5 100 Time until deceleration=9 100
Car position floor Bypass floor time
1 3300
2 4350
3 5350
4 6350
5 7 300
6 8250
7 9200
8 10 300
9 13 100
From floor To floor Trip distance Trp time 2 d2 v2 d3 v
0 10 35200 14 057 3000 5250 325 1708 35
Full speed time=6 057 Time until deceleration=10 057
Car position floor Bypass floor time
1 3300
2 4350
3 5350
4 6350
5 7300
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6 8250
7 9200
: 8 10 150
9 11 250
10 14 057
From floor To floor Trip distance Trip time t2 d2 v d3 vl
¢ 11 38 550 15014 3000 5250 325 1708 35
Full speed time=7 014 Time until deceleration=11 014
Car position floor Bypass floor time
1 3300
2 4350
3 5350
4 6350
5 7 300
6 8250
7 9200
8 10150
9 11 150
10 12 200
11 15014
From floor To floor Trip distance Trip time t2 d2 v2 d3 v3
0 12 41 900 15971 3000 5250 325 1708 35
Full speed time=7 971 Time until deceleration=11 971
Car posttion floor Bypass floor ime
1 3300
2 4350
3 5350
4 6350
5 7 300
6 8250
7 9200
3 10150
9 11 150

219




Appendix B

10 12 100

11 13 150

12 15971

From floor To floor Trip distance Trip time t2 d2 vl d3 v3

0 13 45250 16929 3000 5250 325 1708 35

Full speed time=8 929 Time until deceleration=12 929

Car position floor Bypass floor time

1 3300

2 4350

3 5350

4 6350

5 7300

6 8250

7 9200

8 10150

9 11150

10 12 100

11 13 050

12 14 100

13 16 929

From floor To floor Trip distance Trip time t2 a2 vl d3 v3

0 14 48 600 17 886 3000 5250 3250 1780 3 500

Full speed ime=% 886 Time until deceleration=13 886
Car position floor Bypass floor time

1 3300

2 4350

3 5350

4 6350

5 7300

6 8250

7 9200

8 10 150
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9 11 150
10 12 160
1t 13 050
12 14 000
13 15100
14 17 886
From floor To floor Trip distance Trip time t2 d2
0 15 51950 18 843 3000 5250

Full speed time=10 843

Car position floor

Time until deceleration=14 843

Bypass floor time

1 3300
2 4350
3 5350
4 6350
5 7300
6 8250
7 9200
8 10150
9 11150
10 12 100
11 13050
12 14000
13 14 950
14 16 050
15 18 843
From floor To floor Trip distance Trp time t2 d2

0 16
Full speed time=11 8C0

Car position floor
1

2

3

55300 19 800 3000 5250
Time until deceleration=15 800

Bypass floor time
3300

4350
5350

6350
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5 7300
6 8250
7 9200
8 10 150
9 11 150
‘ 10 12 100
11 13 050
12 14 000
| 13 14 950
|
|
| 14 15900
} 15 17 000
16 19 800
From To floor Trip distance Trip time t2 d2 v2 d3 v3
floor
0 17 58 800 20 800 100 525 325 1708 35
Full speed time=12 800 Time until deceleration=16 800
Car position floor Bypass floor time
3300
2 4350
3 5350
4 6350
5 7300
6 8250
7 9200
8 10150
9 11150
10 12100
11 13 050
12 14 000
13 14 950
14 15 900
15 16 850
16 17 950
17 20 800
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Simulated ETQ scheduling time log

Number of scheduling times of 0s = 172422

Number of scheduling times of 50s = 7532

Number of scheduling times of 60s = 7246

Number of scheduling times of 110s =0

Number of scheduling times of >110s and <=250s=0

Number of scheduling times of >250s =0
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Examples of lift system operation rules

The Express Evans Ltd

Group control of multi-car lift systems

1

A landing call appearing in the path of a lift travelling to an assignment should not
necessarily be answered by that lift. That is giving preference to the most recent call
at the expense of older ones tends to defeat the aim of ‘equality’. On the other hand,
deliberately 1gnoring such calls can produce an overall longer average wait. The
deciston should depend upon other factors such as how soon another lift could deal

with the recent call.

Car load actual and anticipated, should be included in assignment decisions,
especially if the target landings call has been waiting for a considerable time, that is

the lift system is busy. Load measurement is not good at present but will improve.

Distnbuted parking should move lLifts to strategic positions according to the traffic
situation. Ths is best done by dividing the building into bands and parking a lift in
each band (one being the main entrance). The floor selected in each band will be the
busiest for the time of the day unless 1t is already parked in another floor within that
band, then the lift should not be moved. A hift leaving a parked area will not cause

other hifts to reposition.

Car calls are only accepted for the direction of the landing call answered. If both
landing calls are registered, the lift will answer one of them and if there wasn’t any
car calls 1n that direction, the Iift waits for 8 seconds and then accept the other car

call

If the assignment of a lift moving to answer a landing call 1s cancelled then lift would
stop with door closed and 1f the 1ift is reassigned to go 1n the reverse direction then

the lift would stop and reverse direction
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Appendix E

Prioritised A* scheduler test results - simplified

Results of some of the test examples for the priornitised A* scheduler using simplified

assumption as 1n Section 7 3

The details of the following examples are saved 1n the attached floppy disk
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Example 1

o Lifts are moving
e Both lifts can stop at the 7" floor

e Schedule1s in egl doc scheduling time=0.8ms, nodes=14, sortedOpen_count=4,

tree_level=4 and Backtracks=0.

¢ Eglh0 doc and Detailed-eg1hO doc have the scheduling run when h=0

scheduling time=14ms, nodes=163, sortedOpen_count=60, tree_level=4 and
backtracks=47

e Egld doc and Detailed-egld doc have the scheduling run when only direct Ift path 1s
considered when calculating h. scheduling time=7.7ms, nodes = 107,

sortedOpen_count=38, tree_level=4 and backtracks=32.
o All above schedules produce the same schedule with the same value of f

¢ Eglwt doc has scheduling results when waiting time 1s considered. nodes=14,

sortedOpen_count=4, tree_level=4 and backtracks=0

8 -
7 %*
LC3V 6
LC 5
Laft Assignment Lt total 2 v D
cost at thes
level LC1 A 4
0 [ 10 LCO A 3
2 *
1 3 2
1
0 1 15
G
1 2 7
A|Y
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Example 2

o Lifts are moving
e  Lift0 can stop at the 5™ floor and lift1 can stop at the 2™ floor

¢ Schedule is 1n Eg2.doc. scheduling time=0.6ms, nodes=10, sortedOpen_count=4,

tree_level=4, backtracks=0

e  Eg2h0 doc and Detailed-eg2h0 doc have the scheduling run when h=0.

scheduling time=2ms, nodes=49, sortedOpen_count=19, tree_level=4 and backtracks=15

e Eg2d doc and Detailed-eg2d doc have the scheduling run when only direct hift path 1s
considered when calculating h scheduling time=1ms, nodes = 24,

sortedOpen_count=11, tree_level=4, backtracks=7
o Al above schedules produce the same schedule with the same value of

e Egwt2 doc has the result when waiting time 1s constdered nodes = 10,
sortedOpen_count=4, tree_level=4, backtracks=0

8
7 *
Laft Assignment Lift total
cost at this 6
level
1} l 1 1§} 5 .l
1 2 1
o [T 3 ‘-
1 0 13 LC1 A 3 D
LC2 V¥ 2
1 *
!
LCO A G
A|Y
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Appendix F

Prioritised A* scheduler test results - detailed

Results of some of the test examples for the priontised A* scheduler using detailed

assumption defined in Section 7 4

The details of the following examples are saved 1n the attached floppy disk
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Example 3

e [afts are not moving

e Lift O stopped to answer a landing call.

o Lift 1 stopped to answer a car call

¢ Schedule 1s in eg3.doc scheduling time=1.8ms, nodes=27, sortedOpen_count=6,

tree level=6 and backtracks=0

Laft Assignment Iift total
cost at this

level

0 | 2 7o

1 0 47

0 | 3 Y]

1 1 146

] I 4 T2

1 5 359
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LCS ¢ LC4
LC3

LC2
LC1

LCO

A
A
*
A 0|
A
A
A
Lift0 Laiftl
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Example 4

Lifts are moving

-

Destination and next possible stop for Iift 0 1s floor 15 and Iift 1 is the 5™ floor

Schedule 1s m eg4 doc scheduling time=1.5ms, nodes=21, sortedOpen_count=6,

tree_level=6, total LC=5 and backtracks=0

e Observein Egd.doc that f reduces within the search tree.

Eg4h0 doc has the scheduling run when h=0. scheduling time=464ms, nodes=1000,
sortedOpen_count=340, tree_level=6 and backtracks=309

Eg4d doc has the scheduling run when only direct ift path 1s considered when
calculating h scheduling time=84ms, nodes=454, sortedOpen_count=140,
tree_level=6 and backtracks=143.

All above schedules produce the same schedule with the same value of f

17 *
Laft Assignment Lift total 16
cost at this 151 *
level 14
— 13
0 4 238
AN m |
1 2 198 LC4 v I
. 10
0 3 417
9
1 ¢] 302 8 n
. LC1 7
0 i 0 A
L}
1 1 461 5 *
4
3 *
LC3 v 2
LC2 v ! *
LCO A G
A v
Lift0 Laftl
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Example 5

4 hifts are moving, [ift 0 and Iift 4 decelerating to answer a car call
e 24 landing calls and 25 car calls
¢  Lifts possible stops starting with 1ft0 are floors 8,11,5 and 8.

¢ scheduling results in Eg5 doc. scheduling time=173ms, nodes=331,
sortedOpen_count=27, tree_level=28 and bactracks=0

o Observe that [ have reduced within the search tree

17 *
WAl *
WAIS *
Als | |
¥ 13 * *
A7 *
v 1| o= * . |
W alo *
WA * *
VAB " * *
VYar’ * *
W As *
v s ([ *
A4 *
3 * *
v 2 - | *
vAt *® *
AS *
A v A v
Laft Lift  Laft  Laft
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Laft

EN ]

[ &

Assignment Laft total
cost at thus
level
7 a4 |
20 3
3 4
17 3
10 o 386
19 129
4 13.9
15 144
11 ""’:9
18 228
5 24.3
14 248
3 w68
16 342
6 347
13 436
2 oma
2 866
8 53.5
12 54
z 81
-1 0
9 71.3
0 64.4
-1 B 0
-t 0
-1 0
1 743
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Example 6

e 24 landing calls

e Lift 0 decelerating to stop for a car call at floor 8

o Lift 1 stopping for a car call at the 9th floor It can stop at the 11th floor

o  Lift 2 can stop at the 5th floor with destination at the 7th floor

o Lift 3 decelerating to answer a car call at the 8th floor

o Lift 4 decelerating to answer a car call at the G floor with next direction STOP

e Lift 5 decelerating to answer a landing call DOWN at floor 14 with next direction
DOWN

o  Lifis can stop at the following floors starting with ift0 :8,11,5,8,0 and 14

s  Scheduling results 1n Eg6 doc. scheduling time 207ms, nodes=333,
sortedOpen_count=29, tree_level=29 and backtracks=0

17 *

Al *

Als *

FYT [ | D
v 13 * *

a2 * -
v 1 * CS * [ |
A SO [ |
¥ A9 * *
WAl * * *
VY A7 * *
b A ) *
A =] s *

Al *

3 * (]
v 2 a| -
va' * *

AC * D

7 N v A v v
Luftd Laift] Laftz Lift3  Laftid Lifes
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Laft Assignment Laft total
cost at this
level
0 7 N 114 N
1 20 3
2 3 4
3 17 3
4 0 : 3 V
5 21 139
1] 8 292
1 19 129
2 4 139
3 15 144
4 1 134
5 12 348
0 10 41 SMM
1 18 228
2 5 243
3 14 248
4 2 - _2—5; )
5 22 661
0 1l 579
1 16 342
2 6 347 )
3 13 436
4 9 442
5 -1 0
0 -1 ¢ -
1 -1 0
2 -1 0
3 -1 0
4 23 _ 635
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Example 7

e 6 lifts and 13 landing calls

o Lift O decelerating to stop for a car call at floor 8

¢ Lift 1 stoppmg at the 10th floor. It can stop at the 11th floor

e Lift 2 can stop at the 5th floor with destination at the 7th floor.

s  Lift 3 decelerating to answer a car call at the 8th floor

o Lift 4 decelerating to answer a car call at the G floor with next direction STOP

e Lift 5 decelerating to answer a landing call DOWN at floor 14 with next direction
DOWN.

o  Scheduling results in Eg7 doc. scheduling time=29ms, nodes=126,

sortedOpen_count=18, tree_level=29 and backtracks=0

v 17 *
A 10| *
A *
14 =] D
v 13 * *
A2 * A
11 * CS * [ |
v 10| * D |
9 * *
AS * * *
7 * *
A 6 *
S 1 33 CS *
v 4 *
3 * * m
Al a *
VAl * *
AS *
A v A v v
Lift0 Liftl Lift2 Lift3  Liftd  Lafts
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Laft

Assignment

Laft total
cost at this
level

10

129

323

-1

-1

457

556
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Example 8
¢ 6 lifts and 2 landing calls 17 *
16 *
» Lift 0 decelerating to stop for a car call at il
14 [ | D
floor 8. LCl ¥ 3] » *
12 * "
o Lift 1 stopping at the 10th floor. It can stop nf«jcs|+ | O
ol * | D O
at the 11th floor 5 —
2 * * *
e Lift 2 can stop at the 5th floor with 7 * | *
destination at the 7th floor ¢ Ml
= cs | =
o Lift 3 decelerating to answer a car call at ; - e
the 8th floor. 2 [
1 * *
o Lift 4 decelerating to answer a car call at | Lco__AS ¥
A | Y | AW h 4
the G floor with next direction STOP Lt Ll L2 Lz Lifid Lofis

o Lift 5 decelerating to answer a landing call

DOWN at floor 14 with next direction DOWN

e Scheduling results in Eg8 doc scheduling time=1msec, node=17,

sortedOpen_count=6, tree_level=6 and backtracks=0

e Eg8h0 doc has the scheduling run when h=0 Scheduling time=1ms, nodes=21,

sortedOpen_count=8, tree_level=6 and backtracks=3.

¢ Eg8d doc has the scheduling run when only Life Assignment  Lift total

drrect l1ft path 1s considered when calculating h ;3\5;1“ e
scheduling time=Ims, node=17, 0 1 0 )
sortedOpen_count=6 and backtracks=0. 1 1 o

2 4 0o

3 -1 0

4 0 3

5 1 139
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Example 9

e 6 lifts and 4 landing calls 17 *

e Lift 1 stopping at the 10th floor. It Lc3 w 15| *

can stop at the 11th floor - 0 D
LC2 w 13| * *
12 *
o Lift 2 can stop at the 5th floor with IR :
destination at the 7th floor | * | D [(m]
9 * *
| o Lift 3 decelerating to answer a car s e
7 * *
} call at the 8th floor " "
s o cs | *
o Lift 4 stopped to answer a car call at 7 %
the G floor with next direction UP ’ * *
ICl A ? ol *
Only 2.7sec delay 1s considered 1 * *
Lco AGC * jm |

when calculating the direct path cost

A v A v A v

table However, passenger delay 1s L0 Ll Lf2 L Liftd Lt

added to the path costs of after
answering LCO n the Lift4 cost of
a trip between landing calls table. In the future the stopping for a car call flag should
change by the simulater 1o 1indicate whether the passenger has departed or not and the

right delay can be chosen

e Lift 5 decelerating to answer a landing call DOWN at floor 14 with next direction
DOWN

» Scheduling results in Eg9 doc scheduling time=3ms, nodes=35,

sortedOpen_count=9, tree_level=17 and backtracks=0

¢ Eg9h0 doc has the scheduling run when h=0 scheduling time=140ms, nodes=0678,
sortedOpen_count=220, tree_level=17, and backtracks=96

e Eg9d doc has the scheduling run when only direct Lift path 1s considered when

calculating h scheduling time=8ms, nodes = 110, sortedOpen_count=32,

tree_level=17 and backtracks=25




Appendix F

Laft Assignment Lift total
cost at this

level

0 -1 0

1 -1 0

2 -1 0

3 -1 0

4 0 o 0

5 2 139

0 -1 0

1 -1 0

2 -1 - 0

3 -1 0

4 1 11 4

5 -1 0

0 -1 0

1 -1 0

2 -1 G

3 -1 0

s s w1
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Example 10
e 6 Lifts and 6 landing calls ) *
16 *
o Lift 1 stopping at the 10th floor. It |Lcs w s *
14 m D
can stop at the 11th floor Lca vy 5 -
12 *
e Lift 2 can stop at the 5th floor with oS .
destination at the 7th floor wof * | D =1
9 * *
e Lift 3 decelerating to answer a car . S
7 * *
call at the 8th floor. ! m
LC2 45 = | CS *
e Lift 4 stopped to answeracarcall at || c3 2 ¥
the G floor with next direction UP ’ - *
LCl A2 ol *
e Lift 5 decelerating to answer a : - "
LCO A * a
landing call DOWN at floor 14 with alv|alv | alw
next direction DOWN Lifto Liftl Lif2 Lifs Lfd LR

e Scheduling results in Egl0 doc
scheduling time=5Sms, nodes=46, sortedOpen_count=11, tree_level=17 and
backtracks=0

e EglOh0 doc has the partial scheduling result when h=0 scheduling time=459ms,
nodes=1891, sortedOpen_count=400, tree_level=5 and Backtracks=135

» Eg10d doc has the partial scheduling result when only direct Lift path 1s considered
when calculating h scheduling time=501ms, node=1584, sortedOpen_count=400,
tree_level=10, Backtracks=217
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Lift Assigament Laft total
cost at this

level

0 a o |

1 3 228

p 2 o l .

3 -1 0

4 0 0

5 4 139

0 -1 B 0 o

1 -1 0

2 -1 0 o

3 -1 0

4 1 B 11 4“ “

5 -1 0

0 -1 0

1 -1 0

2 -1 B 0 “

3 -1 0

4 5 437
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Appendix G

Appendix G

Simulation results of ETQ and prioritised A*

schedulers

Results of the intelligent real-time lift scheduling system as explaned in

Section 8.2.
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Time of day Actual PASSO  Actual LCO  Actual PASS2 Actual LC2
{hours)
7-8 139 60 18 T I
8-9 376 79 59 43
9-10 148 78 95 T
10 - 11 58 37 125 86
11-12 46 36 104 62
1213 131 59 166 89
13-14 231 94 226 127
14 - 15 111 57 119 82
15-16 50 S35 144 98
16-17 66 40 105 89
17 -18 33 16 58 T T4
18 -19 24 12 12 12
19-20 25 17 11 12
TOTAL 1438 620 1242 814

The actual number of passengers and landing calls for both the terminal and second
floor in the Kodak building on 3/10/94 between 7am and 8pm.

Time of day

{hours}

7-8
8.9
9-10
10 - 11
11-12
12-13
13-14
14-15
15-16
16 -17
17-18
18-19
19-20

TOTAL

ETQ
PASSO LCO LCO LCO PASS2 LC2 LC2 LC2
136 72 68 75 23 21 19 21
| 382 80 100 85 61 51 53 49
151 60 53 68 81 56 55 54
| 40 20 27 25 126 75 75 72
51 34 33 33 90 60 61 55
[ 140 65 66 68 148 84 76 87
233 81 84 89 209 111 106 111
| 100 49 51 49 137 84 83 93
52 26 26 26 151 90 95 95
| 50 24 29 3 115 74 73 73
27 14 15 12 43 36 36 37
[ 22 12 13 13 16 16 16 16
35 18 23 21 14 14 14 14
1419 574 588 595 1214 772 762 777

Landing call frequencies for both the terminal and second floor for three
simulation runs using fixed passengers arrival rate in the Kodak building on
3/10/94 between 7am and Spm.

@ Key: PASSn = number of passengers at floor n, LCn = number of landing calls at floor n
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T'?:yd A* simulations
Number of landing calls for the terminal floor
(hours) FULL DD DSWT DSWTPCC DD WT PCC
SEARCH UP PEAK

7-8 | 71 76 73 79 71 63
8-9 111 121 121 126 122 99
9-10 | 71 " 68 68 76 79 760

10 -11 30 21 27 30 26 28
1M-12 [ 32 32 37 30 34 v
12-13 59 56 58 58 62 59
13-14 | 95 90 96 95 89 79

14 - 15 53 52 47 55 50 50
15-16 37 36 31 - 32 28 32

16 -17 24 25 27 23 24 25

17 -18 15 16 13 15 16 T 12
18 -19 11 13 13 12 12 14
19-20 | 21 20 19 20 16 20
TOTAL 630 626 630 651 629 578
Time of A* simulations

day

Number of landing calls for the second floor
thours) g1y DD DSWT DSWTPCC DD WT PCC
SEARCH UP PEAK

7-8 | 20 20 19 20 21 19
8-9 51 49 51 50 49 52
9-10 | 57 B2 55 58 54 T T 53
10 - 14 72 75 74 74 68 70
11-12 | 67 67 62 65 60 59
12-13 90 82 86 86 87 83
13-14 | 117 118 108 111 115 121
14-15 84 86 87 o 88 87
15-16 | 08 103 93 91 93 T 99
16-17 79 76 80 75 78 77
17-18 | 32 a3 34 34 36 X
18 -19 16 16 16 16 16 16
19-20 1 14 T 14 14 14 14 ) 14
TOTAL 797 70 779 785 779 783

Landing call frequencies for both the terminal and second floor. Simulation runs
conducted using fixed passengers arrival rate in the Kodak building on 3/10/94
between 7am and 8pm.
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Appendix H
Comparison between queue frequencies

Queus size ETQ A* A* tfruncated
passengers 1 2 3 FULL 1 2 3 4 5
SEARCH
DD DDWT O©ODWT DDWTPCC
PCC UP PEAK
1 2083 2110 2144 2286 2264 2268 2256 2270 2269
2 337 324 338 259 259 254 272 269 268
3 82 75 79 44 53 50 44 42 47
4 23 28 29 7 15 13 13 1 12
more than4; 21 16 12 10 10 8 8 10 5

@ Key: DD = Door Delay, WT = Waiting Time, PCC = Predicted Car Calls

Comparison between queue frequencies for all floors between 7am and 8pm on
03/10/94. The queues are for nine simulation runs, three simulation runs for ETQ,
one simulation run with full A* search and 5 simulation runs using the truncated A*

scheduler.
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Appendix I

Popular floors in the Kodak building
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Popular floors selected for each 5 minutes between 7:05am and 7:55pm on 3/10/94

and listed according to their priority. Priorityl is the most popular zone

Time Prierity Priortv Priority Prionty Prionty prionty

1 2 3 4 5 6
07 05| 0 2 4 7 10 14
0710 © 6 10 15
07 1s| 0 2 9 14
0720 ¢ 4 14
07 zs| o 17 14
073 o0 17 6 7
07'351 0 2 4
0740 0 2 8
07 45| 0 2 4 7 10 14
0750 0 2 16 8 9
07-55| 0 5 6 2 10 12
0800 0 2 8
08 os] 0 2 8§ 1 1 5
0810 0 2 4 9 12 14
08 151 0 : 4 6 9 12
0820 0 2 9 1 s 7
os.zs| 0 2 0 14 16 1
0830 0 2 151 101
08 35} 0 2 16 5 7 o
0840 0 10 2 9 3 4
08 45| 0 2 8 i 1n 9
0850 0 2 1w s 9
08 55' 0 2 4 13 s 6
0900 0 3 100 14 1 6
0o 051 0 6 14 13 15 16
0910 0 2 1 4 s 7
09 15| 0 117 2 4 8
0920 0 2 1 15 9 4
09 25| 0 2 3 9 5 12
93 0 1 16 4 9 14
09 351 b 10 1 2 9 6
0940 0 2 171 15 3
09-45, 0 2 10 4 7 12
09.50 © 5 1 2 3 9
09 55| o 15 2 11 8 9
1000 2 o 7 10 15 4
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Time | Prionty Prionity Prionity Prwrity Prionty priority
1 4 3 4 5 6
0osf 2 4 11 0 T
ol 2 ¢ 10 13 3 5
w2 2 ¢ 15 1 5 14
w2s] 10 0 2 16 4 5 |
10.30] 2 0o 1l 16 15 6
w35 2 16 16 1 1z 1
10:40] 2 0o 15 12 14 4 |
045 2 5 6 7 11 16
10 50| 2 14 0 13 T
1055 2 4 6 9 10 13
11.00{ 0 2 10 15 s 8
imes 2 0 16 1 6 15
n-mm : 1wt 1
s 2 1z o o4 i 6
m20f 20 15 4 120 0 g
Mm2s 2 0 13 7 15 9
E I o 6 14 71 U
M3 2 ¢ 10 12 15 9
1 40§ 2 0 6 , 10 1z 15 |
n4s 2z 0 16 7 4 1
|1~sol 0 5 15 12 2 4
1155 4 0 2 5 6 |
12 oo{ 0 2 1 1 s 1|
1205 9 15 12 6 210
lz‘wg 2 13 10 s 5
1215 2 15 16 w0 0 11
12 zo| 2 0 10 7 5 17
1225 4 2 0o 1 13 5
12 3o§ 2 o 8 6 7 10
1235 2 16 0 9 11 13
12 4@1 0 12 6 15 14
1245 2 o 17 13 9 3
12 soi 0 2 15 4 13 3
1255 0 15 2 5 13 14
13 ool o 2 1 3 & 16 |
1305 2 o 1 s 9 14
13.10J o 2 9 7 5 10|
1315 0 2 1S 11 12 14
13-20] o 2 1 1 9 10 |
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T.m:g Prionity Priority Priority Priority Prionty priority
1 2 3 4 5 6
1325 0 2 w13 14 6
1335 0 2 o 16 6 1
13 401 2 0 15 5 7 9
1345 2 0 14 3 4 3
13 so| 0 2 9 4 5 6
1358 0 2 4 S5 15 10
14 oo| 0 2 15 1w 13 1
1405 0 : 6 7 12 4
|4~101 0 2 1n 4 9 13
1415 0 2 f 9 4 6
1420 0 6 1t 2 5 8
425 2 15 0 4 9 10
14-30‘ 0 Y u 6 15 5
1435 2 o 11 1z 5 6
14 401 2 14 0 17 5 15
1445 0 2 1s 4 10 1
14 so| o 7 14 10 4 9
j4ss 0o 137 15 2 10
15.00’ 2 4 °o o0 6 1
1505 0 2 9 15 5 6
15 m| 2 14 11 12 0 13
1515 2 o 7 13 4 5
15 zo} 2 a 0 14 17 0
1525 2 9 0 4 12 1
15 30! 0 2 9 13 14 15
1535 2 11 0 9 13 16
15.40f 2 w1z 0 10
1545 2 o 15 10 12 14
15 sol 0 a 315 2 5
1555 2 10 0 14 15 7
16 00| 0 2 1 1 1w 12
1605 2 o 4 14 6 16
16 wl : 12 o0 4 5 9
1615 2 16 o S5 11 1
16 zu| 0 2 13 14 15 %
1625 9 2 12 130 10
16 3oi 2 o 6 8 9 3
1635 0 2 54 151
15 40[ B2 15 0 8
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e

Time | Prionty Priority Priority Priority Prioniny priority
1 2 3 4 5 6
1645 2 4 140 1 6
1655 0 15 3 1 510
17:00[ o 1 10 12 16 2
1705 0 2 13 5 6 %
17 10] 2 6 16 10 0 14
1715 0 2 W 7 6 4
n»zol 2 0 18 15 16 7
1725 0 ! 7 14 4 9
17 30| 5 2 9 6 4 0
1735 15 o 2 8 71 9
17 40! : 10 7 9% 8 11
1745 2 14 3 10 12 16
17 50| 7 5 1t 13 14 15
1755 5 9 13 16 2 4
18 00| ¢ 13 1 4 5
1805 0 2 o 1t 15
18 1o| 2 1 9 0 14 16
1815 13 15 2 6 8 0
18 zt}| 9 0 6 g T
1825 16 17 10 15 0 2
18‘30| w15 16 0 2
1835 0 2 1 s 15
18 40] 2 4 10 13
1845 2 15 16 7 8 17
18 so| 2 o 12 1 5 6
1855 0 2 12 4 8 9
19 oo' 0 1 2 6 112
1905 0 1 13 14 915
19 wl 7 g 16 17
915 0 13 6 9 14 15
19~zo| 4 9 2 i 12 0
1925 5 2 7 1 § 10
19 301 2 0 1 g 4 10
1935 ° o0 3 12 14
19.40[ 1 4 12 14 16
19:45 8 2 1 49
19.sul t5 12 16
1955 0 2 4 7 10 14
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Appendix J

Prioritised A* scheduler average number of nodes

and scheduling time log

Average number of nodes and schedules calculation times results as

explained m Section 8.4
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FEEERERREEEY Average no of nodes=0 395000
*xxkkkkxkkdk* Backtracks every 10000 schedule=0
¥EEERERERERE Average no of nodes=1 436100
*xkkkkankik Backtracks every 10000 schedule=0
*EkExERx£AE% Average no of nodes=4 225100
*kxdokkknkadkr Backtracks every 10000 schedule=0
eeoookkek Average no of nodes=4 926600
*xkkkrratets Backtracks every 10000 schedule=0
FEEEEEEEEEY Average no of nodes=6 121000
*¥xkkkxkkik Backtracks every 10000 schedule=0
FEREERARRLREE Average no of nodes=5.793500
**xkkkxxkxk* Dacktracks every 10000 schedule=0
FEEEREXEREEE Average no of nodes=5 546700
*xkdkkkxexkd* Racktracks every 10000 schedule=0
HERRRERERREE Average no of nodes=7 394100
*Erdkxkkkxk* Backiracks every 10000 schedule=0
ki rakks Average no of nodes=10 878000
*EExERx* k¥ Backiracks every 10000 schedule=0
*hkkkkkrnnkx Average no of nodes=5 684100
¥ERFEREEEERE Backiracks every 10000 schedule=0
*rakxxrxsEx Average no of nodes=6 137300
Fe¥rekkxeerer Packtracks every 10000 schedule=0
HEEEEXFEEXEE Average no of nodes=6 649200
*xxkkkxrxx* Racktracks every 10000 schedule=0
FeERERRCRIEE Average no of nodes=5 327300
*kwkkkkekxk* Rackiracks every 10000 schedule=0
FEEIREEERE* Average no of nodes=3 228500
*xmbkkxxxsd* Backtracks every 10000 schedule=0
*adkkkkkddr Average no of nodes=6 641300
FEERRRRFEAR* Backtracks every 10000 schedule=0
*Emkdkkk xRk Average no of nodes=3 784600
*xkkkkxxxdkk PDacktracks every 10000 schedule=0
FEEEREREEXE® Average no of nodes=1 958100
¥erxkxxkxes Backtracks every 10000 schedule=0
FEERREXEEEE® Average no of nodes=1 040800
¥EExkxrrexex Backtracks every 10000 schedule=0

Number of scheduling times of 0s 182555
Number of scheduling times of 50s 2375
Number of scheduling times of 60s 2270

Number of scheduhng times of 110s0
Number of scheduling times of >110s and <= 2505 0
Number of scheduling times of >250s 0

Average no of nodes=0 205514
Max no of nodes=53
Max no of tree levels=12

Truncated A* search

*kkkkkdkkdd* pverape no of nodes=0 356400
kakkkkkkkxkx Dacktracks every 10000 schedule=0
Rk kkkrrkkr Average no of nodes=1 656300
*xkkkkrkxr® Backtracks every 10000 schedule=0
*hkEKRREERRE A veraoe no of nodes=4 504200
**exkkskkxxs Backtracks every 10000 schedule=0
FEEERERRRE®E Average no of nodes=4 759200
**kkkkkeerh* Backiracks every 10000 schedule=0
*hkkkhhbbdb® Ayerape no of nodes=5 548900
*kdkokbokkkkkkx Racktracks every 10000 schedule=0
*RrEREREREEE Average no of nodes=5 915500
*kkaxkerknkk Baektracks every 10000 schedule=0
Exrxekrrer Average no of nodes=5 891000
kxwkkkkbkokk Backtracks every 10000 schedule=0
bkkbbkkkbe Average no of nodes=7 888300
*khdokikokkiokk Backtracks every 10000 schedule=0
*kkpkddonkiokk Average no of nodes=10 028100
*hbkkxdkikk Backtracks every 10000 schedule=0
FEAREREREEEE Average no of nodes=6 180500
*xdxekiakets Backtracks every 10000 schedule=0
FErrERRRREE* Average no of nodes=6 659000
*edkkidriiks Backtracks every 10000 schedule=0
*ebxrxbbbreks Average no of nodes=7.150500
*kbkkbed ks r Backtracks every 10000 schedule=0
*xhkkkkkkkks Average no of nodes=4 956400
*kbkpkxrkrdr Backtracks every 10000 schedule=0
*erxkerrkax Average no of nodes=3 257800
AR EerrRx4 4 Backiracks every 10000 schedule=0
xekxrkbkakx Average no of nodes=6 199400
Ererxeerrir s Backtracks every 10000 schedule=0
kkmkkkkdkRk* Average no of nodes=4 413200
fxakkkkkkkxs Backtracks every 10000 schedule=0
FEREEERREEE Average no of nodes=1 879300
*sexxekdexks Backiracks every 10000 schedule=0
FRbxEeEERxE Average no of nodes=0 923000
*ekxxek¥xxx* Backtracks every 10000 schedule=0

Number of scheduling times of 0s 182466
Number of scheduling times of 50s 2455
Number of scheduling times of 60s 2279
Number of scheduling times of 110s 0
Number of scheduling times of >110s and <=250s 0
Number of scheduling times of >250s 0

Average no of nodes=0 167224
Max no of nodes=51
Max no of tree levels=14

Full A* search

Prioritised A* scheduler log file for full simulation run from 7am until 8pm on
3/10/94. Truncated search is interrupted when number of assigned landing calls is
equal to number of available lifts




RHERRRERRRRY Averaoe no of nodes=0 277300
wokkkkkrk ke * Dacktracks every 10000 schedule=0
Bkaokkkkkkexd Average no of nodes=2 382800
*hdxxeboess Rackiracks every 10000 schedule=0
Frrxexeheekd Average no of nodes=6 209900
*¥#kkkekkkkt Backtracks every 10000 schedule=0
*RrrEerrks Average no of nodes=6 435900
#rdkkssxreks Dackiracks every 10000 schedule=0
*akkbkkedr Average no of nodes=6 873900
*rdkkkehkkdd Backiracks every 10000 schedule=0
dxxkxkkekr Average no of nodes=7 478800
sixrkskrkrs Backiracks every 10000 schedule=0
sR%rAkbkkbNk Averaoe no of nodes=6 775800
de¥xkkerkex* Racktracks every 10000 schedule=0
rrakRkEREEEE Average no of nodes=7 896600
weaxkkeesers Packtracks every 10000 schedule=0
Rk kERREREE Average no of nodes=12 352000
Hadkkekxress Backtracks every 10000 schedule=0
EEEEREERRERE Average no of nodes=8 089100
#akkkkkdkkdx Backtracks every 10000 schedule=0
*kxxxkRxEEE Average no of nodes=8 843000
swrkkeekeekk Rackiracks every 10000 schedule=0
dhkrdkkkrk ek Average no of nodes=7 717400
rkakkkkrren® Rockiracks every 10000 schedule=0
dxaxkxxRre* Average no of nodes=4 853700
*h¥xkkrrrrr* Dacktracks every 10000 schedule=0
ERERerrrEr* Average no of nodes=3 195700
#*x¥xkxxkkkx* Backtracks every 10000 schedule=0
ERREREEREEIE Average no of nodes=7 272600
wrreeeekeker Backtracks every 10000 schedule=0
ERREEEEREENE Average no of nodes=3 778000
whdkkkerrrerd Racktracks every 10000 schedule=0
#*rxEXEIEEE* Averaoe no of nodes=1.564500
wkkkkkrrkrrd Backtracks every 10000 schedule=0
kukdekbiend Average no of nodes=0 912300
*¥AFAkxkkkkR¥ Backiracks every 10000 schedule=0

Number of scheduling times of Os 181393
Number of scheduling times of 50s 2914
Number of scheduling times of 60s 2893
Number of scheduling times of 110s 0

Number of scheduling times of >110s and <=250s 0
Number of scheduling times of >250s 0

Average ne of nodes=0 241019
Max no of nodes=44
Max no of tree levels=6

Truncated A* search

Search is interrupted when number of tree
levels is equal to number of lifts
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