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Abstract 

Large eddy simulation (LES) is attractive as it provides a reasonable compro­

mise between accuracy and cost, and is rapidly evolving as a practical approach 

for many engineering applications. This thesis is concerned with the application 

of large eddy simulation to unconfined swirl in turbulent non-premixed flames 

and isothermal flows. The LES methodology has been applied for the prediction 

of turbulent swirling reacting and non-reacting flows based on laboratory scale 

swirl burner known as the Sydney swirl burner, which has been a target flame of 

the workshop series of turbulent non-premixed flames (TNF). For that purpose a 

LES code was developed that can run wide range of applications. An algorithm 

was developed for LES of variable density reacting flow calculations. Particular 

attention was given to primitive conservation (mass, momentum and scalar) and 

kinetic energy of the flow and mixing field. The algorithm uses the primitive 

variables, which are staggered in both space and time. A steady laminar flamelet 

model which includes the detailed chemical kinetics and multi component mass 

diffusion, has been implemented in the LES code. An artificial inlet boundary 

condition method was implemented to generate instantaneous turbulent velocity 

fields that are imposed on the inflow boundary of the Cartesian grid. To improve 

the applicability of the code, various approaches were developed to improve sta­

bility and efficiency. LES calculations for isothermal turbulent swirling jets were 

successful in predicting experimentally measured mean velocities, their rms fluc­

tuations and Reynolds shear stresses. The phenomenon of vortex breakdown 

(VB) and recirculation flow structures at different swirl and Reynolds numbers 

were successfully reproduced by the present large eddy simulations indicating 

that LES is capable of predicting VB phenomena which occurs only at certain 

conditions. For swirling flames, the LES predictions were able to capture the un­

steady flow field, flame dynamics and showed good agreement with experimental 

measurements. The LES predictions for the mean temperature and major species 

were also successful. 
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Chapter 1 

Introd uction 

1.1 General introduction 

Combustion is one of the most important processes in engineering which depend 

upon interrelated processes of fluid mechanics, heat and mass transfer, chemi­

cal kinetics, thermodynamics and turbulence. A significant part of the energy 

(80%) comes from combustion of liquids (gasoline or hydrocarbon fuels), solids 

(coal and woods), and gases (natural gas). There are wide range of applications 

of combustion in the areas of aero engines, gas turbine combustors, boilers, fur­

naces, internal combustion engines, power station combustors and many other 

combustion equipment. It is well known that combustion will remain a predomi­

nant source of power for many generations. Combustion not only generates heat, 

which can be converted into power, but also produces pollutants such as oxides of 

nitrogen (NOx ), soot and unburnt hydrocarbons (HC). In addition unavoidable 

CO2 emmisions leads to occur the global warming. Therefore the study of com­

bustion has advanced substantially by improving the efficiency of combustion pro­

cesses in experimental, theoretical and computational areas while increasing the 

fuel economy. Well developed diagnostic techniques allow researchers to discover 

1 



1.2 Motivation of the present investigation 

detailed phenomena associated with combustion processes. At the same time, 

increased computational power helps to simulate detailed reaction mechanisms 

and transport processes. Comprehensive computer simulations can be conducted 

in many complex physiochemical processes including multidimensional time de­

pendent combustion problems with intricate details. 

In most of the situations, combustion takes place within a turbulent rather than 

a laminar flow field. This is because turbulence increases the mixing processes 

and thereby enhances combustion. Additionally combustion releases heat and 

thereby generates flow instability by buoyancy and gas expansion, which then 

enhances the transition to turbulence. Turbulence itself is quite challenging and 

probably the most significant unresolved problem in classical physics. The suc­

cess of turbulence models in solving engineering problems has encouraged similar 

approaches for turbulent combustion, which consequently led to the formulation 

of turbulent combustion models. As combustion processes are difficult to handle 

using analytical techniques the numerical simulation of turbulent combustion has 

developed to be a valuable tool for the development of combustion processes, 

which involve strong coupling between chemistry, transport and fluid dynamics. 

1.2 Motivation of the present investigation 

Computational fluid dynamics (CFD) is being used with increasing regularity in 

the design and development of problems involving academic and industrial fields. 

The advantage of the CFD approach is that the complex physical interactions 

which occur in a problem can be modelled simultaneously, and hence, their rela­

tive influence on the total behavior understood. CFD calculations may not exist 

for the complete underlying physics, which involves assumptions in the math­

ematical process and leads to occur possible inaccuracy. With, care, however, 

2 



1.2 Motivation of the present investigation 

these approximations can be minimized to a level where the accuracy of CFD 

technique is perfectly satisfactory for design purposes. In the study of turbulent 

flows, the ultimate objective is to obtain a tractable quantitative theory or model 

that can be used to calculate quantities of interest and practical relevance. The 

numerical simulations of turbulent flows has been mainly pursued by three differ­

ent approaches known as Reynolds Averaged Navier-Stokes (RANS), large eddy 

simulation (LES) and direct numerical simulation (DNS). Most commercial codes 

are based on Reynolds average Navier-Stokes (RANS) formulation and compute 

only the time averaged flow field. The RANS based solvers usually need low 

computational costs and codes are optimized to corporate with commercial CAD 

softwares and are able to handle complex geometries. So far, the main issue in 

connection with RANS has been the development of statistical turbulence models 

in the context of linear and non-linear eddy viscosity models, and second moment 

closures, Pope (2000). The primary aim of RANS turbulence modelling is to cre­

ate a simpler framework for simulating flows of engineering interest. However, 

this is far from being the case, especially when complex models such as non-linear 

eddy viscosity models are employed. For example, in the design of practical en­

gineering applications such as industrial gas turbines characterized by complex 

flow patterns often require rapid mixing and modelling of such flows typically 

cannot be achieved using Reynolds average Navier-Stokes equations. 

Direct numerical simulation (DNS) try to resolve the all turbulent length scales 

down to the Kolmogorov length in space and time. In this approach DNS grids 

must ensure that the mesh is fine enough to resolve the smallest scales (Kol­

mogorov scales). Highly accurate numerical methods have been developed to 

solve the Navier-Stokes equations, and the numerical accuracy of DNS is gener­

ally of high standard. However, the fundamental limitation of DNS is determined 

by the Reynolds number and it is well known that the main drawback of DNS 
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is of course its very large computational cost which increases rapidly with the 

Reynolds number. The DNS calculation is only possible for low or moderate 

Reynolds number flows and it is highly impossible for practical engineering ap­

plications such as DNS of industrial gas turbine combustors even for the next 

decade. As a way between these two extremes, large Eddy Simulation (LES) is 

the best possible way to handle the transient nature of t.urbulence, while offering 

an affordable computational economy. The objective of large eddy simulation is 

to explicitly compute the largest structure of the flow field (typically structures 

larger than the computational mesh size) whereas the effects of the small unre­

solved scales and their effects on the large scales are modelled. Since the small 

scales contain only a tiny portion of total energy, are more isotropic than the large 

scales, are thus thought to be more universal and homogeneous, their models can 

be simpler and relatively easier to model. Over the last few years large eddy 

simulation (LES) has undergone considerable progress simulating the unsteady 

behavior of more engineering-oriented configurations from relatively simple flows 

to complex reacting flames and proved its possibilities to increase the quality 

of prediction, Piomelli (1999), Poinsot and Veynante (2001). Especially in the 

context of geometrically complex flows and in the presence of aerodynamic insta­

bilities as typical features of the flow, LES become very attractive compared to 

classical statistical modelling. The present computational power and memory has 

made LES applicable to variety of incompressible and compressible flows, includ­

ing hear transfer, stratification, passive scalars and chemical reactions. Deardorff 

(1970) was the first to published large eddy simulation results based on a three 

dimensional turbulent channel flow. Since then the underlying theory has been 

advanced, new models have been developed and tested, more efficient numerical 

schemes have been implemented. 

LES technique is attractive for a number of reasons for calculating the flows 
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1.2 Motivation of the present investigation 

in combustion systems: the unsteady nature of the calculation and ability to 

capture the multiple length and time scales should allow the calculation of struc­

tures which are poorly predicted by many Reynolds averaged techniques. Large 

structures in turbulent flows depend on the system geometry whereas small struc­

tures are generally assumed to have more universal features and models are good 

enough to describe these small structures. That allows the calculations to pre­

dict the combustion instabilities which occurs due to a coupling between heat 

release, hydrodynamic flow field and acoustic waves. LES also allows a detailed 

description of turbulence/chemistry interactions, Poinsot and Veynante (2001). 

LES does not however, overcome, the closure problem associated with reaction 

since combustion is a molecular process that occurs at the smallest scales. The 

main challenge in modelling combustion using LES comes from the fact that the 

reaction occurs at a layer which can not be resolved by a typical filter width 

used in LES. Thus, the chemical reaction and its interaction with the flow field 

must be modelled, completely. The required theoretical background for combus­

tion modelling through LES is still under development, and its full predictive 

strength has not yet been reached. In the way to develop this potential ability, 

it is more important to consider the properties of numerical algorithms, such as 

accuracy of scalar mixing process, dissipation rate and energy conservation in 

LES of chemically reactive flows. 

LES provides acceptable solution to study coupled combustion, transport and 

multiphase processes that is unattainable using DNS technique with a degree of 

fidelity and more accurate than conventional computational fluid dynamics meth­

ods based on RANS calculation. Significant model development and validation 

is required, however, to achieve an acceptable level of confidence in the accuracy 

prediction from various submodels. As the modelling becomes more sophisticated, 

the theory that LES accurately captures the relevant dynamical processes must be 
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1.2 Motivation of the present investigation 

validated for the hierarchy of cases to qualify the accuracy with which submodels 

can represent the actual physical phenomena of interest, Piomelli (1999). Given 

the simulation modelling development and validation requirements, the focus can 

be divided into two distinct areas. First the introduction of contemporary as­

pects related to modelling and validation based on fundamental issues related to 

systematic model validation, with emphasis placed on algorithmic requirements, 

validation requirements and accurate boundary conditions implementation. Sec­

. ond focus on more practical applications, related to' the complexity of the flow 

and combustion dynamics, and provide a hierarchy of case studies investigated by 

numerous authors, aimed at the progressive prediction of the key phenomena ob­

served in practical devices, Piomelli (1999), Pitsch (2006), Poinsot and Veynante 

(2001). Although LES is more computationally expensive than RANS, it offers 

two significant advantages. First, the large scale motion of the turbulence that 

contains most of the turbulent kinetic energy and controls the dynamics of the 

turbulence is resolved, and hence computed directly. Second the knowledge of the 

large scale dynamics can be used to calculate the model coefficients dynamically 

so called dynamic models, which are independent of the filter size, Germano et al. 

(1991). 

Molecular mixing of scalar quantities and chemical reactions in turbulent flows, 

occurs essentially at the smallest turbulent scales and it is characterised and quan­

tified by the dissipation rate of the scalar variance, which plays a central role in 

combustion modelling. In LES as for RANS, the filtered chemical source term 

has to be modelled. Hence the two previously mentioned advantages for LES 

apparently do not apply to the chemical source term. However, LES still pro­

vides substantial advantages for modelling turbulent combustion that the scalar 

mixing process and dissipation rates are predicted with considerably improved 

accuracy compared to RANS, especially in complex flows. For example, Raman 
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and Pitsch (2005) carried out simulation of bluff body stabilized flames, where 

a simple steady state diffusion flamelet model in the context of LES with a re­

cursive filter refinement method led to excellent results. Such accuracy has not 

been achieved with RANS simulations of the same configurations, Kim and Huh 

(2002). 

Consequently, combustion models that have been proposed and applied in LES 

are mostly similar to RANS models. Although the basic ideas and fundamental 

concept of RANS models can still be used for LES, additional changes required 

have to be addressed. Recently the application of LES to turbulence combustion 

has extensively applied to variety of combustion problems of technical interest 

including real combustion devices. For example Pitsch (2006) has reviewed re­

cent progress of LES combustion and Poinsot and Veynante (2001) have shown 

various LES calculations on practical combustion devices. A state of the art LES 

calculation of a section of a modern Pratt and Whitney gas turbine combustor 

has been performed by Mahesh et al. (2005). Collectively, these applications 

present a wide variety of turbulence and turbulence-chemistry interaction mod­

elling approaches currently being used in practical LES combustor studies. The 

importance of identifying adequate tools to effectively analyse the general LES 

database is also addressed in this context, Pitsch (2006). Establishing such tools 

is crucial to provide enhanced understanding of the fundamental driving mech­

anisms and phenomena involved. Finally it can be concluded that the unsteady 

three dimensional nature of the LES approach promises possibilities of the usage 

of LES as a design tool. Furthermore the knowledge of the unsteady flow field 

facilitates the modelling of the combustion process. As a design tool, LES can 

examine two main phenomena, the time evolving mixing behavior and the time 

evolving combustion. The current investigation examine these two phenomena 

by applying LES to turbulent swirling flames, which have a range of applications 
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in combustion equipment for power generation and transportation. 

1.3 Background and objectives of the present 

investigation 

Swirl is commonly used in many engineering applications of combustion to control 

essential characteristics of high intensity turbulent flows and to stabilise flames. 

Introduction of swirl has the capability to generate strong recirculation zones, 

which helps to improve the whole mechanism of the mixing process. Swirl can 

reduce the flame length by producing higher rates of entrainment and fast mix­

ing particularly in the shear layer region, which improve flame stability, reduce 

emissions and as a result the burner can be minimized and has an extended life, 

Syred and Beer (1974). In swirling jets and flames sufficient strength of swirl will 

produce a maximum pressure gradient in the direction of the flow, which in turn 

produces a reversal of the flow or vortex breakdown. Depending on the degree 

of swirl, furnace and burner geometry, different recirculation patterns and vortex 

breakdown regimes can be achieved and these can be controlled by adjusting the 

degree of swirl to promote better mixing, flame stabilisation and minimise pollu­

tant formation, Sloan et al. (1986). 

In the literature different flow configurations have been experimentally investi­

gated to study the formation of recirculation zones and the vortex breakdown 

process. Theoretical studies have been carried out to analyse the instabilities 

and onset of vortex breakdown for reacting and non-reacting swirling flows and it 

has been reported that the influence of swirl depends on different flow parameters 

such as inflow velocity profiles, Reynolds number, level of swirl and geometrical 

configuration. A number of good reviews and a body of literature exist on these 
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1.3 Background and objectives of the present investigation 

topics ranging from vortex breakdown to instabilities of swirling flows. For exam­

ple Sarpkaya (1971), Syred and Beer (1974), Escudier (1988), Lucca-Negro and 

O'Doherty (2001). Numerical modelling has also been used as a tool to under­

stand the fundamental flow physics of laminar and turbulent swirling flows. The 

numerical prediction of turbulent swirling flows is a challenging subject due to 

anisotropic turbulence structure in recirculation zones. An extensive review of 

the modelling work on swirling flows has been reported by Sloan et al. (1986), 

which describe the difficulties and complexities associated with CFD approaches 

to swirling flow calculations. 

The majority of current methods to model turbulent swirling flames and practi­

cal combustion systems are based on Reynolds averaged N avier-Stokes (RANS) 

equations accompanying different turbulence models. The review by Sloan et al. 

(1986) summaries many RANS type swirling flow calculations concludes that 

the performance is generally discouraged in the vicinity of recirculation zones. 

The review also describes various advanced turbulence models such as Reynolds 

stress model and algebraic Reynolds stress model options which appear to show 

some improvements and note that swirling flows are three-dimensional phenom­

ena therefore steady-state axi-symmetric transport equations are incapable of 

reproducing complex swirl flows. Weber (1986) has assessed three turbulence 

models k - € model, Reynolds stress model (RSM) and algebraic Reynolds stress 

models (ASM) to simulate confined swirling flows. It was observed that neither 

the generation of turbulence nor the distribution of tangential momentum was 

correctly predicted by the k - € model. In contrast the Reynolds stress model 

and algebraic Reynolds stress model performance were better and produced rea­

sonable agreement with experimental data for certain confined swirl cases but for 

certain other cases none of the turbulence models was able to predict the correct 

reverse flow when compared with measured data. In general RANS models are 
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1.3 Background and objectives of the present investigation 

primarily suitable to calculate stationary flows with non-gradient transport and 

it is difficult to capture the unsteady nature of the large-scale flow structures 

typically found in turbulent swirling flows. Spall and Gatski (1987), Breuer and 

Hanel (1993), Krause (1990) have used a three-dimensional unsteady RANS ap­

proach to compute behavior of swirling flows. However those studies confirmed 

that to achieve any degree of success in RANS type computations have to be 

transient and three-dimensional. 

Large eddy simulation (LES) in contrast is a powerful and effective tool for han­

.dling large-scale turbulent motions as the method is based on time resolved three­

dimensional unsteady large-scale turbulent motions. In LES only the small scale 

eddies which have more universal behavior and contain less turbulent kinetic en­

ergy are modelled. With adequate spatial and temporal resolution the method is 

capable of capturing large-scale dynamic behavior in flows. Large eddy simula­

tion technique as a tool for the simulation of swirling flow fields in both reacting 

and a non-reacting cases has emerged only in the 1990s and hence a relatively 

new field. LES has been applied to variety of swirling applications including com­

bustion such as aircraft engine combustion by DiMare et al. (2004), Kim et al. 

(1999), dynamics of swirling premixed and spray flames by Sankaran and Menon 

(2002) and combustion instabilities by Wall and Moin (2005). As mentioned be­

fore the application of LES to real combustion devices including highly transient 

swirling motion has gained increased popularity due to its potential ability to 

capture detailed flow and mixing fields and the availability of computing power 

to perform large calculations. 

One of the main advantages of LES applications is in swirl flows LES can capture 

oscillatory motions such as precessing vortex core (PVC) seen in experiments. 

Pierce and Moin (2004) for example showed promising agreement between LES 
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and experimental data for a low swirl number case and Wang and Bai (2005) 

have showed successful comparison between LES predictions and experimental 

measurements operating under different conditions in confined turbulent swirling 

flows. More recently several LES simulations have also been carried out for labo­

ratory scale bluff body stabilized flames, Raman and Pitsch (2005), Kempf et al. 

(2006), which are not as complex as swirling flows but contain similar recircu­

lation zones near bluff body. The predicted results show very good agreement 

with experimental data. This bluff body flame series was major step toward more 

realistic laboratory scale flames, but still lack of swirl, which is probably the most 

common mechanism to improve the mixing and flame stabilization in technical 

applications. 

The objective of this research is to conduct the large eddy simulation (LES) based 

methodology for the modelling of turbulent swirling flames based on laboratory 

scale swirl burner. The configuration considered is an unconfined, swirling flow 

configuration known as the Sydney swirl burner, which is an extension of the 

above mentioned bluff body burner to swirling flames, experimentally investi­

gated by AI-Abdeli and Masri (2003a), AI-Abdeli and Masri (2003b), Masri et al. 

(2004). The Sydney burner is a target swirl burner of the workshop series of 

turbulent non-premixed flames, TNF (2006). This flame series allows the exam­

ination of the effect of various parameters such as fuel composition, flow rates 

and swirl number. The LES for the Sydney swirling flame series is major steps 

toward more realistic laboratory applications in turbulent combustion and the 

entire flame series provide detailed experimental data suitable for validation of 

LES. For that purpose, the LES code was developed that can be run on a single 

workstation computer to simulate a wide range of applications. 
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1.4 Outline of the thesis 

The Thesis is organized as follows: 

• Chapter 1 provides an introduction section and the objective of this thesis 

to develop LES methodology capable of performing LES of Sydney swirling 

flame series. 

• Chapter 2 describes the physics of swirling flows followed by the phe­

nomenon of vortex breakdown (VB) under experimental, numerical and 

theoretical consideration and experimental details about the Sydiley swirl 

burner targeted in this work. 

• Chapter 3 provides fundamental aspects of theory presented in this work. 

The first part present the governing equations and corresponding conserva­

tion laws while the second part describes the important physics behind the 

concept of turbulence. 

• Chapter 4 introduces the basic concept of large eddy simulation (LES). 

Partitioning is generally achieved by application of a spatial filter which 

leads to a filtered form of the equations. The non-commutativity of the 

filtering operation ,vith respect to multiplication leads to extra terms which 

are interpreted as subgrid scale stresses. Furthermore the chapter presents 

the filtered forms of the governing equations and the theory behind the 

subgrid scale models. 

• Chapter 5 provides an overview of the combustion modelling in LES and 

then discuss the combustion model used in this work. Details of the laminar 

flamelet model and the use of probability density function (PDF) of the 

scalars are also discussed. 
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• Chapter 6 presents the numerical implementations of previously men­

tioned mathematical formulations. The first part presents a description 

of the spatial discretization schemes. The spatial discretization uses a finite 

volume method on a staggered Cartesian grid. The second order central 

difference approximation uses as a basic scheme for all spatial derivative 

terms. In terms of stability a number of higher order upwind schemes are 

also used for the advection terms. The second part presents a discussion of 

a number of schemes used for the time integration of the equations. The 

Crank-Nicolson scheme and second and third order hybrid Adams schemes 

are discussed. The full set of equations is advanced using a fractional step 

method. For reacting flows involving large rapid changes in density, both 

the velocity and density fields must be corrected simultaneously to ensure 

conservation of mass. Since density depends on mixture fraction (flamelet 

model) an iterative method is required and this is discussed. 

• Chapter 7 presents LES results of isothermal tcst cascs for different swirl 

numbers starting from zero to higher swirl numbers. The results are com­

pared with experimental data and discussed. 

• Chapter 8 presents the LES results for selected Sydney swirling flames 

known as SMH1 and SMH2. The results are compared with experimental 

data and discussed. 

• Chapter 9 summarises the conclusions of this research and the future 

recommendations. 
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Chapter 2 

Literature Review On Swirling 

Flows 

2.1 Introduction 

Powerful geophysical flows such as tornados, dust devils or water spouts are dom­

inated by swirl and can be seen in natural situations. Swirl flows are present in 

turbo-machinery, propulsion systems and chemical reactors; they are also used as 

a basic tool for process engineering. Around the tips of wings, strong swirl flows 

occur which are vital for creating lift. In burners and combustors by creating 

regions of reverse flow where the reaction occurs, the reactants are kept inside 

the combustor for an enhanced time, allowing for better mixing and more com­

plete reaction. This helps to stabilize the flame and to control the emission of 

pollutants. An improved understanding of swirl flows and their interaction with 

flames help to devise strategies to enhance the performance and safety of a given 

combustor, to reduce its size, weight and cost, and to minimise the emission of 

pollutants. 
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2.1 Introduction 

In high intensity combnstion systems, swirl can improve the flame stability by 

forming toroidal recirculation zones, which reduce the combustion length by pro­

ducing higher rates of entrainment of the ambient fluid and fast mixing in strongly 

swirling zones. It is a result of an impartation of a tangential velocity component 

by use of a swirl generator positioned upstream of the reacting chamber. At suf­

ficient degree of swirl can cause an adverse pressure gradient, which creates flow 

reversal and recirculation zones. It can reduce the flame length by producing the 

rates of entrainment of the ambient fluid and fast mixing close to the exit nozzle 

and on the boundaries of the recirculation zones. The lower velocities on the 

edge of the recirculation zone also assist in the stabilization process by helping 

to prevent flame lift off. The additional presence of swirl develops the strong 

coupling between axial and swirl velocity, which also produces vortex breakdown 

phenomena. 

An introduction into the basic physics of swirling flows was given by Gupta et al. 

(1984), while more advanced aspects on vortex breakdown have been reviewed by 

Hall (1972), Leibovich (1978) and Escudier (1987). The high swirl strength can 

produce the large adverse pressure gradient in the direction of the flow, which 

cause to form the vortex breakdown. In combustion systems it can cause high 

rate of heat release as product of combustion and reignite in fuel air streams. 

Especially the swirl distribution produces a central recirculation zone link with 

the vortex breakdown, which provide a stable compact flame with controlling 

pollutant emissions, e.g. Weber (1986). The swirl flows are subject to a various 

structural changes involving very large disturbances when a swirl velocity com­

ponents is varied. These flow patterns depend on several key parameters such 

as Reynolds number, swirl number, inlet conditions, geometry, e.g. Lucca-Negro 

and O'Doherty (2001). 
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2.2 Generation of swirl 

In these applications there is the necessity of understanding the interactions of 

the competing dynamical mechanism that arise in swirling jets and their evolu­

tion. For example, the occurrence of vortex breakdown and the structure of the 

breakdown region have to be investigated in great detail. The objective of this 

chapter is to discuss the fundamental theories of swirling flows and its physical 

description in terms of experimental observations, numerical simulations and the­

oretical studies. The next section describes an overview of the generation of swirl, 

swirl and bluff body stabilized recirculation zones followed by a more complete 

description of the phenomenon of the vortex breakdown. 

2.2 Generation of swirl 

In literature, various experimental techniques have been used to generate swirl by 

using multiple experimental configurations. The generation of swirl in a flowing 

medium is simply achieved by the impartation of tangential or azimuthal velocity 

components to the medium. Some of these methods can be summarized as: 

• Injected tangential streams via lateral ports into an axial pipe flow (Tangi­

rala and Driscoll (1988) (1988) , Chen (1995)). 

• Feeding a flow through multiple guide vanes (Sheen and Chen (1996)). 

• Multi-port, fixed concentric pipes mounted in an axial through flow (Farokhi 

et al. (1988)). 

Several structural or geometrical perturbations may exist for each mode of swirl 

generation with their accompanying disparities in efficiencies and resultant ve­

locity profiles. Since the velocity profile exiting from the swirler determines in 

part, the downstream aerodynamics, it is important to examine the shape of such 

profiles. 
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The tangential velocity profile is generally discussed in terms of forced vortex 

flow (rigid body rotation) and free vortex flow (potential vortex). Forced vortex 

flow is categorised as a subset of rotational flow. Free vortex flow which describes 

the approximate motion in tornados and whirlpools, is classified as an example of 

irrotational flow. Tangential velocity profiles issuing from swirl generators gener­

ally assume a combination of the forced and free vortex distributions, Sloan et al. 

(1986). The mean tangential velocity in the flow field must go to zero at the axis 

of symmetry and hence solid body rotation necessarily exists in the center line 

region. Since the tangential velocity must go to zero either within the enveloping 

stagnant fluid or at the reaction chamber wall, a free vortex is characteristic of the 

outer jet skirt. The two vortex distributions, patched together with the resultant 

profile denoted as the combined, Rankine vortex. In practice the Rankine vortex 

distribution is less than idealised, but the term forced and free vortex still serve 

as rough guides for the apparent behavior of the vortex. The location of the 

tangential velocity maximum and its interaction with the axial velocity profile 

constitute critical element in the downstream aerodynamics development. 

The central forced vortex region exhibits flowfield and turbulence characteristics 

which appear to be significantly different from those displayed by the surrounding 

irrotational vortex flowfield. Because of its unusual and interesting behavior, this 

central region is often defined as an inner, viscous or vortex core. Specially the 

vortex core is described as being shear or strain free, but not vorticity free. The 

core is generally limited to that region of flow which is substantially rigid body 

rotation. 
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2.3 Flame stabilization by bluff body or swirl 

This section provides details about two common ways for flame stabilization: by 

bluff bodies or by swirl. A method of using a blunt object (bluff body) is one 

of the typical ways of flame stabilization. A recirculating eddy system is formed 

that can act as a continuous source of ignition for an inverted flame, a flame 

that originates behind the bluff body and spreads obliquely across the flow. The 

recirculating eddy system receives heat from the flame, carries it back upstream, 

and ignites the flow of explosive mixture with which it comes in contact. 

Flow around a bluff body immersed in an airstream is characterized by the for­

mation, behind the bluff body, of a region of recirculating flow (see Figure 2.1). 

Usually the maximum width of the recirculation zone exceeds that of the body 

by an amount that depends primarily on the shape of the bluff body. The de­

termination of the mass flow rates within the recirculation zone is particularly 

important to determine the effectiveness of the zone for flame stabilization. The 

determination of the mass flow rate in the recirculation zone can measure the 

relative strength of the vortex motion. A vortex or an eddy is generally driven by 

the main stream, such that there is no net mass flow across the boundaries. The 

boundary of the eddy is thus determined by radial points at which the forward 

mass flow equals the reverse flow at that axial station and coincides with the 

zero streamlines. When the recirculation eddy is not attached to a solid surface 

the two boundaries coincide at the forward and rear stagnation points. The two 

zones can be distinguished by the terms reverse flow zone, which is bounded by 

the zero velocity and the recirculation eddy, which is bounded by the zero mass 

flow line. The center or 'eye' of the eddy lies on the reverse flow boundary and 

for the case of a bluff body, is the point where the static pressure is at minima. 

A detailed description can be found from Gupta et al. (1984). The bluff body 
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system provides a boundary layer flow, where a combustion wave may propagate 

in close proximity to a region of continuously recirculating flow, which acts to 

provide the boundary layer with a supply of heat and chemically active species. 

This aerodynamic interaction permits a flame to be stabilized over wide range of 

flow velocities and mixture ratios. 

Flame stabilization by swirl is based on the observation, when the angular to lin­

ear momentum ratio exceeds a critical value, a toroidal vortex type recirculation 

zone (see Figure 2.1) is set up in the central region of the jet close to the nozzle. 

This toroidltl vortex system plays an important role in flame stabilization since 

it constitutes a well mixed zone of hot combustion products and acts as a stor­

age of heat and chemically active species. Heat and mass are then transported 

effectively from combustion products t.o fresh combustible mixture by the high 

intensity turbulence t.hat prevails in the vortex region. The recirculat.ion zone 

in swirling jets exhibits similarit.ies with those produced wit.h bluff bodies, but 

there are also some important differences between these two systems. In contrast 

to bluff body wakes, the blockage in swirling jets is entirely aerodynamic. In 

swirling jets, there are some important factors that influence the dimensions of 

the recirculation zone: degree of the swirl imparted to the flow, blockage ratio of 

the flame holder in the stream and flame holder. In swirl flames the recirculation 

bubble plays an important role in flame stabilization by providing a continuous 

heat source of recirculated combustion products. Flame lengths and the distance 

from the burner at which the flame is stabilized are shortened significantly by 

swirl. The following sections will discuss more details of swirl and its physical 

description in terms of swirl induced recirculation and vortex breakdown. 
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Figure 2.1: Flame stabilization by bluff body or swirl 
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2.4 Physical background 

The physical mechanism of swirling flows is extremely challengeable and quite 

complex to fully understand theoretically, numerically and experimentally due to 

its complex transient behavior, Chanaud (1965). The objective of this section is 

to discuss details about the important physical characteristics of swirling jets. It 

has been observed, that even at low amount of swirl the spreading rate of jet is 

higher than that of the non-swirling counterpart. For example, N aughton et al. 

(1997) have observed that adding swirl to a jet can increase the entrainment 

up to 60%. Two main cases can be considered to analyse the spreading rate of 

swirling jets (see Figure 2.2). In non-swirling case the mechanism of jet spread 

is dominated by coherent structure and turbulent mixing at the interface of the 

jet and the ambient fluid, Farokhi et al. (1988). When swirl is added to the 

jet (see the jet on the right in Figure 2.2), extra components appear from the 

centrifugal forces which are acting in the sense of increasing the spreading rate 

of the jet. In this context, the centrifugal force generated by swirling motion 

forces the center fluid to move outward, and it results in a decrease of the axial 

velocity in the inner part near the axis and an increase in the outer part, Wang 

and Bai (2005). High spreading rate is an important property of swirling flows. 

Additionally, the sudden expansion at the backward-facing step wall introduces 

another axial velocity deceleration to the already low speed flow at the axis center 

of combustor. These two effects lead to the formation of internal recirculation 

zones. 

Before the late 1980's, the major focus of most of the experiments was to measure 

the time mean flow field and turbulent stresses, and expose some of the interesting 

characteristics of swirling jets, such as the displacement of the location of the 

maximum axial velocity from the axis, documenting the existence of a strong 
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reverse flow near the center line of the jet, the change in the magnitude of the 

velocity components with increase of the swirl velocity, and the high spreading 

rate of such jets. Only recently researchers have begun to pay attention to the 

dominant role played by underlying vortical flow structures and their dynamical 

evolution, Panda and Mclaughlin (1994) and Billant and Chomaz (1998). 

Panda and Mclaughlin (1994) have observed that the addition of swirl to the 

jet substantially increased the levels of turbulence, which cause to occur the 

instabilities of the swirling jets. In the investigation of swirling jet, Nejad (1989) 

concluded that the turbulent triple product and Reynolds stresses values are 

25 times higher than the non-swirling flow. Naughton et al. (1997) found two 

main factors in swirling jets, which can increase the level of turbulence up to 

certain stage. First is the existence of the centrifugal instabilities appears when 

the angular momentum decreases with increasing radius. This produces higher 

centrifugal forces close to the axis (see Figure 2.3) and forms a secondary vortical 

motion leading to enhanced turbulence. The second factor is the additional shear 

stresses coming from the swirl velocity and that increases the level of turbulence. 

The increased turbulence levels and entrainment of the surrounding fluid always 

increases the mixing rate. Naughton et al. (1997) suggested that the particle 

traversing a longer distance in the presence of swirl can contribute to the enhanced 

mixing, even if the swirl effect is small. However, it is important to note that, 

the additional effect of the increase of turbulence levels may weaken the coherent 

structure of the swirling motion and streamlines should loose their continuity 

close to the nozzle compared to non-swirling jets, Panda and Mclaughlin (1994). 
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Figure 2.2: Left hand side: the spreading of non-swirling jet, right hand side: 
the spreading of swirling jets, S represent the swirl number and Fc represent the 
centrifugal force. 
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Figure 2.3: Appearance of centrifugal instabilities, FCA and FCB are two cen­
trifugal forces acting on the points A and B. 
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2.5 Characteristic of swirling flows 

2.5 Characteristic of swirling flows 

Chigier and Beer (1964) formulated most commonly used non-dimensional ex­

pression for the characterization of swirling flows known as the swirl number. It 

has been found that the characteristics of a swirling jet such as pressure in a swirl 

generator, exit profiles, minimum pressure, maximum negative velocity and the 

length of the internal vortex are largely determined by the swirl number. The 

swirl number is expressed as (G4>/Gx r.) by Chigier and Beer (1964). In this ratio, 

G4> is the axial flux of angular momentum (kg.m2 s-2 ), Gx the axial flux of linear 

momentum (kg.m.s- 2 ) and r. (m) ·the outer radius of the swirling annulus. r. 

was used as the characteristic length scale, to obtain a non-dimensional form for 

the momentum ratio. 

Both G 4> and G x were found to be conserved along the axis of the swirling jet 

and could be evaluated from 

(2.1) 

Gx = 27fp 1"" < u >2 rdr + 27f 1"" Prdr (2.2) 

Where p is the density of air (kg.m-3) , < u > and < w > are the axial and 

tangential velocity components (m.s- I ) respectively, r (m) is radial distance from 

the axis and P (kg.m- I .s-2
) is the static pressure at r. Being an integral quantity, 

it has been demonstrated by several researchers that the swirl number is not 

enough to characterize the flow field. Farokhi et al. (1989) observed, that jet with 

the same swirl number but different tangential velocity profile evolves differently. 

Farokhi et al. (1989) noted that small increments in the radial inlet velocity 

profile had a strong influence on the flow field, even if the amplitude of the radial 
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velocity was much smaller than the other components. It was suggested that the 

appearance of breakdown is more strongly related to the ratio of the momentums 

than the ratio of the velocity components. To reflect this Chigier and Beer (1964) 

introduced the modified swirl number, defined as a more representative swirl 

number 

(2.3) 

Moreover, the above modified swirl number has been found to be linearly propor­

tional to the ratio of volumetric mean tangential < w > to axial < u > velocities 

at the exit plane of a swirl generator, Sheen and Chen (1996). This ratio of 

velocities has also been used to measure swirl intensity by Escudier (1987). 

2.6 Vortex breakdown 

Vortex breakdown (VB) is a phenomenon that occurs in swirl flows if the level 

of swirl surpasses a critical level. If the swirl is strong enough, centrifugal forces 

will reduce the pressure on the swirl-axis far enough to create significant ad­

verse pressure gradients in the axial direction. The flow is hence decelerated and 

eventually reversed, creating a semi-stable recirculation zone. Vortex breakdown 

usually occurs downstream of the nozzle, where it can create a strongly fluctu­

ating recirculation zone if the swirl was strong enough. Chanaud (1965), Syred 

and Beer (1972) and Escudier (1988) have all observed that the flow encountered 

with VB is asymmetric and variable in time. To date, there are no general crite­

ria to predict the occurance or the type of VB that must be expected in a given 

flow situation, although a swirl number of 0.6 is typically accepted as a critical 

value for the onset of breakdown in single swirling jets. However, swirl flows must 

be considered to be highly sensitive and other parameters can affect breakdown 

as well. Below the phenomenon of vortex breakdown is discussed under three 
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sections, experimental, numerical and theoretical explanation. 

2.6.1 Characteristic of vortex breakdown 

The vortex breakdown happens when the swirl level reaches a certain limit. Har­

vey (1962) carried out experiments on swirling flows within a tube and concluded 

that vortex breakdown is an intermediate stage between weakly swirling flows 

and rapidly swirling flows and hence resulting flow reversal indicates the criti­

cal phenomena. Chanaud (1965) described the occurrence and position of vortex 

breakdown as a function of Reynolds number and the swirl level. However Billant 

and Chomaz (1998) concluded that occurrence of vortex breakdown is indepen­

dent of the Reynolds number and nozzle diameter and it exists when the swirl 

level reaches a well defined threshold. Phenomenologically, at low swirl level 

S < 0.6 the radial pressure gradient at any axial position is not high enough to 

raise the axial pressure gradient and hence the axial recirculation or vortex break­

down does not occur. Under low swirl conditions, there is no coupling between 

axial and swirling velocity components. Within a general criteria, the acceptable 

condition for the occurrence of vortex breakdown in a single jet is the swirl num­

ber greater than 0.6, Gupta et al. (1984). 

The vortex core has different sizes and conditions, which depend on various flow 

conditions. In devices using guide vanes, the viscous core of the vortex forms as 

a result of the separation of the boundary layer on the center of the swirl gener­

ator, Harvey (1962). Several authors have figured out that the simplest form of 

the vortex breakdown takes the form of an axisymmetric bubble of recirculating 

fluid, Harvey (1962), Sarpkaya (1971). It was found that the vortex breakdown is 

not only asymmetric, but also highly time dependent, Chanaud (1965), Escudier 

(1988), Syred and Beer (1972). This is the result of the forced vortex region of the 
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flow becoming unstable and starting to precess about the axis of symmetry thus 

forming the phenomenon precessing vortex core (PVC). Syred and Beer (1972) 

found that the PVC lies on the boundary of the reverse flow zone between the zero 

velocity and zero streamline. Anacleto et al. (1996) found that the parameters 

describing PVC, like the precessing frequency and core circulation, depend on the 

generation of vortex in isothermal conditions and the parameters are independent 

of combustion. These periodical motions can be important in combustion appli­

cations as this motion is eventually used to improve the mixing and control the 

mixing rate between fuel and oxidant stream in order to achieve flame geometries 

and heat release rates appropriate to the particular problem. 

2.6.2 Types of vortex breakdown 

As discussed earlier, the vortex breakdown occurs as a result of the formation of 

an internal stagnation point on a vortex axis, followed by a recirculation region 

of limited axial extent. Sarpkaya (1971) carried out an parametric investigation 

of the VB phenomenon by measuring the relationship between Reynolds number, 

the position of breakdown and the strength of the swirl in the flow and identified 

two distinct modes of vortex breakdown, axisymmetric or bubble breakdown and 

spiral breakdown. It is characterized by a rapid deceleration of the dye filament 

marking the swirl axis and occurs stagnation characterized by a stagnation point 

on the swirl axis followed by a sudden expansion of the centreline dye filament 

to form the recirculating bubble. Sarpkaya (1971) described another form of vor­

tex breakdown called double helix breakdown in which at low Reynolds numbers 

a dye filament introduced on the vortex axis decelerated and expanded into a 

slightly curved triangular sheet in the experiment based on the swirling flows 

in a diverging cylindrical tube. Billant and Chomaz (1998) observed another 

breakdown form called conical vortex breakdown, which is similar to bubble type 
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but after the expansion the jet will have the shape of an open conical sheet and 

breaks down into turbulent structures. Faler and Leibovich (1977) found seven 

forms of vortex breakdown from their visualization using a liquid dye tracer that 

included five forms already discussed earlier. Furthermore Faler and Leibovich 

(1977) observed and confirmed that these VB occurs at different transition flow 

states as swirl number increased at fixed Reynolds number or Reynolds number 

is increased at fixed swirl number. Increasing the axial velocity or swirl velocity 

from above two operations have same effect on the form of VB and its stagnation 

position, since both operations increase peak swirl, axial vorticity, axial velocity 

overshoot in the upstream vortex core, Leibovich (1978). Leibovich (1978) de­

scribed the existence of other forms of VB as well. However, those were different 

variants or combinations of the states observed by Sarpkaya (1971). Following 

figures show different types of vortex breakdown patterns. 

• Double helix type breakdown (see Figure 2.4) 

• Spiral type breakdown (see Figure 2.5) 

• Bubble type breakdown ( see Figures 2.6, 2.7, 2.8 ) 

2.6.3 Experimental description of vortex breakdown 

Previous sections provided a sketch of the phenomenon of vortex breakdown. 

Peckham and Atkinson (1957) were the first researchers who conducted initial 

investigation into the vortex breakdown by performing experiments on a highly 

swept delta wing. Since then the phenomenon of 'vortex breakdown' or 'vortex 

core burst' has been widely investigated and growing rapidly among the commu­

nity. Much of the necessary theories, explanations and visualizations have been 

developed up to certain stage in simple as well as complicated manner, but still 
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Figure 2.4: Double helix: a dye filament introduced on the vortex axis is deceler­
ated and expands into a slightly curved triangular sheet occurs at low Reynolds 
numbers. 

Figure 2.5: Spiral: characterised by a rapid deceleration of a dye filament marking 
the swirl axis, which cause stagnation and by abrupt kink followed by a corkscrew­
shaped motion. 
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Figure 2.6: Bubble: Dual ring, the flow is decelerated along the centreline and 
a stagnation point is formed. But the interior is dominated by a bubble shaped 
recirculation zones. 

o 
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Figure 2.7: Bubble: Single ring, the flow is decelerated along the centreline and 
a stagnation point is formed. Interior is again dominated by bubble shaped 
recirculation zones. 
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2.6 Vortex breakdown 

Figure 2.8: Bubble: Annular, the flow is decelerated along the centreline and 
a stagnation point is formed. If the axial velocity at the centreline is high the 
bubble can resulted the annular structure. 

many unresolved problems such as predictions of vortex breakdown and their flow 

physics have to be addressed in greater detail. There are some common difficul­

ties encountered in experimental observations in terms of vortex breakdown such 

as the sensitivity of the external perturbations in the flow field, random motion of 

the vortex breakdown around the mean position, see Lucca-Negro and O'Doherty 

(2001). 

The first investigations of vortex breakdown tried to identify the basic patterns 

of breakdown and to find a criteria which determine the appearance of VB. Har­

vey (1962) simplified the problem by doing experiments on swirling flows inside 

a tube, and found a sudden transition to breakdown. They considered vortex 

breakdown as the intermediate state between weakly swirling flows without flow 

reversal and rapidly swirling flows with strong, columnar flow reversal. More 

quantitative results were provided by Chanaud (1965), who studied the break­

down position in swirling jets as a function of the Reynolds number and of swirl 

levels. Sarpkaya (1971) altered Harvey's experiment by nsing a slightly diverging 
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conical tube. The group also provided charts on the vortex breakdown position 

depending on the Reynolds number and the level of swirl. These charts show that 

with increasing Reynolds number, the vortex core size decreases, as the vortex 

breakdown moves further upstream; and the length of the internal recirculation 

zone increases with growing strength of swirl. A very interesting finding of Sarp­

kaya and coworkers was the possibility of more than one vortex breakdown in the 

divergent pipe-flow if the swirl was strong enough. Finally, this paper by Sarp­

kaya has introduced the distinction of the three major vortex breakdown modes 

of double helix, spiral and axisymmetric bubble breakdown. Leibovich (1978) 

extended this classification to further types of vortex breakdown, although many 

of these modes resulted from variations and combinations of Sarpkaya's classical 

modes. 

Buckley et al. (1983) did further investigations on the parameters that cause vor­

tex breakdown by applying different methods to generate the tangential velocity 

profiles. Buckley et al. (1983) found that different inlet velocity profiles at identi­

cal axial flux and swirl numbers greatly affected the flow field. Buckley's work was 

extended by Farokhi et al. (1988), who confirmed that the behavior of swirling 

flows depends strongly on the distribntion of the axial and circumferential veloc­

ity, that strongly vary with different swirl generation methods. Naughton et al. 

(1997) eXfUllined compressibility effects on the swirl induced growth of a jet, and 

found no significant influence, supporting the validity of the low-mach assump­

tion even in such sensible flows. Billant and Chomaz (1998) added a fourth type 

(axisymmetric conical) of vortex breakdown to the three modes identified by Sarp­

kaya (1971),27 years after their original work. Finally, Shtern and Hussain (1999) 

divided the flow field into four well distinguished regions, jet formation, where the 

axial velocity is still increasing, developed jet, where the axial velocity decreases 

along the centreline, recirculation zone which is located behind the stagnation 

32 



2.6 Vortex breakdown 

point and features negative axial flow velocities, which then tend towards the 

free stream velocity with in the vortex wake, which is fluid-mechanically similar 

to the wake of a solid bluff-body. Lucca-Negro and O'Doherty (2001) confirmed 

the that spiral breakdown tends to occur at lower swirl than the axisymmetric 

bubble or conical breakdown, and showed that the mean vortex breakdown po­

sitions were reproducible, even though the breakdown point moves in a highly 

transient way. 

2.6.4 Numerical computation of vortex breakdown 

Numerical computation of swirling flows is important in order to gain deep under­

standing of the flow physics of their three dimensional structure, which assists in 

confirming the available experimental evidence in great detail. Numerical simula­

tion is attractive in that it provides additional details concerning the structure of 

swirling flow field such as formation of vortex breakdown and recirculation. The 

modelling of swirling flow field is a challenging task due to the strong coupling 

between the momentum equations, especially when the influence of the swirling 

velocity components is large. The inlet boundary conditions is an important is­

sue, which requires accurate definition to obtain a satisfactory solution for the 

numerical simulation, Escudier (1988). 

In earlier stages, the numerical simulations based on full N avier-Stokes equations 

have been restricted to axisymmetric, steady, laminar and incompressible inves­

tigations. Kopecky and Torrance (1973) and Grabowski and Berger (1976) have 

conducted initial numerical simulations for vortex breakdown under the set of 

steady axisymmetric solutions. Shi (1985) carried out an unsteady axisymmetric 

simulation and predicted axisymmetric breakdo\'lll with periodic flow behavior. 

Hafez et al. (1987) simulated laminar axisymmetric swirling flow field and pre-
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dieted multiple breakdowns as experimentally observed by Harvey (1962) and 

Sarpkaya (1971). 

The first unsteady three dimensional simulations have been carried out by Spall 

and Gatski (1987). More recently, several authors have applied conventional 

Reynolds average Navier-Stokes (RANS) to simulate turbulent swirling flows, 

e.g. Xia et al. (1998). Weber et al. (1990) tested three turbulence models in their 

computations, k - f, Reynolds stress model (RSM) and an algebraic Reynolds 

stress model (ARSM). However, as suggested by Nejad (1989), k - f based mod­

els require further modifications to predict swirling flows accurately. The k - f 

model cannot capture the recirculation, anisotropy and strong streamline curva­

ture and it certainly needs further modifications to obtain improved predictions. 

Repp et al. (2002) performed flow field simulation in swirling flow and showed 

that important flow features can be predicted using Reynolds stress model, but 

the central re circulation zone is overestimated. 

It is essential to use more sophisticated computational techniques, which can 

handle the anisotropy and transient motion of turbulent swirling flows. Large 

eddy simulation (LES) is one of the promising techniques, which can handle the 

highly dynamic anisotropic behavior of turbulent swirling flows. This method has 

been successfully used by several researchers to predict swirling flow field from 

simple non-reacting swirling jets to complex swirl stabilized combustion systems. 

For example, Wang and Bai (2005) have showed successful LES predictions for 

the non-reacting swirling flow fields in a confined geometry under different flow 

conditions. LES has been applied to variety of swirling applications including 

combustion such as aircraft engine combustion, DiMare et al. (2004), Kim et al. 

(1999), dynamics of premixed swirling and spray flames, Sankaran and Menon 

(2002), and combustion instabilities, Wall and Moin (2005). Pierce and Moin 
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(2004) showed encouraging LES results for the gas turbine combustor and Ma­

hesh et al. (2005) also carried out a LES calculation for a section of modern 

Pratt and Whitney gas turbine combustor. However, one of the major difficulties 

encountered in LES is setting appropriate boundary conditions. The numerical 

generation of swirl at inlet is quite challenging due to the complexity of the physi­

cal swirl generation. Several methods can be used to generate the inlet boundary 

conditions such as experimental profiles, algebraic equations introduced by Buck­

ley et al. (1983) and body force technique used by Pierce and Moin (2004). The 

outlet boundary conditions also create difficulties in numerical simulations. In 

numerical simulations, the zero gradient outflow condition and the convective 

outflow condition have been used for swirl flow simulations. However, if there is 

no recirculation region that extends far downstream to the outlet, the influence 

of the outlet condition can be limited to a region close to the outlet. 

2.6.5 Theoretical studies of vortex breakdown 

Theoretical studies of vortex breakdown have been carried out in parallel with the 

experimental and numerical studies. In simple theoretical investigations, vortex 

breakdown have been discussed under three main categories such as concept of 

critical state with wave phenomena, flow sta.gnation and hydrodynamic instabil­

ity. 

The theoretical descriptions on vortex breakdown under the wave propagation 

characteristics were independently derived by Squire (1962), and Benjamin (1962). 

Lambourne and Bryer (1961) also carried out theoretical studies on an inviscid 

model vortex. Randall and Leibovich (1973) have presented a model called a 

trapped wave model of vortex breakdown at the critical state. Bilanin a.nd Wid­

nail (1973) also carried out theoretical investigation using the trapped wave theory 
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on vortex breakdown and derived similar conclusions as Randall and Leibovich 

(1973). Krisbus and Leibovich (1994) have extended the wave solution for fully 

nonlinear and weakly nonlinear cases. 

Numerous authors have carried out further theoretical investigations on vor­

tex stability, this include Rayleigh (1916) , Ludweig (1964), Jones (1964). The 

first hydrodynamic instability theory on vortex breakdown was derived by Jones 

(1964). Ludweig (1964) derived another criteria assuming that the formation 

of stagnation point appearing in the vortex core is more sensitive to spiral dis­

turbances than mUsymmetric disturbances. Leibovich and Ma (1983) derived 

more general criterion for instability than the criteria derived by Ludweig (1964). 

Lessen et al. (1974) analysed a linear inviscid stability from different form of 

disturbances and calculated the swirl strength needed to stabilize the jets and 

wake against asymmetric disturbances on a vortex. However most investigations 

conclude that the vortex flows are more stable to axisymmetric situation than 

asymmetric disturbances. 

2.7 The Sydney swirl burner 

2.7.1 Burner configuration 

Shown in Figure 2.9 is a sketch of the Sydney swirl burner configuration that 

forms the basis of this LES investigation. The burner design is relatively simple 

and has well defined uniform boundary conditions. It has a central fuel jet of 

diameter 3.8 mm surrounded by a ceramic face bluff body of 50 mm diameter. 

Surrounding the bluff-body is a 60 mm diameter primary annulus machined down 

to 0.2 mm thickness at the exit plane. The center of the fuel jet is taken as the 

geometric centreline of the flow, where r = 0 and x = O. (r is the radial distance 
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and x is the axial distance). Swirl is introd need aerodynamically into the primary 

air stream by using three tangential (air) swirl ports (7 mm diameter) that are 

inclined at 15 degrees upwards off the horizontal plane and located circumfer­

entially at 120 degrees to each other (see Figure 2.9). These swirl ports are at 

a distance of 300 mm upstream of the burner exit. Two diametrically opposed 

ports, located on the periphery of the burner but ahead of the tangential inlets, 

supply the axial air to the swirl stream. Before entering the swirl annulus to exit 

at the burner face the swirl flow stream passes through a tapered neck section that 

is 185 mm long and ends 140 mm from the burner exit plane. Primary purpose 

of this section is to promote uniformity of boundary conditions at the exit plane 

by combining axial and tangential streams to form a uniform swirl flow stream. 

The burner is housed in a secondary axial (co-flow) wind tunnel with a square 

exit cross section and 130 mm sides. Compositional measurements, performed at 

Sandia National Laboratories, used an alternative v.ind tunnel which also had a 

square (exit) section but 305 mm sides, Masri et al. (2004). 

In this burner the geometric swirl number 8g is used for the quantitative repre­

sentation of the swirl strength and is defined as the ratio of (bulk) tangential to 

axial primary air velocities Ws/Us measured through laser Doppler velocimetry 

(LDV), above the annulus. The actual swirl number 8 is linearly proportional 

to 8g which can vary by changing the magnitude of the tangential and axial air 

flow rates, Al-Abdeli and Masri (2003b). The Reynolds number of the swirling 

annulus is defined in terms of bulk axial velocity and outer radius of the annulus. 

The Sydney swirl burner configuration allows for the manipulation of four pa­

rameters. These are the bulk jet velocity of central fuel jet velocity, Uj (m.s- 1), 

the bulk axial and tangential velocities of the primary annulus (air) stream, 
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Us (m.s- I ) and lVs (m.s- I ) respectively, and the mean co-flow velocity of the 

secondary (air) stream in the wind tunnel, Ue (m.s- I ). For all the swirl flames 

investigated, Ue were maintained at Ue = 20m/ s. All central jet velocities, Uj , 

quoted are bulk values based on the diameter of the central jet (3.6 mm). The 

Reynolds number through the central jet, Rej = (Uj x dj/v), is based on the di­

ameter of the central jet and the bulk jet velocity Uj • Depending on the case the 

Reynolds number for the central jet is calculated with viscosities for the relevant 

gases at approximately 293 k (air or fuel mixture). 

2.7.2 Non-reacting swirling flows 

In this experimental series a number of non-reacting isothermal swirl flow cases 

have been investigated. They cover a wide range of swirl numbers with suffi­

ciently high Reynolds numbers and therefore suitable as model problems for the 

validation of computations. At sufficiently high swirl numbers these flows exhibit 

interesting features. Recirculation and flow field regimes of isothermal swirling 

flows in this series have been discussed in detail by AI-Abdeli and Masri (2003a). 

They found several important issues for a wide range of swirl numbers and annu­

lar velocities. For example, the formation of the typical upstream recirculation 

zone introduced by the sudden expansion at the bluff body wall, which is al­

most same as t.he Sydney bluff body burner investigated by Dally et al. (1998), 

and the occurrence of the downstream recirculation region known as the vortex 

breakdown are int.eresting flow features in these isothermal swirl cases. AI-Abdeli 

and Masri (2004) also carried out investigations into the precession and recircu­

lation in these turbulent isothermal flows. Their study describe how precession 

frequency depends on the swirl number as well as the Reynolds number of both 

central jet and the swirling annulus. The main conclusion of their studies was 

that the addition of swirl leads to more complex flow patterns, which may in-
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elude the central recirculation zone(in more downstream axial locations), flow 

instabilities and precession. In the present study, before attempting to model 

reacting swirl flames of this series, application of the current LES capabilities to 

capture important flow structures of non-reacting swirling flows have been con­

sidered to understand the capabilities and limitations of LES in the absence of 

turbulence/chemistry interactions. Table 2.1 shows the operating parameters of 

the non-reacting swirling jets that have been chosen for investigation. 

2.7.3 Reacting swirling flames 

The present LES work uses the Sydney swirl flame series described in AI-Abdeli 

and Masri (2003b)and Masri et al. (2004) as our reacting flow test cases. De­

tailed measurements have been conducted to establish the flow field, tempera­

ture, species distribution and stability characteristics of three different types of 

swirling flames known as SM, SMH and SMA flames. Compressed natural gas 

(CNG) was used as the fuel for the SM flames. The SMA flames used fuel mix­

tures of CNG/Air (1:2 by volume) and the SMH flame used CNG/H2 (1:1 by 

volume). CNG used in these experiments contained more than 90% methane by 

volume, the remaining components being carbon dioxide, propane and ethane. 

Depending on the fuel and operating parameters used, the above flames showed 

different physical and compositional features. In the experiments flow field mea­

surements have been conducted using LDV while single-point Raman-LIF and 

Reyleigh techniques has been used to conduct the compositional and temperature 

measurements. Key flow features and stability characteristics of these flames has 

been described in detail by AI-Abdeli and Masri (2003b) and Masri et al. (2004). 

In physical appearance all flames were blue in colour and free from soot and 
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Flow case Us{m/s) W.{m/s) Uj{m/s) Ue{m/s) So Res 
N16S159 16.3 25.9 66 20 1.59 32400 
N16S058 16.3 11.1 66 20 0.68 34200 
N16S034 16.3 5.5 66 20 0.34 32400 
N29S054 29.7 16 66 20 0.54 59000 
N21S000 21.1 0 61 20 0 41900 

Table 2.1: Flow conditions investigated 8Jld controlled parameters for non­
reacting swirling flows. 

Flames Us{m/s) W.{m/s) U;{m/s) Ue{m/s) Sa Re. 
SMl 38.2 19.1 32.7 20 0.5 75900 
SM2 38.2 19.1 88.4 20 0.5 75900 

SMHl 42.8 13.8 140.8 20 0.32 85000 
SMH2 29.7 16 140.8 20 0.54 12000 
SMH3 29.7 16 226 20 0.54 12000 
SMAl 32.9 19.1 66.3 20 0.5 75900 
SMA2 16.3 25.9 66.3 20 1.59 32400 
SMA3 16.3 25.9 132.6 20 1.59 32400 

Table 2.2: Flow conditions investigated and controlled parameters for reacting 
swirling flames. 

hence suited for Raman and Rayleigh diagnostics. CH4/H2 flames were longer 

than those of pure CH4 and CH4/air flames. All CH4/H2 flames showed a necking 

region just downstream of the bluff body as a result of the bluff body stabilized 

recirculation zone before spreading out except for some of the SMA flames, which 

operated at higher swirl numbers. Certain flames showed considerable amount of 

local extinction, re-ignitions and operated close to blow-off limits. Some flames 

also showed acoustic instabilities causing rumbling noise and high temperature 

fluctuations. These fl8Jl1es are free from instabilities and suitable for model vali­

dation. Table 2.2 shows the operating parameters of the Sydney swirling flames. 
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Figure 2.9: Schematic of Sydney swirl burner 
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Chapter 3 

Mathematical Description of 

Turbulent Reactive Flows 

3.1 Introduction 

This chapter provides the governing equations of a reacting mixture of fluids and 

an overview of the physics of turbulence. The first part presents the physics of 

fluid flows governed by the transport equations and corresponding conservation 

laws. The second part describes the concept of turbulence and current modelling 

strategies based on turbulence modelling. 

3.2 Governing conservation equations 

In chemically reacting flows, the flow field and mixing are described by a set of 

coupled partial differential equations known as conservation of mass, momentum, 

energy, transport of chemical species and an equation of state. The number of 

equations depends on the nature of the problem. The derivations of the equations 

can be found in text books related to fluid dynamics, e.g Tennekes and Lumley 
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(1972). In this section the governing equations for the reacting flow are presented 

in incompressible form. The assumption of incompressibility is valid for all liquids 

and for gas flows where the fluid velocity is low with respect to the speed of sound. 

However, when fluid velocity reaches to speed of sound, the conservation equations 

have to be in compressible form. In reacting flows the density is a variable and 

depends on species distribution and local temperature. 

3.2.1 Conservation of Mass 

The governing flow equation which results from the application of physical prin­

ciple that mass is conserved, is called the continuity equation. Several different 

starting points are in used to derive these equations for example by considering 

continuum flow through an infinitesimal control volume. 

The conservation equation for mass in Cartesian coordinate system is written as 

(3.1) 

The continuity equation transports the mass by the velocity components '11) in 

Xj direction (j E {1, 2, 3}) and describes the change of density p in time t. This 

equation is valid for both incompressible and compressible fluids. 

3.2.2 Conservation of momentum 

The momentum equation is derived from another fundamental physical principle 

known as Newton's second law in that, the rate of change of momentum of a fluid 

particle is proportional to the resultant force acting on the fluid particle in the 

same direction. Hence momentum is conserved. The transport of momentum is 
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3.2 Governing conservation equations 

written as 
OP11.i 0(fY/l,i11.j) oP 017ij f -+ ---+-+ . 
at OXj - OXi OXj • 

(3.2) 

Where Xi is any of the three coordinate direction and t is the time. The hydro-

dynamic variables 11.i is the velocity components, P is the pressure and p is the 

density which in reacting flow varies due to heat released by chemical reaction 

and chemical composition of the fluid. /; represents any other forces such as 

gravitational and coriolis forces which may be acting on the field. 

We consider the incompressible flow of Newtonian fluid and it is assumed that 

stress l7ij is proportional to the rate of strain. Hence 

l7ij ()( rate of strain 

'* l7ij = pv(rate of strain) 

011.i OUj 2 aUk 
l7ij = P//(- + - - -Oij-) 

OXj aXi 3 aXk 
(3.3) 

Where Oij is the kronecker delta and v is the kinematic viscosity. 

Inserting equation (3.3) into (3.2) for 17ij, the conservation equation for momen­

tum convert into the well known Navier-Stokes equations and written as 

The strain rate Sij can be defined as 
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3.2 Governing conservation equations 

Hence the equation (3.4) can also be written as 

and it is known as Navier·Stokes equation for the momentum. The hydrodynamic 

variables in the above equations are general functions of space and time. It is well 

known that no analytical solution exists for the Navier-Stokes equation system 

under general conditions and is still a well open problem in mathematical analysis. 

For incompressible flow of a Newtonian fluid, the Navier-Stokes equations (3.4), 

with the continuity equation (3.1) fully describe the fluid flow. 

3.2.3 General transport equation 

The most convenient form of general transport equation for a scalar variable <f; 

can be written as follows 

(3.6) 

The four terms in the above equation represent the transient term, the convection 

term, the diffusion term and the source term. 

To simulate combustion, transport equations for the mixing of fuel, oxidizer and 

combustion products must be included. The transport equations must be solved 

for each individual species to determine the chemical composition of the fluid 

mixture. The transport equation for species Q can be written as: 

(3.7) 

Where Y" is the mass fraction of species Q. The diffusion flux of Y" in the 

Xi direction J".i will contain contributions arising from concentration gradients, 
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3.2 Governing conservation equations 

pressure gradients, external forces. In turbulent reacting flows the Reynolds 

number is usually high and hence the turbulent transport is much higher than the 

molecular transport, Jones (1994). Hence, it can retain the diffusion component 

of J",i and represented by Fick's Law: 

J . - _roY" 
a:,'j. - ~ 

UXi 
(3.8) 

Where r is the kinematic diffusion coefficient for species a. Inserting (3.8) to 

(3.7), the transport equation for the species a can be written as 

opY" + o(pujYa) = ~(roYa) +w" 
ot OXj OXj aXj 

(3.9) 

The source term w" is the rate of production and destruction of Y" by chemi-

cal reactions. In the simulation of turbulent reacting flows the existence of the 

source term w" produces much complexity for the problem, which leads to finding 

another direction to avoid this situation through the concept of conserved scalar 

formulation. 

The element mass fractions Z/J can form a set of conserved variables and hence 

we can define the element mass fractions by using mass fractions of each species 

Y" such that 

(3.10) 

Where L" is the summation over species, ,p/J" is the number of grams of element 

(3 in a species a. The element mass fraction Z/J is conserved and therefore the 

source term corresponding to their transport equation is zero, 

(3.11) 
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3.2 Governing conservation equations 

Hence the transport equation for element mass fraction Z fI can be written as 

(3.12) 

For the single diffusion coefficient the equation can be rewritt.en as 

(3.13) 

In which Z{J is transported by convection and diffusion alone. To define the 

conserved scalar mixture fraction the transport equations for conserved element 

mass fractions ZA and ZB of elements A and B can be written as 

(3.14) 

OPZB + O(pUjZB) = -.!!...(r~ZB) 
fJt OXj 8xj 8xj 

(3.15) 

We also assume that all mass exchange coefficients, which appear in the diffusion 

term are identical and the summation of the all element mass fractions equal to 

one. Therefore ZB can replace from ZA such that ZB = (1 - ZA). Now the 

mixture fraction for the reaction can be introduced as the mass fraction of one 

of the species. Hence the transport equation for the mixture fraction f can be 

written as 

8~f + 8(~ujJ) = ~(r ~f ) 
at 8xj 8.Tj 8xj 

(3.16) 

However in a chemically reacting system the reactions depend on the temperature, 

which can be determined through the transport equation of enthalpy h. If we 

avoid the radiation effect, the transport. equation for cnthalpy h, which conserves 
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3.3 Turbulence and turbulence modelling 

ph in an incompressible flow can be written as, 

(3.17) 

3.2.4 The equation of state 

The equation of state used for the gases is the ideal gas equation involving pres­

sure, temperature and density such that 

PV=nRT 

p = pR"T 
M 

(3.18) 

(3.19) 

R,. is the universal gas constant, M is the molecular weight of the gas and T is 

the temperature. 

3.3 Turbulence and turbulence modelling 

Turbulence is a phenomena that occurs frequently in nature, and has been a 

challenging topic of study for several centuries. Turbulence is characterized by 

multitude of scales in time and space and associated mixing and diffusion of mo­

mentum, heat etc. that are orders of magnitude stronger than in laminar flows. 

Most flows occurring in technical applications as well as other sitnations, such 

as geophysical flows and even in astrophysics are turbulent. In physical three 

dimensional turbulence the dynamics of the eddies is also cbaracterized by an en­

ergy cascade from large to small eddies and finally, through the action of viscosity 

into heat. This energy cascade phenomena is clearly coupled with the action of 

vortex stretcbing and thereby not present in strictly two dimensional turbulence. 
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3.3 Turbulence and turbulence modelling 

Thrbulence motion have been analyzed in great detail, however, because of its 

complexity, turbulence is still not completely understood and remain a challenge 

to make accurate quantitative predictions without relying on empirical data. 

3.3.1 Turbulence properties 

In eighteen century Osborne Reynolds carried out scientific research towards tur­

bulence. In his experiment, he has observed the occurrence of turbulence in a pipe 

flow when a non-dimensional parameter exceeds a critical value. This parameter 

is known as Reynolds number and define as, 

Re= UL 
1J 

(3.20) 

Where U is the velocity scale and, L is the characteristic length scale and 1J 

is the kinematic viscosity of the fluid. If the Reynolds number of the flow is 

large enough, the major characteristics of flow are controlled by the molecular 

properties of the fluid in which the turbulence occurs. In turbulent flow, the 

non-linearity of the equations of motion leads to certain unique characteristics 

in each individual flow pattern, that are associated with its initial and boundary 

conditions. These important characteristics can be describe as follows: 

• The random nature of turbulence: Thrbulence is a random phenomena. 

The flow field has unavoidable perturbations in both space and time and 

statistical theory has been used to identify these motions. 

• Thrbulence is always three dimensional in spatial character. 

• Wide range of length scales: Visualisations of turbulent flows reveal turbu­

lent eddies containing a wide range of length scales. 
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3.3 Turbulence and turbulence modelling 

• Three dimensional vorticity fluctuations: 'TUrbulence is rotational and is 

characterized by high levels of fluctuating vorticity. 

• High Reynolds numbers: 'TUrbulence occurs when the convective forces 

dominate the diffusive forces, expressed by critical Reynolds number. 

• Diffusivity: The diffusivity causes rapid mixing and increased rates of mass, 

momentum and heat transfer. 

• Dissipation: 'TUrbulent flows are always dissipative. 

• 'TUrbulence is a property of the flow. It is not a property of the fluid. 

The turbulent flow field is usually dominated by eddies. The largest turbulent 

eddies are determined by the geometry of the flow. During vortex stretching, the 

large eddies are effectively inviscid and their angular momentum is conserved. 

This can increase the rotation rate and decrease the radius of their cross sections. 

Thus the process creates motions at smaller transverse length scales as well as 

smaller time scales. The stretching work done by the mean flow on the large 

eddies supplies the energy which maintains the turbulence. However, these large 

eddies will break up due to vortex stretching into smaller and smaller eddies. As 

the size of the eddies decrease the influence of viscous forces becomes more and 

more important. 

3.3.2 Resolution of turbulent scales 

'TUrbulent fluctuations are associated with different scales ranging from the largest, 

the integral length scale It, to the smallest ones, known as the Kolmogorov length 

scale 17k. The integral scale is usually close to the characteristic size of the flow. 

For example, in a ducted flow, the integral scale is of the order of the duct size. 
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3.3 Turbulence and turbulence modelling 

A Reynolds number Re( r) is introduced for each turbulent scale as 

R ( ) 
_ u' (r)r 

er -
v 

(3.21) 

where u' is the characteristic velocity of the motion of size r and v is the flow 

kinematic viscosity. When r corresponds to the integral scale l" the corresponding 

Reynolds number is the integral Reynolds number 

(3.22) 

Since the Reynolds number represents the ratio of inertia to viscous forces, the 

largest scales in a turbulent flow are mainly controlled by inertia and not affected 

by viscous dissipation. 

For homogeneous isotropic turbulence the energy of the large scales flows to the 

smaller scales through the Kolmogorov cascade, Tennekes and Lumley (1972). 

The energy flux from one scale to another (due to non-linear terms UiUj) is con­

stant along scales and given by the dissipation f of the kinetic energy k. This 

dissipation E is estimated as the ratio of the kinetic energy, u'2(r) divided by the 

time scale r / u' (1") 
u'2(r) u' (r)3 

E= =--
1"/u'(r) 1" 

(3.23) 

Along the cascade, the Reynolds number Re(r) goes down from Re, to values 

close to unity, where inertia and viscous forces balance. This limit determines the 

smallest scale found in the turbulent flow, the Kolmogorov scale 1Jk, controlled by 

viscosity and by the dissipation rate f of the turbulent kinetic energy k, Tennekes 

and Lurnley (1972), 

(3.24) 
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3.3 Turbulence and turbulence modelling 

corresponding to a unity Reynolds number 

(3.25) 

The ratio of the integral length scale It, to the Kolmogorov length scale 1]k, com­

paring the largest and smallest turbulence eddies, is expressed as 

Lt 

1]k 

'3/ u € 3/4 
(v3/t)1/4 = Ret (3.26) 

In numerical calculations turbulent scales are correctly resolved when the largest 

and smallest eddies are captured by the grid. This leads to a standard condition 

derived as follows. Consider a computational domain with a typical size L. The 

grid comprises N points in each dimension leading to a typical cell size !lx = L / N. 

The turbulent flow may be characterized by the large scale velocity fluctuations 

u' and integral length scale It. The size of the domain should be at least of order 

of one integral scale It{L = N!lx ;::: It). The smallest scale of turbulent eddies 1]k 

is estimated from the Kolmogorov cascade argument such that '7k "" 1t/{Ret)3/4. 

This scale is resolved by the computation if it is larger than the grid size such 

that '7k > !lx. Combining all these expressions leads to 

It N -< 
'7k 

(3.27) 

corresponding to N > Re:/4 or equivalently Re, < N4/3. These inequalities 

determine the number of grid points N required in each direction for a given 

Reynolds number Ret or the limiting values of the Reynolds number for a selected 

number of grid points in each direction. 
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3.3 Turbulence and turbulence modelling 

3.3.3 Modelling methods 

With the complexity associated with complex flow systems, numerical modelling 

is often used to assist designers of complex systems such as industrial gas turbines 

and aero engines. In the past, design engineers have relied heavily upon low order 

empirical and, to a lesser extent, physical models for performance, emission, and 

stability predictions. Due to the lack of sufficient computational power, modelers 

were forced to make sometimes sweeping assumptions and simplifications about 

the highly coupled (non-linear) and complex combustion processes. The turbu­

lent nature of the flow inside most practical applications makes modelling even 

more difficult. 

Computational fluid dynamics (CFD) tools have been developed in which the gov­

erning flow field equations of motions are solved on a discretized computational 

mesh. In the past and even at present, multi dimensional modelling of com­

plex systems employing CFD has been largely limited to steady state analysis. 

However most practical processes occurring in engineering applications are are 

naturally dynamic or unsteady (e.g. pressure oscillations) and this makes steady 

state previous CFD predictions less representative. In turbulent flows, kinetic 

energy is transferred from larger to smaller scales until it finally reaches a scale 

at which molecular' viscosity dominates (and where kinetic energy is converted 

to thermal energy). This so-called energy cascade from large to small scales is a 

fundamental nature of turbulence (the smallest scale is known as the Kolmogorov 

micro scale (7])). The dynamics ofturbulent flow at the different length scales are 

quite different. Large scale fluctuations are caused by large eddies often referred 

to coherent structures. These eddies, which contain most of the kinetic energy 

are controlled by the geometry of the system and are generally anisotropic while 

small scales, which receive their energy from the large scales and isotropic and 
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3.3 Turbulence and turbulence modelling 

Approach Advantages Drawbacks 
RANS -coarse numerical grid -only mean flow field 

-geometrical simplification -models required 
-reduced numerical costs 

LES -unsteady features -models required 
-reduced modelling impact -3D simulations required 

-computational cost is high 
DNS -no models needed for turbulence -high computational cost 

-tool to study models -limited to academic problems 

Table 3.1: Comparisons between RANS, LES and DNS approaches for numerical 
simulation of turbulent flows. 

more universal. It is therefore important that the dynamics of the large scale 

turbulent motion is resolved to capture the unsteady dynamics. 

Although DNS of practical devices is not possible and restricted to very low 

Re (Re < 3000) number flows, a relatively newer modelling technique knows as 

Large Eddy Simulation (LES) is becoming feasible. In LES turbulent fluctua­

tions smaller than the local grid volume (known as subgrid scales (SGS)) are 

modelled while all larger scales are fully resolved in space and time. Since the 

large eddy dynamics are fully resolved, a realistic representation of part of the 

turbulent field is possible. It should be noted that the accuracy of LES is de­

pendent not only on the resolution of the large eddies but also on the fidelity of 

the SGS models used to characterize the effect of the unresolved scales on the 

resolved scale motion. Unlike steady state modelling methods, LES is capable 

of capturing unsteady phenomena such as vortex breakdown in complex swirling 

flow field and combustion instabilities in combustion systems and has therefore 

earned much attention as a next generation design tool. Table 3.1 shows major 

advantages and drawbacks between main three modelling approaches. 
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3.3 Turbulence and turbulence modelling 

3.3.4 Direct numerical simulation 

Analytical solutions for flows encountered in turbulent complex flows simply do 

not exist. Increasingly, researchers are turning to numerical techniques to obtain 

discrete solutions of the governing equations both to answer the questions of 

engineering importance and also to gain insight into the fundamental physics of 

turbulence. The latter is achieved by using numerical methods of high accuracy 

on fine grids which resolve the wide range of scales present in the turbulent 

flows. This approach is referred to as Direct numerical simulation (DNS). Direct 

numerical simulation uses no averaging, but resolves all the length and time scales 

of the turbulent flow field and somewhat beyond the Kolmogorov scales. In this 

way, there is no modelling needed at all. In DNS, the required number of grid 

points for three dimensional simulation is based on: 

(
I 3 9 

Nn<xks ~ -) ~ Re. 
'f/ 

(3.28) 

The required number of time steps being proportional to Rei, which implies that 

the total computational effort needed for DNS is proportional to Re3. Therefore 

DNS is only possible for the application of low Reynolds number cases such as 

Re < 104
• Despite the high computational cost, DNS requires the use of higher 

order accurate numerical schemes to reduce the dissipative effect of the numerical 

schemes. 

3.3.5 Large eddy simulation 

In past three decades researches have seen the emergeIlce of different approach 

to the simulation of turbulent flows based on the idea of separation of scales. In 

turbulent flow, the large scale flow structures which depend strongly on the na­

ture of the flow are responsible for most of the transport of mass and momentum. 
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3.3 Turbulence and turbulence modelling 

Since the small eddies containing less turbulent kinetic energy, have more uni­

versal behavior and more isotropic (based on Kolmogorov hypothesis), it is more 

amenable to modelling than the large eddies. This theoretical consideration leads 

to find an approach whereby scales which cannot be represented on the numer­

ical grid are removed from the description of the turbulence in the simulation, 

leaving only the large, energy containing eddies which are calculated directly. 

However, the effect of unresolved scales (small scales) on large scales have to be 

considered and are modelled in a simple way. The method is referred to as large 

eddy simulation (LES). LES technique needs more computational resources than 

conventional RANS approach and much less expensive than DNS and therefore 

LES represents an approach where computational effort can be scaled to match 

accuracy requirements. 

3.3.6 Reynolds averaged Navier-Stokes equations 

Averaging the flow equations either in time or in statistically homogeneous direc­

tions of the flow or over an ensemble of equivalent flows has become the standard 

means by which turbulent engineering flows are treated. The procedure results 

in the Reynolds-average Navier Stokes (RANS) equations so named in honor 

of Osborne Reynolds who first derived them in 1895. When averaging of this 

type is applied to the Navier-Stokes equations additional terms arise due to the 

non-linearity of the convective terms. These additional terms are second order 

moments involving the fluctuations of the velocity components about their mean 

values have the properties of the stress and also called Reynolds stresses. In 

order to obtain the numerical solution to these equations the closure problem 

caused by the Reynolds stress must be overcome. In turbulence modelling an 

eddy viscosity type model is used to represent the Reynolds stresses where the 

eddy viscosity is calculated from representative local length and velocity scales 
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which can be obtained from modelled transport equations. These models contain 

a large number of parameters and require calibration. The aim of developing 

a universal Reynolds average turbulence model, which gives reliable predictions 

in complex flows where stream line curvature intermittency or counter gradient 

diffusion may be present is therefore very difficult task to achieve. 
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Chapter 4 

Large eddy simulation 

4.1 Introduction 

Large eddy simulation (LES) has emerged as a next generation modelling tech­

nique to simulate the turbulent flows based on the idea of separation of scales. 

During the last three decades, this technique has matured considerably while de­

veloping underline theories, new models and more efficient numerical schemes, 

Piomelli (1999). The first LES calculation on turbulent channel flow has been 

carried out by Deardorff (1970). Since then LES has been applied to variety of 

flow problems from simple turbulent channel flow to complex aircraft gas turbine 

combustor with available computational power and memory. 

The turbulent flow is usually dominated by large scale structures (large eddies), 

which depend strongly on the boundaries and nature of the flow and responsible 

for most of the transport of mass, momentum, and in flows involving mixtures of 

gases, species concentrations. At the same time, the small scales (small eddies) 

formed by the interaction of the large scales whose main function is to dissipate 

fluctuations of transported quantities, affect the mean characteristics of the flow 

only slightly. These small scales are more universal in nature and therefore more 
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amenable to modelling than the large scales. This strong observation leads to 

find an approach, whereby scales which cannot be represented on the numerical 

grid are removed from the description of the turbulent in the simulation, leaving 

only the large, energy containing eddies whose evaluation is calculated directly. 

This approach is referred to as large eddy simulation (LES). The direct numerical 

simulation (DNS) is the most straightforward approach to the solution of turbu­

lence. As discussed earlier (section 3.3.4), the time dependent DNS solution of 

the governing equations completely free of modelling assumptions and, which can 

only involve the numerical discretization errors. DNS has been very useful tool 

for the study of turbulent flow physics of simplified test cases, but impossible to 

apply for complex practical engineering application even in next decade. On the 

other end, Reynolds average Navier-Stokes (RANS), which model all the scales 

is extensively used in engineering applications to predict the flow in fairly com­

plex configurations ,Weber (1986). Large eddy simulation (LES) is a technique 

intermediate between the DNS and RANS. In LES the contribution of large, en­

ergy carrying structures to momentum and energy transfer is computed exactly, 

and only the effect of the small scales of turbulence is modelled. Since the small 

scales have more universal, homogeneous behavior and less affected by the bound­

ary conditions than the large scales, the finding appropriate models is relatively 

simple on the small scale modelling. LES is similar to DNS in that it provides 

instantaneous three dimensional solution and still this technique requires fairly 

fine meshes. 

Pioneering works on LES have been done by Smagorinsky (1963), Lilly (1967), 

Deardorff (1970), Schumann (1975) and several others. Since then, several ad­

vances have been made through the LES calculations in modelling the unresolved 

processes (small scales), accurate numerical methods on structured and unstruc­

tured grids, comprehensive validation of LES predictions with DNS and experi-
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mental data, extension of LES technique to different phenomena such as turbulent 

combustion and acoustics etc. have been undertaken. More comprehensive re­

view of LES and its applications can be found in Saguat (2002), Pope (2000), 

Piomelli (1999). 

As mentioned earlier, LES explicitly computes the large energy carrying struc­

ture and models the effect of the small scales on large scales. In this chapter, the 

filtered governing equations formally obtained by applying a spatial filter to the 

governing equations will be presented. The method of applying a spatial filter 

was first adopted by Lilly (1967) and then generalized by Leonard (1974). How­

ever, introducing filter leads to additional unknowns to the governing equations, 

which have the properties of stresses and provide a means by which turbulent 

kinetic energy can be drained from the large scales. Therefore the subgrid mod­

els enter into the system by the way of modelling additional unknowns in the 

filtered governing equations by using the hypothesis: the action of the subgrid 

scales on the resolved scales (large scales) is essentially an energetic action, so 

that the balance of the energy transfers alone between the two scale ranges is 

sufficient to describe the action of the subgrid scales. In energy conserving codes, 

the only way for the turbulence kinetic energy to leave the resolved modes is by 

the dissipation provided by the subgrid scale model. Thus the most important 

feature of a subgrid scale model is to provide adequate dissipation from resolved 

scales to unresolved subgrid scale. There are several modelling approaches in 

the literature for the subgrid scale stresses and, the most common one being the 

Smagorinsky model, Smagorinsky (1963), which will be discussed in section 4.4. 

In the following sections, the filtering procedure, filtered governing equations and 

methods for their closure will be presented. 
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4.2 Spatial filtering 

4.2 Spatial filtering 

Spatial filtering of Leonard (1974) is the most common approach to conceptu­

ally and in some models operationally, decompose the velocity field into large 

(resolved) and small (subgrid) scales. In LES the small, unresolvable scales of 

motion are removed by applying the spatial filter to the governing equations. The 

application of the spatial filter G to the function f = J(x, y, z, t) is defined as 

l(x,y,z,t) = 1:1:1: G(x-x',y-y',z-z')J(x,y,z,t)dxdydz (4.1) 

The filter function determines the size and structure of the small scales. The 

sharp Fourier cutoff filter, the Gaussian filter and the tophat (box filter) are the 

most commonly used filters for spatial scale separation. A typical tophat filter 

(rectangular filter)of the widths three t.i can defined as: 

{
IT3 1 11 'I<A. 

G( ') i=l t:J.j Z Xi - Y 
Xi - Xi = 

o otherwise 
(4.2) 

The difference between the filtered field (resolved field) f and the original filed f 

is described as small unresolved scale f: 

(4.3) 

The most commonly used approach is to use the implicit filtering where t. is the 

characteristic width of the filter. In present work the tophat filter is employed as it 

naturally fits into a finite volume discretization , because the process of rewriting 

the continuous equations in discrete form using a finite volume formulation is 
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equivalent to applying a box filter of width to the equations. 

1 
tJ. = (tJ.X tJ. y tJ.Z ) ;; (4.4) 

Where tJ.x, tJ.y, tJ.z refer to width of finite volume in the three coordinate direc­

tions. In turbulent reacting flows large density variations can occur which must 

be properly accounted for. In LES, fluctuations in the resolved scale density field 

are calculated explicitly. Also subgrid scale fluctuations for the density must be 

treated in some manner. Jones (1994) argues in the context of time or ensemble 

averaging of the governing transport equations that the most straightforward ap­

proach to account density fluctuations is through the use of density weighted or 

Favre averages, Favre (1969). Where J can be defined as 

- pf 
f= -= p 

4.3 Filtered governing equations 

(4.5) 

The spatial filtering operator is applied to the govering equations, thereby pro­

ducing filterd governing equations. The filtering operator removes the small scales 

(below than the filter width) that cannot be resolved by the numerical method 

and appear through a subgrid scale (SGS) model. 

4.3.1 Transport equation of mass 

The Favre filtered equation for conservation of mass in incompressible form is 

written as 

(4.6) 
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4.3.2 Transport equation of momentum 

Applying the Favre filter to the Navier-Stokes equations gives 

(4.7) 

The diffusion term can rewritten through an approximation 

(4.8) 

The filtered momentum equation includes unknown terms. Because of the non­

linearity of the convective terms in filtered Navier-Stokes equations, the Favre 

filtering introduces an unknown term UiUj leaving the equations unclosed. This 

non-linear correlation UiUj can be decomposed into resolved part iiiiij and a resid-

I t SGS ua s ress Tij . 

(4.9) 

The residual stress Ti~GS also known as sub-grid stress represents the shear stress 

of the small scale (unresolved) turbulent motion. 

Hence the filtered momentum equation can be re-written as 

(4.10) 

The additional sub-grid stress Tij term has to be modelled in order to represent 

the sub-grid contribution on resolved velocity field. 
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4.3.3 Transport equation of mixture fraction 

The filtered transport equation for mixture fraction is formulated by applying the 

Favre filter 

(4.11) 

Here, the convection term pfuj includes the non-linear relation and has to be 

decompose into resolved part 10 and the subgrid part FIGS, which contribute 

the small unresolved flux of turbulent motion: 

( 4.12) 

Inserting (4.12) into (4.11) the favre filtered transport equation for the mixture 

fraction is obtained: 

(4.13) 

These filtered governing equations subjected to the implicit grid filter for mass 

(4.6), momentum (4.10) and mixture fraction (4.13) , form a set of coupled partial 

differential equations which can be numerically solved. The instantaneous subgrid 

fluctuations Ti}GS and FIGS are modelled through the known resolved field and 

added to close the equations. 

4.4 Modelling the subgrid stresses 

The filtered momentum equations govern the evolution of the resolved scale mo­

tion. Therefore the subgrid scale contribution on the momentum equation Ti}GS 

is not solved on the filtered governing equations. Hence that must be modelled 

as a function of known resolved values. 
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4.4.1 Residual stress decomposition 

It is possible to expand the subgrid stress by substituting into (4.9) a decompo­

sition of the velocity field of the form 

(4.14) 

Where u; is the subgrid scale velocity. The subgird stresses can be decompose 

into three parts, Leonard (1974): 

(4.15) 

Where 

(4.16) 

(4.17) 

and 

( 4.18) 

Lij is called the Leonard stress, G ij is called the cross stress and Rij is the sub­

grid scale Reynolds stress. The Leonard stress represents interactions between 

resolved scales that result in subgrid scale contributions. The cross terms rep­

resent interactions between resolved and unresolved scales, whereas the subgrid 

scale Reynolds stress represent interaction between small unresolved scales. 

The representation of turbulent stresses through the use of simplified linear mod­

els based on the eddy viscosity approach is well known among the turbulence 

modelers. The classical model of this group introduced by Smagorinsky (1963) 

is, from an historical point of view, the progenitor of all subgrid scale stress 
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models. The introduction of dynamic modelling concept Germano et al. (1991) 

has spurred significant progress in the subgrid scale modelling in non-equilibrium 

flows(see section 4.5.4). In dynamic model the coefIicient(s) of the model are de­

termined as the calculation progresses, based on the energy content of the smallest 

resolved scales rather than input a priori as standard Smagorinsky model. A de­

tailed discussion of this method is given in the following section. 

While eddy viscosity models may be able to represent the global dissipative, ef­

fects of the small scales in a satisfactory way, they cannot reproduce the stresses 

(and the energy exchange) accurately on the local levels, and in particularly the 

correlation that exists between large scale, energy producing events and energy 

transfer to and from the small scales, Piomelli and Chasnov (1996). Scale simi­

larity and mixed models try to reproduce this correlation more accurately. They 

are based on the assumption that the most active subgrid scales are those closer 

to the cutoff wave number and that the scales with which they interact most 

are those right above the cutoff. Scale similarity and mixed models have been 

revisited in the concept of dynamic modelling ideas, Horiuti (1997). 

Two point closure for LES involve the use of statistical theories of turbulence 

to derive subgrid scale models for the equations in Fourier space. Kraichnan 

(1976) carried out the spectral eddy viscosity model, which computed the energy 

transfer from resolved to the unresolved scales given a cutoff wave number using 

a two point closure model for isotropic turbulence. Chollet and Lesiuer (1981) 

proposed a modification to the structure function model. These approaches use 

the energy spectrum calculated using test field model (TFM) Kraichnan (1976) to 

compute a spectral eddy viscosity whose effect is equivalent to including the en­

ergy spectrum up to the cut-off frequency. This spectral dynamic model resulted 

in improved results in transitional flows in the near-wall region of turbulent flows 
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or in regions of intermittent flows. 

In parallel with the development of models based on the Smagorinsky model, a 

number of alternative approaches have been proposed. Schumann (1975) carried 

out LES of channel and annulus using a model in which the subgrid scale stresses 

are divided into an isotropic and anisotropic components. In this model the veloc­

ity scale is calculated by solving the transport equation for the turbulent kinetic 

energy k. Horiuti and Yoshizawa (1985) tested a similar one equation model for 

turbulent channel flow. This model has been used effectively by Menon et al. 

(1996) on the computation of interscale energy transfer in isotropic turbulence. 

4.4.2 Eddy viscosity models 

Most subgrid scale models in present use are eddy viscosity models that pa­

rameterise the SGS stress in terms of an eddy viscosity by assuming that the 

anisotropic part of the SGS stress tensor Tij is proportional to the large scale rate 

tensor Sij: 

(4.19) 

Classically, the eddy viscosity Vt is calculated algebraically to avoid solving addi­

tional equations that could increase the cost of an already expensive calculation. 

Additionally, since small scales have more universal, homogeneous behavior than 

the large scales, one can conclude that simple algebraic models can describe the 

accurate physics of turbulence. Finally, since the SGS stresses only account for a 

fraction of total stresses, modelling errors should not affect the overall accuracy 

of the results as in the standard turbulence modelling approach. 

In eddy viscosity approach the SGS stress term Tij should be modelled by adding 

a turbulent viscosity lit to the molecular viscosity v, resulting in an effective vis­

cosity lie! = V + Vt. 

67 



4.4 Modelling the subgrid stresses 

With the substitution of effective viscosity vel, the filtered Navier-Stokes equation 

can be rewritten to yield, 

For incompressible flows, the isotropic part of the SGS stress tensor Tkk is ab­

sorbed into the pressure: 
- 1 

P = p - -PTkk 
3 

(4.21) 

Substituting this relation into eq.(4.20) the filtered momentum equations become 

( 4.22) 

4.4.3 The Smagorinsky model 

To solve the momentum equation, the effective viscosity vel has to be known. 

To calculate the effective viscosity, the model is needed to calculate the eddy 

viscosity v"~ As mentioned earlier, this work uses the well known Smagorinsky 

eddy viscosity model, Smagorinsky (1963). 

The Smagorinsky model is based on the equilibrium hypothesis, according to 

which small scales of motion have shorter time scales than the large energy car­

rying eddies; thus it can be hypothesised that they adjust more rapidly than 

the large scales to perturbations, and recover equilibrium nearly instantaneously. 

The equilibrium assumption implies inertial range dynamics: energy is generated 

at the large scale level, and transmitted to smaller and smaller scales, where the 

viscous dissipation takes place. Very little testing of the applicability of this as­

sumption to the small scales of turbulence is available. It is well known that in 
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most flows of interest, the large scales are not in equilibrium, Smith and Yakhot 

(1993). However, Bardina et al. (1985) suggested that the small scales may tend 

to equilibrium faster than the large ones, and thus satisfy the equilibrium assump­

tion better than the large scales, or that, as long as the correct non-equilibrium 

response of the small scales is captured, the overall development of a turbulent 

flow may be predicted accurately. In more complex flows, it is not known whether 

the small scale would still be represented adequately by equilibrium based models 

as extra strains, backscatter, intermittency and other phenomena play a role. 

The equilibrium hypothesis based Smagorinsky model can be described as fol­

lows: 

The eddy viscosity is by dimensional analysis, the product of length scale I, and 

the velocity scale, qsgs. Since the most active of the unresolved scales are those 

closest to the cutoff, the natural length scale in LES modelling is the filter width, 

which is the size of the smallest structure in the flow, and is proportional to the 

grid size, Piomelli and Chasnov (1996) 

Under the equilibrium assumption the viscous dissipation become 

From this one can obtain 

1 8u· 8u· 
-7ij-(-J + _J) = € 

2 8Xi 8Xi 
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Letting I ~ ll., the eddy viscosity can be written 

= (C 1l.)21~(8uj 8uj)1 
l/t s 2". + " . ux~ uX, 

(4.26) 

or 

(4.27) 

Where 

Sij = ~(8uj + ~Uj) 
2 8Xi 8Xi 

(4.28) 

with ISI = V2SijSij. This classical model has a number of significant problems. 

Firstly the model coefficient is not a constant, but is flow dependent, with different 

values typically in the range C, = 0.05 - 0.25 used by various authors. Lilly 

(1967) suggested that the Cs ~ 0.17 for homogeneous isotropic turbulence with 

a filter cutoff in the inertial subrange based on equilibrium argument. Piomelli 

and Chasnov (1996) found Cs = 0.065 to be the optimal for a turbulent channel 

flow. Other types of flows such as transitional and shear flows require a different 

value of Cs again. However, Piomelli and Chasnov (1996) showed that some 

flows, such as transitional flows contain large regions in which energy flows in 

the reverse direction, namely from the subgrid scales to the resolved scales. This 

process (known as backscatter) cannot be represented in the classical Smagorinsky 

model. To overcome this problem Germano et al. (1991) introduced a very smart 

calculation procedure known as dynamic procedure, that will be discussed in the 

next section. 

4.4.4 Dynamic procedure of the Smagorinsky model 

Germano et al. (1991) presented a procedure to dynamically calculate the Smagorin­

sky model coefficient using local instantaneous flow conditions. In this method, 
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the model coefficients are computed dynamically as the calculation progresses 

(rather than imposed a priori) based on the energy content of the smallest re­

solved scale. The procedure involves the application of two filters. In addition to 

the grid filter, which defines the resolved and subgrid scales, a test filter (denoted 

by a caret) is used, whose width ii is larger than the grid filter width Il. 

By analogy with the grid scale filtering, the test filter defines the new set of 

stresses leading to a test level subgrid stress tensor known as the subtest scale 

stresses: 

(4.29) 

The resolved turbulent stresses or Leonard stresses, 

(4.30) 

which represent the contribution of the smallest resolved scales to the Reynolds 

stresses, can be computed from the resolved velocity and they are related to the 

8GS stresses, Tij by the identity, Germano et al. (1991) 

(4.31 ) 

The subgrid and subtest scale stresses are then parameterized by eddy viscosity 

approach 

(4.32) 

(4.33) 
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Substituting (4.32) and (4.33) into (4.31) yields 

(4.34) 

This is set of five independent equations. To obtain a single coefficient from the 

five independent equations, Lilly (1992) proposed to minimize the sum of the 

squares of the residual, 

(4.35) 

by contracting both sides of (4.35) with aij - 730 to yield: 

(4.36) 

The Smagorinsky coefficient Cs can be computed as Cs = ..;c. This procedure 

yields a coefficient that is function of space and time, and whose value is de­

termined by the energy content of the smallest resolved scales, rather than a 

priori as in the standard Smagorinsky (1963) model. An interesting feature of 

this Germano et al. (1991) model is that, it can calculate negative values for the 

model coefficient, which is inconsistent with the Smagorinsky model. The nega­

tive Smagorinsky coefficient leads to negative eddy viscosity V"~ which then results 

in negative effective viscosity vef. This destabilizes the numerical schemes and 

results in counter gradient species diffusion if a gradient flux approach is used 

for species transport. Various methods have been developed to avoid negative 

peaks in the Germano et al. (1991) procedure such as spatial averaging along the 

homogeneous direction, time averaging the local value (Eulerian), time averaging 

along streamline (Lagrangian), filtering in space. More details can be fonnd in 

Kempf (2003). 
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This work uses an alternative less expensive method known as localized dynamic 

procedure of Piomelli and Liu (1995), which involves finding an approximate so­

lution to the integral equation by using the value of C at the previous time step 

to give a first approximation C*. Equation (4.69) is recast in the form 

La. = L· - Oij Lkk = -2Ca·· + 2C*/3--:-: tJ tJ3 tJ tJ (4.37) 

\Vhere C' is an estimate of the dynamic constant C, which is assumed to be 

known. Writing the new formulation of the residual Eij , the dynamic constant is 

now evaluated as 

(4.38) 

Piomelli and Liu (1995) propose to evaluate the estimate C' by a time extrapo­

lation: 

(4.39) 

Where the (n -1) is related to the value of the variable at the (n-1)th time step, 

and t1t is the value of the time step. In practice Piomelli and Liu (1995) consider 

first and second order extrapolation schemes. the resulting dynamic procedure is 

fully local, and does not induce large extra computational effort. However, this 

procedure still requires clipping to yield a well behaved algorithm. 

4.5 Modelling the mixture fraction fiuxes 

To close the filtered mixture fraction equation (4.13), the unknown term FlGS 

has to be modelled. Once again the turbulence is incorporated into mixing like 

additional diffusion and FlGS is modelled by using eddy diffusivity approach, 

which is similar to eddy viscosity approach. To model the term FlGS, turbulent 
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diffusivity r, is used along with the gradient of the filtered mixture fraction .gf: 
3 

(4.40) 

This can insert into the filtered mixture fraction equation and the right hand side 

can be rewritten as follows, 

o _- 01 
OXj (p(r + r,) OXj) (4.41 ) 

Here the diffusion coefficients rand r, can be written in terms of the laminar 

viscosity ii and the dynamic viscosity v, and are only scaled by the Schmidt 

number u. The Schmidt number defines the ratio of momentum transport due to 

viscosity to mixture fraction transport due to diffusion: 

v v 
(4.42) u=f""r 

and 
v, 

(4.43) Ut =-
r, 

Substituting into (4.13), the filtered equation for the mixture fraction becomes 

Opl o(pu]) _ 0 (_(v v') (1) -+ --p-+--ot OXj OXj U u, OXj 
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Chapter 5 

Combustion modelling in LES 

5.1 Introduction 

Combustion is one of the important phenomena in energy production which de­

pends upon interrelated processes of fluid mechanics, heat and mass transfer, 

thermodynamics, chemical kinetics and turbulence. The combustion is involved 

in wide range of applications including power production, rocket propulsion, fire 

prevention and safety and other combustion equipment. During the last four 

decades, theoretical explanations and experimental investigations have been ex­

tensively used in the field of combustion. With rapid development of computa­

tional power, modelling of combustion processes has emerged as a technical tool 

from 1980's. Since then various CFD modelling techniques have been used for 

combustion modelling. However, combustion phenomenon is a complex chemical 

process and therefore requires a great deal of attention and experience. 

Combustion could be categorized mainly into three sections such as premixed, 

non-premixed and partially premixed. Further, classification can be made de­

pending on type of fuel, whether liquid fuel, gaseous fuel or solid fuel. The 

present work deal with non-premixed combustion using gaseous fuel. The com-
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bustion with gaseous fuel avoid of complexities involved with spray modelling 

such as atomization of fuel, droplet dispersion, evaporation and the interaction 

with turbulence. Hence in gaseous combustion, a more accurate assessment of 

predictions capability of combustion model is made possible. 

In non-premixed combustion the fuel and air enter in separate streams and mixed 

at a molecular level. Thrbulence itself is probably the most complex phenomenon 

in non-reacting fluid mechanics and adds another complexity to non-premixed 

combustion, thereby forming the most complex two way turbulence-chemistry 

interaction called turbulent non-premixed combustion. Thrbulent non-premixed 

flames are relatively easier to design compared with premixed flames, because 

of the perfect reactant mixing procedure. These flames are mainly governed by 

turbulent mixing, because chemistry is faster than turbulent times. Their dif­

fusivity speed strongly depends on turbulent motions and overall reaction rate 

is often limited by the molecular diffusion towards the flame front. The turbu­

lent non-premixed flame stabilization processing where the incoming reactants 

are continuously mixed and ignited by the hot gases is an important issue in 

high power combustion chambers where is routinely employed. The usual flame 

stabilization methods employed in burners are dependent on inlet speed of the 

reactants. More details can be found in Poinsot and Veynante (2001). 

The three main numerical approaches used in turbulence combustion modelling 

are Reynolds average Navier-Stokes (RANS), Large eddy simulation (LES) and 

Direct numerical simulation (DNS). DNS of real combustion devices is not pos­

sible at present, and hence much attention has been directed to Large eddy sim­

ulation of turbulent combustion. Unlike steady state modelling methods, LES is 

capable of capturing unsteady combustion phenomena such as combustion insta­

bilities and has therefore, gained much attention as a next generation design tool. 
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It has several advantages over classical RANS technique and resolves the large 

scales of the flow domain, which usually dominate most part of the turbulent 

kinetic energy. LES modelling of turbulent combustion offers dramatic savings 

over DNS, but still needs expensive simulations to study the complex systems 

compared to RANS. The major issue of LES modelling of turbulent combustion 

is the fact that reactive phenomena occur in the scales that fall well below the 

resolution limit of the LES filter width (smallest scale) and it has to be completely 

modelled similar to RANS. 

The conserved scalar mixture fraction formation of Bilger (1988), based sub-grid 

scale models can be described as preliminary non-premixed combustion models 

in LES. In this approach, all thermodynamic variables are obtainable from the 

knowledge of that conserved scalar mixture fraction. Several authors have applied 

LES applications of conserved scalar models based on equilibrium chemistry with 

a presumed shape beta pdf formulation called Large Eddy Probability Density 

Function (LEPDF) for mixture fraction, e.g.Cook and Riley (1994) and infinitely 

fast chemistry used by Pierce and Moin (1998). 

The use of flamelet models, especially in LES is more often due to its improve­

ment over the fast chemistry assumptions. The flamelet model for non-premixed 

combustion was originally developed by Peters (1983). The model is derived by 

using the basic assumption, that the chemical time scales are very small in the 

thin layer around the stoichiometric mixture on a scale less than the Kolmogorov 

scales. Cook and Riley (1998), DeBruyn et al. (1998) have implemented steady 

laminar flamelet model as a subfilter combustion model for LES and found reason­

ably accurate comparison with DNS data and experimental measurements. Re­

cently Raman and Pitsch (2005), Kempf et al. (2006) have successfully predicted 

bluff body stabilized flames in LES with steady flamelet model. However steady 
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flamelet assumption cannot describe chemically reacting system with slower time 

scales such as combustion and pollutant formation in diesel engines, e.g. Pitsch 

(2006). The unsteady flamelet equations have to be used in such cases. Pitsch 

and Steiner (2000) applied Lagrangian flamelet model (LFM) as a subgrid com­

bustion model for LES to simulate the piloted non-premixed flame experimentally 

investigated by Barlow and Frank (1998) and obtained an encouraging results. 

However, this model did not perform well in complex transitional flows. In this 

case, the Eulerian Particle Flamelet model (EPFM) have been used by Pitsch 

(2002), which is derived from Elllerian form of the flamelet equations and have 

to be implemented in LES solver as a sllbfilter combustion model. 

The Conditional Moment Closure (CMC) independently proposed by Klimenko 

(1990) and Bilger (1993) defines transport equations for the conditional means 

of scalars conditioned on mixture fraction. Kim and Pitsch (2005) applied CMC 

model for LES. Bilger et al. (2005) and Kim and Pitsch (2005) presented sev­

eral important issues based on CMC especially in LES. Bushe and Steiner (1999) 

were the first to implement the conditional source term estimation model (CME), 

which is derived from CMC. Pope (1990) applied the transported joint scalar/velocity 

PDF methods to LES by using filtered density function (FDF) to turbulent com­

bustion. In this case the molecular mixing happens in subgrid scales, therefore 

the mixing models for LES is same as those developed for RANS. However, the 

computational cost is expensive for FDF methods in LES and virtually impossible 

without having special treatment for the chemical source terms, Pitsch (2006). 

Pierce and Moin (2004) introduced the flamelet/progress variable approach for 

LES in non-premixed combustion. In this approach a transport equation is solved 

for the filtered reaction progress variable and the source term is closed using 

flamelet library and joint filtered probability density function of mixture fraction 
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and reaction progress variable. Pierce and Moin (2004) applied this technique 

to model a non-premixed dump combustor and obtained good improvements in­

cluding the prediction of local extinction and reignition. 

The applications of LES to real combustion devices has increased due to its po­

tential ability in capturing the flow field and mixing. Some of these applications 

contain complex geometries and have used either structured or curvilinear grids. 

Several authors have attempted simulations of real combustion devices in both 

premixed and non-premixed with LES. Kim et al. (1999) applied LES to model 

the GE lean premixcd combustion chamber using flamelet approach and DiMare 

et al. (2004) also carried out LES of model can type gas turbine combustor. The 

LES simulation of the section of a Pratt and Whitney gas turbine combustor has 

been carried out by Mahesh et al. (2005). 

LES technique is thus transforming from an advanced academic tool into a prac­

tical engineering application in complex flows. Recent LES applications carried 

out by Raman and Pitsch (2005) and Kempf et al. (2006) for the Sydney bluff­

body flame series experimentally studied by Dally et al. (1998) were major steps 

towards practically relevant laboratory test cases. Recently more emphasis has 

been placed on applications of LES to swirling flames. For example, at the recent 

TNF workshop (2006) some predictions were presented and detailed discussions 

were taken place for swirling flames based on the laboratory scale Sydney swirl 

burner. 

Next section provides a theoretical background on turbulent non-premixed com­

bustion models used in the present investigation. In conserved scalar models 

of non-premixed combustion using the mixture fraction approach significantly 

reduces the reacting flow problem into a tractable form. In this approach the 

instantaneous thermochemical state of the mixture can be determined by a single 
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conserved scalar called mixture fraction. The conserved scalar approach and its 

formulations have been extensively discussed by Williams (1985), Warnatz et al. 

(1996). The conserved mixture fraction approach based on the assumptions of 

equal diffusivity, unity lewis number and adiabatic combustion. The thermo­

chemical scalar variables such as temperature and mass fraction of species are 

obtained using the relationship between the mixture fraction and the scalar vari­

ables. Following sections give detailed description of the conserved scalar models 

for turbulent non-premixed combustion. 

5.2 The role of mixture fraction in reactive flow 

In the present work the conserved scalar formulation used for the mixture fraction 

is that proposed by Bilger (1988), based on the notion that species are consumed 

or produced during chemical reactions, but chemical elements are conserved dur­

ing reactions. Mass fraction Z of chemical elements (e.g. C, H, 0) can be obtained 

from the mass fractions Y of species containing these elements: 

N aijWj 
Zj = ~i~l AIW

i 
li (5.1) 

Where MWi is the molecular weight of species i, Wj is the atomic weight of 

element j, aij is the number of atoms of element j in a molecular of species i. 

The summation is carried out over all N molecular species. Using these element 

mass fractions, Bilger's formula for the mass fraction for the case of fuel stream 

that contains only fuel and an oxidizer stream that contains only element 0 is as 

follows: 

f = 2Zc/Wc + ZH/2WH - 2(Zo - Zo,ox)/Wo 
2Zc,/u/Wc + ZH'/u/2WH + 2Zo,ox/Wo 
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5.3 Simple chemical reaction model 

Here J u and ox refer to fuel and oxidant stream. 

5.3 Simple chemical reaction model 

The simple chemical reaction model is the simplest reaction scheme, which uses 

a single step reaction at an infinitely fast rate. The model has made from the 

simplifications: single step reaction between fuel and oxident, one reactant which 

is locally in excess causes all the other reactants to be consumed stiochiometricaIIy 

to form reaction products. These assumptions fix algebraic relationships between 

the mixture fraction and all other dependent variables such as mass fractions 

and temperature. In this model the fluctuations of dependent thermochemical 

variables such as temperature and mas fraction of species are taken into account 

by incorporating a probability density function (PDF) to calculate the mean 

quantities. In the PDF method (which originate from turbulence modelling) 

the average value of a thermochemical scalar variable is obtained by weighting 

the instantaneous value with a probability density function for mixture fraction 

J. For LES calculation, it is important to note that the instantaneous mixture 

fraction J, which is used to calculate the thermochemical variables is not filtered 

mixture fraction J, which results from mixture fraction transport equation. In 

LES, the filtered values of the thermochemical variables can be calculated through 

the probability density function approach. 

5.4 Probability density function approach 

The standard statistical approach has been used to calculate the filtered quantities 

using what is known as the probability density function (PDF) for the fluctuating 

scalar (mixture fraction), Jones (1994). Lets assume a single scalar </>, which is 
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bounded between 0 and 1. This can be used to introduce a 'fine-grained' pdf 

O( 1/;; x, t) such as 

B(1/;; x, t) = 6(1/; - <p[x, t]) (5.3) 

Where 6 (y) is the Direct delta function. The values of 1/; represents the random 

scalar field whose probability density function is sought and represents the range 

of values <p may adopt. For a random variable <p the unweighted probability 

density function is defined as 

p 1>(1/;; x, t) = r 6( 1/; - <t>[x, t])G(x - x')d3x' in 
and it can relate to density weighted PDF through 

j5 ("'.. ) = p(1/;)P1>("1/J; x, t) 
1> ,/" X, t p(x, t) 

(5.4) 

(5.5) 

Where p is the filtered density. If G is positive definite then properties of a 

probability density functions are 

P 1> ~ 0; o:s: 1/; :s: 1 (5.6) 

and 

P 1> = 0; 1/; < 0, 1/; > 1 (5.7) 

In LES combustion calculations, the favre filtered values for any scalar <t> can be 

calculated by using the density weighted probability density function P1> for the 

mixture fraction at every location, 

(5.8) 
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For example 

(5.9) 

Where Y.,,(J) is known from the fast chemistry assumption or any other com­

bustion model used, which is known from the relation with mixture fraction. To 

perform the integration, the probability density function has to be known. Var­

ious forms for the PDF have been suggested, such as the double delta function 

and clipped Gaussian. However, the beta probability function is well established 

and used for the present work. More details can be found in Pope (1990), Bilger 

(1976). 

5.5 Beta probability density function 

The Beta(,8) PDF is define as 

(5.10) 

Where 

,81 = 1 [1(1 -/) - 1] 
f" 

(5.11) 

and 

(5.12) 

- -2 
Where f and f" are the filtered mixture fraction and the subgrid variance. The 

parameters ,81 and ,82 are both positive and the shape of the beta function is 

dependent on their values. To generate the beta probability density function, 
- -2 

the filtered mixture fraction f and subgrid variance f" have to be known. The 

filtered mixture fraction is obtained from its transport equation. The subgrid 

variance can be obtained in different ways. In RANS based combustion simula-
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tions, a transport equation for conserved scalar variance is solved, Jones (1994). 
-2 

However in LES, the use of simple model for f" rather than solving a transport 

equation has been established which has given successful predictions, Cook and 

Riley (1994), Branley and Jones (2001), Pierce and Moin (1998), Kempf (2003). 

Cook and Riley (1994) by comparing with DNS data suggested the scale similarity 

model 

(5.13) 

where hat indicates the test filtering operator in dynamic procedure. With Cl = 

1, reasonable predictions have been obtained. In this work, the model equation 

based on local equilibrium argument, Branley and Jones (2001) is used and it can 

be written a~ 

(5.14) 

ll. is the local grid spacing given by 

1 
ll. = (ll.Xll.yll.Z)3 (5.15) 

Where ll.x, ll.y, ll.z are the grid size for the x, y and z directions in the cartesian 

coordinate system. The value of 0.1 for the parameter C2 has proved successful. 

More details can be found in Branley (1999). 

Using the equation (5.10), the favre filtered value of any variable if; can be written 

as 

(5.16) 
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Defining the Gamma function, f(a) for a > 0 as 

It can be shown that 

t f~l-'(l- J)~2-'df = f(,8,)r(,82) 
lo f(,8, + (2) 

and the equation (5.16) rewritten as 

(5.17) 

(5.18) 

Numerical integration has been done by using Romberg method with mid point 

approximation, Press et al. (1996). However, when #, and,82 are less than 1.0, the 

integration becomes singular at two end points 0 and l. To avoid this difficulty 

an analytical method suggested by Chen et al. (1996) has been used. Thus the 

integration is approximated by 

(5.20) 

Where 1) is a very small number. Another numerical difficulty Can arise if two 

parameters ,8, and ,82 have very high values (for example, it can take several 

hundred thousands in the iteration process). To avoid this problem, a delta 

function is used when either ,8, and ,82 are sufficiently large (above 500). In that 

case P(f) is approximated by a delta function P(f) = o(f -1) and the Favre 

filtered value of variable <f; is given by 

;j = l' <f;(f)P(f)df = l' 4>(f)0(f -1)df = 4>(1) (5.21) 
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Since the integration gives the Favre filtered scalars and filtered density is ob­

tained from 

(5.22) 

Since the probability density function is a prescribed one (beta function), hence 

its called presumed pdf approach. There are some other ways such as trans­

ported PDF methods extensively used by Pope (1990). However, in LES these 

approaches are computationally expensive as suggested by Pitsch (2006). 

5.6 Laminar flamelet model 

The laminar flamclet model views the turbulent flame as consisting of an ensem­

ble of larninar locally one dimensional structures within a turbulent flow fields. 

The complete theoretical details about laminar flamelet model can be found in 

Peters (1984), Peters (2000). In turbulent flames, major heat release and moving 

laminar sheets of reaction occur in narrower regions about stoichiometric surfaces, 

which can be described as wrinkled. These are called flamelets and are considered 

to be embedded within the turbulent flame. The approach is based on the notion 

that, if the chemical time scales are much shorter than the characteristic turbu­

lence time scales, reaction takes place in locally thin one dimensional structures. 

In turbulent non-prernixed combustion, the high temperature thin reaction zone 

is occurring on the stoichiometric mixture fraction surface, and advected and dif­

fused with the mixture fraction field, Bray and Peters (1994). In non-premixed 

flames, the flame fronts have no intrinsic flow field dependent length scale and 

the flame thickness is completely dominated by mixture fraction. Bray and Pe­

ters (1994) have demonstrated the effect. of two parameters known as Damkohler 

number and mixture fraction fluctuations around the flame front, which introduce 
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5.6 Laminar flamelet model 

phase diagram for the non-premixed flame regimes. The separated flamelets ex­

ist when the turbulent fluctuations of mixture fraction are higher than the flame 

thickness in the mixture fraction space. The flame regime is observed when the 

value of the Damkohler number is greater than 1.0 and fluctuation of the mixture 

fraction along the flame front is greater than flame thickness in mixture fraction 

space. 

The laminar flamelet model is a non-equilibrium model and scalar dissipation 

rate characterizes the shift from equilibrium model, Bray and Peters (1994). The 

scalar dissipation rate is used to represent the non-equilibrium effect caused by 

both convection and diffusion. In the flamelet approach, one dimensional calcu­

lation procedure is applied and thus it can incorporate detailed chemical kinetics. 

Under the one dimensional framework, the laminar diffusion flamelets represent 

the thermochemical state of the non-premixed flame. The use of one dimensional 

counterflow diffusion flame is the most standard way to generate the flamelet li­

brary. There are mainly two methods of producing laminar flamelet libraries. The 

first method is to solve the governing equation for counterflow diffusion flames 

such as the Tsuji burner configuration and the second method it to transform 

the governing equations of opposed flow diffusion flame into a different coordi­

nate system (mixture fraction space) and solve them to generate laminar flamelet 

libraries. In the present study, the second method is used. 

5.6.1 Generating flamelet libraries in the mixture fraction 

space 

The flamelet equations can derived by using coordinate transformation on the 

mixture fraction space. These equations are derived for temperature and species 

mass fractions of a one dimensional counter flow diffusion flame. The flamelets 
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equations in the mixture fraction space are, Bray and Peters (1994), Peters (1984) 

(5.23) 

or xa2T lap ~ 
Pf5t - Pz ap - Gp at + ~ h"w" = 0 (5.24) 

Where X is the scalar dissipation rate and has to be introduced as an input. As 

suggested by Bray and Peters (1994), Peters (1984), this formulation is indepen­

dent of the flow field and the effects of the convection and diffusion normal to the 

stoichiometric mixture fraction surface appear through the corresponding scalar 

dissipation rate. However, the formulation is derived by neglecting the higher 

order terms involving convection and curvature along the stoichiometric mixture 

fraction surface and also based on the assumption of unity Lewis number. A more 

advanced formulation which does not rely on assumptions mentioned above has 

also been presented by Pitsch and Peters (1998). The new formulation uses a 

conserved scalar which can handle non-unity Lewis numbers and does not rely on 

two stream formulations. However, this formulation is not utilised in the present 

study. 

The laminar flamelet profiles in the mixture fraction space can be generated by 

solving the above set of governing equations for species concentrations and tem­

perature with a prescribed scalar dissipation rate. The flamelet library includes 

a set of data for temperature, species concentrations and density in mixture frac­

tion space for different scalar dissipation rates. In this work, a well established 

computer program known as the Flame-Master code Pitsch (1998) is used to gen­

erate the ftamelet libraries. The scalar dissipation rate and the strain rate are the 

two parameters which directly represent the flow dependent effects in the laminar 

flamelet calculations. The scalar dissipation rate can be expressed from strain 
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rate as and the mixture fraction f such that 

(5.25) 

Here X,t is the stoichiometric scalar dissipation rate and er fe-I is the inverse of 

the complementary error function. 

5.6.2 Statistics of the non-equilibrium parameter 

In laminar flamelet model, the mixture fraction and the non-equilibrium param­

eter scalar dissipation rate are the two key parameters, which determine the 

thermochemical composition of the turbulent flame. In flamelet approach the 

joint probability density function (PDF) P(f, X) of mixture fraction f and scalar 

dissipation rate X is used to determine the filtered values of temperature, density 

and species mass fractions. Thus the filtered value of the scalar variable is given 

by 

;r, = 1'''' l if;(f, X)P(f, x)dfdx (5.26) 

According to the flamelet model formulations, it is assumed that the mixture 

fraction and the scalar dissipation rate are statistically independent. Thus the 

joint PDF can be decomposed into two parts such that. 

(5.27) 

As mentioned in the previous section, the beta function is used as pdf for mixture 

fraction. Effelsberg and Peters (1988) suggested that the log-normal function fits 

well for the pdf of the scalar dissipation rate. The two independent pdf's can be 

89 



5.6 Laminar ftamelet model 

written as 

(5.28) 

P(x) = ~exp (-212 (lnx - f.L)2) 
XO" 271" 0" 

(5.29) 

Where the parameters It and 0" are related to the first and second moment of X 

by 

(5.30) 

-2 
X" = ~(exp0"2 - 1) (5.31) 

Here the filtered scalar dissipation rate still remains an unknown quantity and has 

to be modelled. Cook and Riley (1998) suggested that filtered scalar dissipation 

rate can be derived from effective viscosity(molecular and turbulent viscosity), 

Schmidt number and filtered mixture fraction gradient. The model equation can 

be written as 

-_2(V Vt)(BJBJ) x- -+- --
0" 0", BXj BXj 

More details can be found in Pierce and Moin (1998), Kempf (2003). 

(5.32) 

To calculate the filtered variables it is required to evaluate the two independent 

integrations of the beta PDF and log-normal PDF. The log-normal integration 

can be done by using the approximation of Lentini (1994). However, in this study 

only a single flamelet is used and hence the integration corresponding to scalar 

dissipation rate is not essential (for a single flamelet the entire integration corre-
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sponding to scalar dissipation rate is equal to 1.0). 

In LES the entire integration is tabulated prior to the simulation called look up 

table, Pierce (2001), Kempf (2003) so that the chemical state can be determined 

from a look up table. The present work relies on integration during CFD calcula­

tion rather than using preintegrated lookup table for a single flamelet calculation. 

However, such a table will be useful in reducing computational cost for multiple 

flamelet calculations. 
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Chapter 6 

Numerical Approach 

6.1 Introduction 

This chapter presents the numerical approaches used in the LES code. The 

following sections will discuss the spatial discretization schemes, procedures used 

to integrate the fluid flow equations in time and boundary conditions. The spatial 

and time discretization schemt's in the present LES code PUFFIN were originally 

developed by Kirkpatrick (2002), Kirkpatrick et al. (2003). Finally, a summary 

of the LES algorithm will be presented detailing the sequential flow of the code. 

6.2 Finite volume method 

In the finite volume method, the entire region is divided into discrete cells or 

finite volumes. In each of these volumes, the governing equations are integrated, 

which leads to a set of simultaneous algebraic equations, whose solution is an 

approximation to the solution of the continuous equations at a set of discrete 

points or nodes. There is one node in eacll cell and the solution found for each 

node is considered representative of the solution within the cell. The numerical 
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Figure 6.1: Staggered grid and node placement in two dimensions. Circles are 
scalar nodes, horizontal arrows are nodes of the u velocity component and vertical 
arrows the nodes of the v velocity component. Examples of a u, 11 and scalar cells 
are highlighted. 

93 



6.3 Discretization of transport equations 

discretization used in this work is based on a staggered Cartesian grid and defines 

the boundaries of the rectangular finite volumes (see Figure 6.1). Pressure and 

mixture fraction are calculated at the scalar nodes while the solution for the ve­

locity components is found at the velocity nodes. The formation uses a staggered 

grid, meaning that velocity cells are staggered with respect to the scalar cells. 

Velocity nodes are placed at the centroid of the scalar cell faces. The following 

section describes the spatial discretization schemes for momentum and mixture 

fraction transport equations. 

6.3 Discretization of transport equations 

The general transport equation for any generic variable </> can be written as fol­

lows: 

a(p</» + a(puj</» = ~(r a</» + s~ 
at aXj aXj aXj (6.1) 

The equation (6.1) can be rewritten as: 

a(p</> ) 
= at (6.2) 

Here r is a kinematic diffusion coefficient, and S~ is a source term. The equation 

(6.2) is integrated over a volume V of arbitrary shape: 

In the resulting equation (6.3), the convection and diffusion terms can be trans­

formed into surface integrals by using Gauss divergence theorem yields the inte­

gral form of the equation, 
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6.3 Discretization of transport equations 

The differential surface area vector dS has a magnitude equal to the area of the 

segment of surface and direction corresponding to the direction of the outward 

normal to the segment. The equation (6.4) represents unsteady term on (LHS), 

advection term, diffusion term and the source term. Spatial discretization involves 

approximating the volume and surface integrals within finite volume of known 

shapes (cuboid here) to obtain a set of simultaneous linear algebraic equations in 

<p. 

Figure 6.2 shows a typical three dimensional cell and its neighbors. In Figure 6.2, 

the central node P refers to the cell for which the integrals are to be calculated 

and surrounded by its northern (N), eastern (E), southern (S), western (IV), 

up (U) and down (D) neighbors. The surfaces separating two cells are denoted 

as An, Ae, As> Aw, Au and Ad, the associated fluxes are Fn, Fe, F., Fw, Fu and Fd . 

East (E), North (N) and up (U) correspond to positive x, y and z directions, 

respectively ( or Xl> X2 and X3 in index notation), and west (IV), south (S) and 

down (D) to the negative X, y and z directions. Small letters e, n etc. refer to 

the points at the centroid of the respective cell faces. 

In the following section, nb is used as a generic subscript for neighbor cell and 

J is a generic subscript for a quantity evaluated at a cell face. To reduce the 

complexity of the notation, the fluxes are given for a particular face such as the 

east or north face. All results can be applied in a similar manner to other faces. 

6.3.1 Unsteady term 

The unsteady term of the general transport equation is advanced using a central 

difference approximation for the time derivative n + ! 

(6.5) 
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Figure 6.2: A finite volume cell and its neighbors in three dimensions. 

Here n is the time level, which indicates that the values are taken at the start of 

the current time step, while n + 1 indicates the end of the time step. 

6.3.2 Discretization of convective fluxes 

In turbulent flows, the convective fluxes play an important role and their descrip­

tion is essential for the simulation. This section will present the numerical scheme 

for the discretization of convection and show that special treatment is necessary 

to achieve both stability and accuracy. 

The convective term is discretized for one control volume: 

(6.6) 
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Figure 6.3: A finite volume cell and its neighbors in the xy-plane 

The convection flux across the cell face is given by 

Fconv = (punormal!:lA<p) f (6.7) 

Where Unormal is the velocity component normal to the surface A and !:lA is the 

area of the face. The convection for the east face can be written as: 

Fconv = (pu!:lA)e<Pe (6.8) 

Interpolation of the neighboring cells is carried out to find the <Pe at the centre of 

the face 

(6.9) 
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6.3 Discretization of transport equations 

Here the weighting factor for the interpolation is 

(6.10) 

D.xe and D.x E are the distances from the node P to the face of the centroid e 

and the east neighbor node E, as shown in two dimensional view of a cell and its 

neighbors in figure 6.3. 

In the staggered grid it is required to find the convective velocity Ue at the face 

and the density Pe at the face depending on whether the variable cp is a scalar or 

velocity component. When cp is a scalar, the convective velocity is available, as 

u is established at the cell face. However, density must be interpolated using an 

equation (6.9) such as 

Pe = (1 - (j)pp + (jPE (6.11) 

In contrast, when cp is velocity component, linear interpolation is required to 

find the convective velocity while P is readily available. Finally the resulting 

formulation for the convection fluxes can be described using a second order central 

difference scheme: 

Fconv = (puD.A)e[(1 - (j)cpp + (jcpel (6.12) 

This linear interpolation based numerical scheme used to calculate the variables 

at cell faces of the finite volumes is equivalent to a second order central difference 

scheme in finite difference method. This scheme is second order accurate, com­

putationally efficient, simple to implement and desirable for LES since numerical 

damping acts as an extra unquantified contribution to the eddy viscosity and 

contaminates the effects of the subgrid scale model. However this scheme tends 

to give solutions containing non-physical oscillations or 'wiggles' in areas of the 

field containing high gradients. The convection terms in the scalar equations are 
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6.3 Discretization of transport equations 

particularly problematic due to the large gradients which often occur in the scalar 

fields. Because scalars are often coupled with the velocity field through density, 

wiggles which result from use of the central difference for the scalar convection 

terms cause problems with the numerical stability of the overall solution. Hence 

this scheme is hardly suited for scalar transport, especially when they have to 

remain bounded. For example, mixture fraction is limited to a range from 0 to l. 

From this scheme, Vl;iggles may lead to unphysical results such as predictions of 

mixture fraction outside the range 0 and 1, which do not yield a chemical state. 

For this reason, the convection term for the scalar equation is discretized using 

non-centered schemes, QUICK of Leonard (1979) or SHARP Leonard (1987). 

A third order numerical scheme QUICK reduce numerical oscillations by intro­

ducing fourth order dissipation. Quadratic interpolation is used to find the value 

<P at the centre of the cell faces. The formula for the the east face can be written 

as: 

<Pe = [{1- O)rpp + OrpE] - ~CRV X flx1 (6.13) 

Here the upwind biased curvature term define as 

u<o (6.14) 

(6.15) 

The double subscript such as EE refers to the cell east of the eastern neighbor. 

The weighting factor 0 is calculated from equation (6.1O). The first term in equa­

tion (6.13) is the value of rp at the cell face calculated using linear interpolation. 

The second term is an upwind biased curvature term which makes the overall 

interpolation quadratic. 
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6.3 Discretization of transport equations 

The linear interpolation term accounts for the non-uniform grid through the 

weighting factor (), while the curvature terms have no grid weighting included. 

Castro and Jones (1987) have shown that the uniform grid formula for QUICK 

gives negligible errors for grid expansion ratios (r x = £>~::1) between 0.8 and 

1.25. Substituting equation (6.13) into equation (6.5) gives the convective flux of 

</> across the east face as 

(6.16) 

Where SQUICK = -~CRV x t.x~. The source term SQUICK indicates the curva­

ture of the field. In the code, this terms SQUICK is included as part of the source 

term S~. 

However, QUICK scheme does not remove the wiggles completely. In this case an­

other scheme called SHARP, Leonard (1987), which is a modification to QUICK 

is used. SHARP introduces second order diffusion where local conditions are such 

that oscillations will not occur, thereby ensuring that the solution remains mono­

tonic. An outline of this scheme can be found in Leonard (1987). Finally the 

summation of the convective fluxes across all faces can be described as a discrete 

convection operator, 

(6.17) 

6.3.3 Discretizing diffusive fluxes 

The diffusion term is proportional to the gradient of </> across a cell face and is 

given by 

(6.18) 
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6.3 Discretization of transport equations 

Where n is the direction normal to the face, r is the kinematic diffusion coefficient 

and LlA the area of the face. The flux at the centre of the east cell face is then 

computed from the values at the two neighboring points and their distance from 

central difference approximation, 

(6.19) 

The diffusion coefficient at the centre of the face re is calculated by linear in­

terpolations same as density calculation in the convective fluxes. Finally the 

summation of the diffusive fluxes across all faces can be described as a discrete 

diffusion operator, 

(6.20) 

It is important to note that the discrete diffusion operator does not suffer from 

numerical instability as observed in advection operator. 

6.3.4 Source terms 

Source terms are different in each variables for each transport equations. In 

momentum equations, the effect of the pressure gradient and the gravitational 

force act as source terms. In spatial integration, source terms are usually treated 

in similar manner. They are calculated by evaluating the function representing 

the source term S~ at the node and multiplying by the volume of the cell such 

that, 

(6.21) 

Gradients are calculated using second order central differences while interpola­

tions use a linear profile similar to that used for the convective and diffusive 
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fluxes. Generally source term can be described as a combination of an implicit 

and explicit component, 

(6.22) 

Here 'implicit' and 'explicit' refers to the manner in which the components of the 

source term are integrated in time. The implicit component is integrated using an 

implicit time stepping scheme, while integration of the explicit component uses 

explicit scheme. 

6.3.5 Complete equation 

For a general variable <p the discretized transport equation can be written as 

(p<p)n+~~ (p<p)nt;v = {~)put;A)t[(1- (}/)<Pp + (}t<Pnb]}(n-2,n-l,n,n+l) 

+ {2= (r:A), (<Pnb - <pp)}(n-l,n,n+l) (6.23) 
XE 

+ {Simp<Pp}(n-l,n,n+1) + {S,xp}(n-2,n-l,n,n+1) 

Here the curly brackets {} v.ith superscripts (n - 2, n - 1, n, n + 1) represent a 

weighted average of the term evaluated at the listed time intervals, which gives 

an estimate of the term at the (n + !) time level, which will be discussed in next 
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section. Finally collecting coefficients the equation becomes 

An+l"n+l = "'(An+lA,n+l) + S. "n+l + sn+l 
p 'f'p ~ nb '+'nb tmpY'p exp 

nb 

+ [~(A~b<P~b) -A;<p;+Simp<p;+S~Xp] 
+ ["'(An-1"n-1) _ An-1"n-1 + '). "n-1 + sn-1] L....,; nb 'f'nb p '+'p I.. tmp'+'p exp 

nb 

(6.24) 

+ ["'(An-Z"n-Z) _ An- 2"n-2 + sn-2] L nb '+'nb p 'f'p exp 
nb 

Where the coefficients corresponding to the node Ap and its neighbors are formed 

from the convective and diffusive flux contributions. More details of spatial dis­

cretization methods can be found in Kirkpatrick (2002), Kirkpatrick et al. (2003). 

6.4 Advancing in time 

This section describes the method in which the partial differential equations are 

integrated in time. The time integration schemes for the scalar and momen­

tum equations are described, which are then applied to the system of governing 

equations. 

6.4.1 Time integration of scalar equation 

In the present work the Crank-Nicolson scheme is used for the time integration 

of scalar equation. The time dependent conservation equation integrated in time 
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using Crank-Nicolson scheme is written 

(prp)n+l - (prp)n 6V = _~ [H"+IW+I) + H"W)] 
6t 2 

+ ~ [L"+IW+I) + LnW)] 

+ ~ [S!·+1 A,n+l + S':' A,n] 2 ?mp 'f' 'tmp'r 

(6.25) 

+ ~ [sn+lA,n+l + sn A,n] 2 exp '+' exp '+' 

Here H is the discrete convection operator 

(6.26) 

L is the discrete diffusion operator 

(6.27) 

and Simprp and Sexp the discrete implicit and explicit source terms. It is to be 

noted that Simp is a coefficient of rp rather than a function of rp. 

Second order accurate scheme is used to evaluate each term at the n and n+ 1 time 

levels and uses linear interpolation to estimate their value at n +!. At least two 

iterations of scalar equation per time step are required due to the contributions of 

terms containing rpn+l to the explicit source term which result from the use of the 

QUICK and SHARP spatial discretization schemes. It is important to note that 

the number of outer iterations of the entire time advancement scheme per time 

step is heavily dependent on the density variation thereby needing more number 

of iterations than expected for larger variation to maintain the stability of the 

solution. This will be discussed later with the proposed algorithm. 
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6.4 Advancing in time 

The Crank-Nicolson scheme has to satisfy the following condition to retain non­

oscillation behavior: 
l:lt < (.l:lX)2 

- r (6.28) 

V/hile this criterion is rather stringent, it results from an error term in the Taylor 

series expansion which contains the second derivative in space ~. However this 
• 

term is relatively small in most flow problems and the scheme remains stable for 

considerably large time steps. 

6.4.2 Time integration of momentum equations 

Time integration of the momentum equations use either Crank-Nicolson or the 

second and third order hybrid Adams schemes. In the hybrid schemes, Adarns­

Bashforth methods are used for the advection terms and Adams-Moulton methods 

for the diffusive terms. The momentum equations for velocities are integrated by 

using Crank-Nicolson scheme is: 

(6.29) 

The form of this equation is similar to the Crank-Nicolson scheme used for the 

scalar equation. However an additional term added as a pressure gradient term 

Gpn-~, which considers n-! time level concerning the pressure correction scheme 

will be discussed in next section. Here the approximate velocity obtained before 
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6.4 Advancing in time 

pressure correction step at n + 1 time level is specified with superscript u*. 

The advection terms in the momentum equations are treated from explicit time 

advancement scheme as Crank-Nicolson required iterations to retain second order 

accuracy. In the code, second and third order hybrid schemes are used such 

that advection terms are treated explicitly using an Adam-Basforth scheme while 

diffusion term are treated implicitly using Adams-Moulton. The additional terms 

such as gravitational terms are treated explicitly with Adarns-Bashforth. 

The second order Adams-Bashforth/ Adams-Moulton scheme for the momentum 

equations is, 

pn+lU* pnun 1 
'------,-,-:-'---LlV = -- [3Hn(un) - Hn-l(un- 1)] 

Llt 2 
1 + '2 [Ln+l(u*) + Ln(un)] 

+ ~ [sn+lu' + S'.' un] 2 1mp tmp 

1 [3~ n sn-l n-l] + '2 expU - exp U 

_ Gpn-! 

and the third order Adams-Basforth/ Adams-Moulton scheme is, 

pn+lU* pnun 1 
'-----.-;---'---LlV = -- [23Hn(un) _16Hn- 1(un- 1 ) + 5Hn- 2 (un- 2)] 

Llt 12 

+ ~ [5Ln+1(u*) + 8Ln(un) _ Ln-l(un- 1)] 
12 
1 + - [5S?+lu' + 8Sn un - S'.'-lun- 1] 12 tmp tmp 1mp 

+ ~ [23Sn un _ 16sn- 1un- 1 + 5sn- 2un- 2] 12 exp exp exp 

_ Gpn-! 
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6.4 Advancing in time 

From these schemes, the non-linear advection terms and explicit source terms are 

calculated at previous time steps where all necessary details are known, hence 

these schemes do not require any iterations as Crank-Nicolson to maintain the 

accuracy. However, when the density and viscosity vary significantly, iteration of 

the overall solution procedure is required to include the correct value of density 

in the unsteady t.erm and viscosit.y in the diffusion term at. the n + 1 time step. 

The advective transport within one time step has to be limited to at least satisfy 

the Courant number, C = '~~;t < 1.0. Simply, this criteria requires that, within 

a time step, information may only travel to the neighboring cell but no further. 

For advection terms, the maximum time step is proportional to the character­

istic convection time ~, which is usually described in terms of the Courant 

number. For diffusion term the maximum usable time step is proportional to 

the characteristic diffusion time ll;1. However the Adams methods require some 

treatment for the initial steps where no information about previous time steps 

is available. Therefore the Crank-Nicolson is used for the initial time steps to 

enable the calculation of the n -1 and n - 2 source terms for the Adams schemes. 

6.4.3 Pressure correction equation 

The calculation uses the fractional step method based pressure correction scheme 

introduced by VanKan (1986) and Bell and Colella (1989). In this scheme, first 

the momentum equations for three velocity components are integrated to find an 

approximate solution for the velocity field u*. Mass conservation is then enforced 

through a pressure correction step in which the approximate velocity field is 

projected onto a subspace of divergence free velocity fields. The projection is 

achieved by solving a Poisson equation for the pressure correction p' in which the 
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source term is the mass conservation error in each cell, 

(6.32) 

The pressure correction is then used to correct the velocity field, 

(6.33) 

and the pressure field 

(6.34) 

The pressure correction equation is discretized in space in a similar manner to the 

discretization of the transport equations of momentum presented earlier. The in­

tegration of equation (6.32) over a finite volume cell and applying the Divergence 

Theorem gives 

(6.35) 

Where summation is performed ovcr each of thc faces of area t.A, and t. V is 

the volume of the cell. Second order central differences are used t.o calculate 

the gradients ~. It is important to use the same discretization for the pressure 

gradient in the momentum equation and the pressure correction in the pressure 

correction equation. This minimizes the projection error and ensures convergence 

if an iterative scheme is used. More details of time advancement schemes can be 

found in Kirkpatrick (2002), Kirkpatrick et al. (2003). 
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6.4.4 Iteration procedure for the variable density calcula-

tion 

In this work, an iterative time advancement scheme for variable density calcula­

tion has been implemented. The implemented algorithm is similar to the algo­

rithm proposed by Pierce (2001). For incompressible variable density flow, both 

the velocity and density fields must be corrected to ensure conservation of mass. 

Since density depends on mixture fraction (in flamelet calculation), an iterative 

method is required. The iteration procedure employed in the present study is 

described below. In the following, the superscript n refers to solution values that 

are known from the previous time level, the superscript k refers to the iteration 

cycle between the solutions at time step nand n + 1, the superscript 0 indicates 

the initial guess for the first iteration when k = O. 

Step 1: Choose predictors for the values of the variables at the next time level. 

Simply, this indicate the initial guess for the first iteration when k = O. 

,,0 "n 0 n t 
'Y =<.p, U i =ui,ec. (6.36) 

It is important to note that, Pierce (2001) used linear extrapolation for the density 

predictor in time. However, present work used pO = pn as the density predictor. 

Step 2: First the scalar transport equation is solved, which can obtained the 

estimate value for the density early in the iteration process. Solving the scalar 

transport gives predictor for <pH! and current density predictor gives the value 

;;;, 
(6.37) 
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Step 3: Calculate the density from the flamelet library, using the provisional 

scalar values: 

(6.38) 

It is to be noted that the mixture fraction coming from step 2 is used to calculate 

the f3 PDF integrated density at the k + 1 time step. 

Step 4: Re-update the scalars based on the new density to preserve primary 

scalar conservation: 

(6.39) 

Step 5: Solve the momentum equations. 

Step 6: Solve the pressure correction equation 

Step 7: Correct pressure and velocity field. The continuity equation, based den­

sity determined in step 3, is now satisfied exactly. This completes full one cycle 

of the iterative process. In addition to these steps inside the iteration process, 

one more calculation is required at the end of the time step and it is defined as 

step 8. 

Step 8: Calculate eddy viscosity 

Typically 8 -10 outer iterations of this procedure are required to obtain satisfac­

tory convergence at each time step. The details of numerical solutions parameters 

such as time step and iterations vary for different flow problems. Time step is 

varied to ensure that the Courant number C = f>tu;j f>Xi remains approximately 

constant. In general, the solutions are advanced with a time step corresponding 

to a Courant number in the range C = 0.2 - 0.7. However this may change in 

the context of the individual case studies presented in later chapters. 

With this iterative scheme, the CFD-code requires under-relaxation of density in 

time. With the current method, the density :on+! computed from the flamelet 

library is no longer applied to the CFD-code, but rather its under-relaxed value 
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6.4 Advancing in time 

~+1 is taken as 

(6.40) 

Where 0< being a real number 0 < 0< < 1, and the relaxation factor used in this 

study is 0.25. This is required to establish stability in the initial stages. 

6.4.5 Solutions of algebraic equations 

The system of linear equations obtained from the numerical discretization are 

solved using a linear equations solver. In this work, the Bi-Conjugate Gradient 

Stabilized (BiCGStab) solver with a Modified Strongly Implicit (MSI) precon­

ditioner was used to solve the momentum and scalar equations, which is mOre 

efficient for the large variations in cell size. The BiCGStab is also used for the 

pressure correction equation. 

Convergence of the solvers is measured using the L2 nOrm of the residual (L2 

norm is a vector norm that is commonly encountered in vector algebra and vec­

tor operations such as dot product). The residual was set to be less than 10-10 for 

the solution of the momentum and scalar equations, which typically required one 

Or two sweeps of the solver to obtain convergence. At each time step, a number of 

iterations of the pressure/velocity correction step are generally required to ensure 

adequate conservation of mass. 

Within each iteration the pressure correction equation is solved until either the 

residual is reduced to 10% of its original value Or the BiCGStab solver has per­

formed 7 sweeps. Each sweep of the solver includes 2 sweeps of the preconditioner. 

The solution is then used to correct the pressure and velocity field and the diver­

gence of the corrected velocity field is calculated. The process is repeated until 

the L2 norm of the divergence errOr is less that a pre-set value. The minimum 
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attainable divergence error is typically reached after 6 or 8 projections. 

6.5 Initial and boundary conditions 

It is well recognized that besides the mathematical model and the numerical 

scheme, properly chosen boundary conditions are of great importance for suc­

cessful LES predictions. From a mathematical point of view the imposition of 

exact boundary and initial values is a necessary condition for a unique solution 

of the set of partial differential equations to be solved. For the case of turbulent 

flows, in contrast to time-evolving turbulence, direct numerical or large eddy sim­

ulations of spatially inhomogeneous flows require turbulence boundary conditions. 

This fact makes the results strongly influenced by the velocity data prescribed 

at the inflow. Thrbulence has to be prescribed at the inflow in order to simulate 

turbulence. 

To solve the governing equations of the physical problem to which a numerical 

solution is being sought, initial and boundary conditions must be set. In all sim­

ulations presented in this work, the flow is impulsively started at t = 0, when the 

simulation is switched on. Thus by the time the flow pattern has established and 

statistical sampling begins, the initial conditions will have been swept entirely 

from the domain. To initialise a new simulation, the velocity and scalar fields 

are initially set to zero everywhere. Pressure impulsively starts the flow as inlet 

conditions are applied, initially producing a potential flow. 'I\ubulence from the 

inlet gradually fills the domain, eventually forming a fully developed flow field. 

When solving isothermal flows, the boundary conditions must be supplied for 

five dependent variables: p, Ui and p. Additionally when combustion takes place 

boundary conditions for other scalars such as mixture fraction, subgrid variance 

(mixture fraction variance), scalar dissipation have to be supplied. Since density 
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is dependant on the mixture fraction, the boundary condition for density can be 

specified from mixture fraction. Continuity requires that mass conservation be 

satisfied over the complete domain at all times, and the boundary conditions for 

the velocity field must therefore ensure that 

f <:; dV + f PUinidS = 0 .Irl ut .Is (6.41) 

If this is not the case, a solution to the Poisson equation for the pressure increment 

will not exist Jones (1994). 

In this work, either Dirichlet or Neumann boundary are applied for all variables. 

In Dirichlet condition, the value on the boundary f)/:;' V of any scalar variable </J 

of the computational domain /:;. V is given by: 

(6.42) 

With the Neumann condition, the gradients f/!; in surface normal direction nj 

are given by Ca: 

f)</J 
-n° =Ca f)x. J 

J 

6.5.1 Inflow boundary conditions 

(6.43) 

Several methods are available to introduce the turbulent inlet boundary condi­

tions such as mean velocity profiles with random fluctuations Branley and Jones 

(2001), digital filter method Klein et at. (2003), immersed boundary method 

Kempf et al. (2005), body force method Pierce and Moin (2004). In this study 

the instantaneous inflow boundary conditions have been generated by using mean 

velocity profiles with random fluctuations. The mean velocity distributions were 
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specified using power law velocity profiles such as 

( 
IYI) 1/7 

< U >= GaUj 1 - T (6.44) 

Where Uj is the bulk velocity, Y is the radial distance from the jet centreline and 

cS = 1.01 x Rj , with the fuel jet radius Rj . The coefficient Go is selected as 1.218 

to ensure correct mass flow rate at the inlet Masri et al. (2000). The fluctuations 

are generated from a Gaussian distribution such that the inflow has the correct 

level of turbulent kinetic energy obtained from the experimental measurements, 

Branley and Jones (2001). The instantaneous inflow velocity Ui is then computed 

as 

Ui(Xi, t) =< Ui > +1I(xi, t) < u: >rms (6.45) 

Where < Ui > is the mean velocity from equation (6.44), < u: >rms is the root 

mean square of turbulent fluctuations obtained from experimental measurements 

at the inflow and O(X., t) is a random number from a Gaussian distribution. The 

mixture fraction at the inflow is set to unity in the fuel stream and to zero 

elsewhere. 

6.5.2 Outflow boundary conditions 

The outflow boundary conditions generally use a zero normal gradient condition 

or a convective outlet boundary condition. The use of a zero gradient condition 

at an out flow boundary is given by the formula 

89 = 0 
8n 

(6.46) 

where tn denotes the gradient taken normal to the outflow boundary. There is 

another form of outlet boundary condition known as a mass conserving convective 
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outlet boundary condition. The latter is given by the formula 

orjJ orjJ 
-+Ub-=O at an (6.47) 

Where Ub is the bulk velocity across the boundary. 

6.5.3 Solid boundary conditions 

The natural boundary condition for velocity at solid wall boundaries is to set the 

normal and tangential velocity components to zero at the wall. These conditions 

correspond to the impermeability condition and the no-slip condition respectively. 

For domain boundaries coinciding with a stationary impermeable wall, the no-slip 

condition can be applied, 

Ui(X, t) = 0 (6.48) 

\Vhen simulating a free flows, the size of the comput.ational domain must be 

restricted to a size that is affordable, yet large enough to ensure the effects of 

artificially constraining the flow are kept to a minimum. Free slip walls are 

designed to assist in this area by treating boundaries as frictionless surfaces. The 

flow adjacent to the boundary is allowed to move in the direction parallel to the 

boundary by enforcing a zero gradient condition normal to the surface, 

OUi = 0 
an 

whilst the wall normal component is set to zero, 

Ui(X, t) = 0 
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6.5 Initial and boundary conditions 

The distinction between the energy containing scales and the viscous scales, con­

siderably important in LES, vanishes as the wall is approached. For turbulent 

boundary layers in which it is not possible to resolve laminar sublayer, it is neces­

sary to use an approximate boundary condition or wall function in order to apply 

the correct shear force to the fluid. The implemented wall function is that of 

Werner and Wengle (1991)which uses a power-law approximation to the log-law. 
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Chapter 7 

LES of Isothermal Swirling 

Flows: Results and Discussion 

7.1 Introduction 

In this chapter, the models and numerical methods described in previous chapters 

are tested against experimental data based on Sydney swirl burner, Al-Abdeli and 

Masri (2004), Al-Abdeli and Masri (2003a). The introduction of swirl intrinsi­

cally associated with the phenomenon of vortex breakdown (VB) adds another 

dimension to the complexity of the problem. This necessitates that the com­

prehensive computation of swirling flows be not only three dimensional but also 

time dependent. The systematic validation of computation is therefore necessary 

to have a complete understanding of the complex transient behavior of swirling 

motion. The simulations attempt to find the fundamental aspects of swirling flow 

structure through LES, that originate from simple well defined boundary condi­

tions hence forming a suitable model problem for the validation of computations. 

To achieve this task, three different non-reacting swirling flow fields Al-Abdeli 

and Masri (2003a) based on Sydney swirl burner have been selected. These flows 
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exhibit different flow structures due to different swirl and Reynolds numbers. 

7.2 Experimental observations 

This work deals with modelling the three non-reacting test cases known as N21S00, 

N29S054, N16S159 AI-Abdeli and Masri (2003a) and hence discussion of the im­

portant features of the flow field based on experimental measurements is given. 

The flowfield of the non-swirl case N21S000 (8 = 0.0) consist of typical bluff 

body stabilized recirculation zone. In this case, there is no swirl velocity and the 

flow field is very much similar to bluff body stabilzed non-reacting jet conducted 

by Dally et al. (1998). 

The case N29S054 which has a swirl number of 8 = 0.54 is particularly useful 

for model validation as it exhibits key features of swirling flow motion. In this 

case a typical upstream recirculation zone above the bluff body is present and 

it stagnates about 25 mm from the burner exist plane. With the influence of 

swirl, the central jet is also subjected to a centrifugal like lateral spread with 

parcels of gas moving outwards to the inner side of the upstream recirculation 

zone. The other key feature of this flow field is the existence of a second recircu­

lation zone which stagnates along the jet centreline between 50 mm and 110 mm 

from the burner exit plane. This is the vortex breakdown region. This zone of air 

takes on the form of a closed bubble. In this region the velocity field also form 

a non-recirculating collar-like flow structure in further downstream regions and 

just beyond the end of the first recirculation zone. A vortex break down bubble 

occurs only when axial momentum (Reynolds number) of the swirling annulus 

provides the right conditions for the onset of vortex breakdown, AI-Abdeli and 

Masri (2003a). Numerical capture of such delicate conditions is viewed as a stern 

test for the LES simulations. 
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The flow field of case N16S159 (S=1.59) has an extended recirculation zone that 

stagnates about 70 mm downstream of the bluff body face. This recirculation 

zone is much longer than that typically formed with non-swirling bluff body sta­

bilized flow (N21S000). The central jet decays very fast and is almost totally 

consumed by about x = 90 mm where the centreline velocity decreases almost to 

zero. The high swirl causes the flow to spread radially outwards creating a long 

stagnation zone. Above the face of the burner on the inner size of the recircula­

tion zone, there exists a strong rotating non-recirculating collar like zone where 

the tangential velocity attains a peak value of arowld 13 m.s-1 with high rms 

fluctuations. Finally it is important to note that no vortex breakdown (VB) is 

observed in this flow case. 

7.3 Numerical description 

The large eddy simulation code PUFFIN originally developed by Kirkpatrick 

(2002) is used to perform all calculations presented here. The equations are dis­

cretised in space by using a finite volume formulation on a non-uniform, staggered, 

Cartesian grid. A second order central difference approximation is used for all 

terms in the momentum equations and pressure correction equation. The solu­

tions are advanced in time by using the fractional step method. First the momen­

tum equations are integrated using a third order hybrid Adam-Bashforthj Adam­

Moulton scheme to give an approximate solution for the velocity field. Then 

the mass conservation is enforced through a pressure correction step in which 

the approximate velocity field is projected onto a subspace of divergence free 

velocity fields. The pressure correction method of VanKan (1986) and Bell and 

Colella (1989) was used in the present calculations. The time step is varied to 

ensure that the Courant number Co = b.tU;j .6.x, remains approximately con-
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7.3 Numerical description 

stant. Where tl.Xi is the cell width, tl.t is the time step and Ui is the velocity 

components in the Xi direction. The solution is advanced with a time stepping 

corresponding to Courant number Co < 0.6. The equations, discretised as de­

scribed above, are solved using a linear equation solver. Here a Bi-Conjugate 

Gradient Stabilized (BiCGStab) solver with a Modified Strongly Implicit (MSI) 

preconditioner is used. The momentum residual error is typically of the order 

10-8 per time step and the mass conservation error is of the order of 10-10• 
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7.4 Grid resolutions and boundary conditions 

7.4 Grid resolutions and boundary conditions 

Figure 7.1 shows the computational domain used in the present study. The com­

putational domain has dimensions 130 x 130 x 250mm in X, Y and Z directions 

respectively. Two grids were employed to conduct a grid sensitivity analysis of 

LES. Grid 1 consisted of 100 x 100 x 100 cells in x, y and z directions respec­

tively giving a total of one million grid points. A second grid, Grid 2 that is 

finer than Grid 1 was used with a total of 1.44 million grid points and con­

sisted of 120 x 120 x 100 cells in x, y and z directions respectively. The axial 

resolution was kept the same for both grids due to computer resource limita­

tions. For Grid 1, grid lines in x and y directions used an expansion ratio of 

'Yxy = I':..x(i)ll':..x(i - 1) = 1.08 and an expansion ratio of 'Yz = 1.07 was used in 

the z direction. The expansion ratio for Grid 2 was 'Yxy = 1.06 in the x and y 

directions and 'Yz = 1.07 in the z direction. 

The case N16S159, which has the highest swirl number 1.59 was used as the test 

case for grid sensitivity analysis. It is not possible to define classical grid inde­

pendence with implicit filtering where filter width directly affected by the grid. 

However a refined grid can minimize both numerical and modelling errors through 

better resolution. LES results obtained using the above two grids are compared 

with experimental measurements. Figure 7.2 shows the mean axial velocity and 

its rms fluctuations at two different axial locations. Solid lines represent the Grid 

1 results (1 million points), dashed lines represent the Grid 2 results (1.44 million 

grid points), and symbols represent experimental measurements. The compar­

isons between the experimental measurements and computed mean axial velocity 

and its rIllS fluctuations at xl D = 0.136,0.2 are reasonably good. There is a 

slight difference between grid 1 and grid 2 predictions in the mean axial velocity 

plots, especially in the outer shear layer of the bluff body stabilized recirculation 
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7.4 Grid resolutions and boundary conditions 

zone. However, it has been found that both grids give same results for mean, rms 

and Reynolds stresses for the case N16S159 and hence the grid 1 with 1 million 

grid points has been used for all the LES simulations to reduce the computational 

cost. 
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Figure 7.2: Radial profiles of mean axial velocity in the N21S00, lines represent 
LES results and symbols represent experimental measurements. 
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7.5 Statistics 

7.5 Statistics 

The time averaged mean velocity components and their mean fluctuating values 

in the axial, radial and azimuthal directions are obtained by time averaging the 

transient flow variables obtained from LES results, Le 

- 1 ~~ -
< rjJ >= IV, L..J rjJ , rjJrms = 

t n=! 

1 Nt 

-2:W- <1»)2 N, 
n=l 

(7.1) 

Where N, represents the number of samples. To remove the non-physical arte­

fact of the initialization, the simulation should evolve for a sufficiently long time 

before gathering any statistical results. This allows the flow field to fully develop 

and initial transients to exit the computational domain. The samples are only 

taken after the flow filed has fully developed. In this study to obtain statistically 

stationary results, time averaging of the primitive variables was performed after 

12 flow-through-times (7), which is defined here as the time for a fluid element to 

propagate through the computational domain, i:e. 7 = L/U, Land U are axial 

length of the computational domain and inlet bulk axial velocity respectively. 

Two non-consecutive sampling periods yielded similar results indicating that the 

statistics were sufficiently converged. 

The calculations were performed on a Pentium 4, personal computer with 4GB 

RAM and 3G H z processor running under Linux operating system. A typical run 

takes 10 - 17 days depending on the inlet parameters and the number of flow 

passes. Table 7.1 summaries grid resolution and typical run times in days for 

each case considered. 
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Flow case Grid Type N.. N, Nz Time(s) Cost days 
N21S000 Grid 1 100 100 100 0.15 10 
N29S054 Grid 1 100 100 100 0.15 12 
N16S159 Grid 1 100 100 100 0.2 14 
N16S159 Grid 1 120 120 100 0.3 17 

Table 7.1: Grid resolution and typical run time (s) for non-reacting test cases 

7.6 Flow structures of the non-swirl case 

The non-swirl case (N21S000) has a complex flow structure in the form of bluff 

body stabilized recirculation and LES predictions of this case is described below. 

Figure 7.3 shows the streamlines generated from the mean velocity field in the 

central x - z plane of the N21S00 case. The mean streamlines show a two-zone 

flow/turbulence structure. A typical torroidal shape recirculation zone is formed 

due to the sudden expansion at the bluff body wall. The central jet velocity 

dominates the wake and hence there is no stagnation point located along the 

centreline. The schematic of streamlines of the two counter-rotating vortices as­

sociated with the central jet and co-flow can be identified in the plot. The co-flow 

driven vortex is wider than the central jet affected vortex. Although both central 

jet and co-flow velocity are operating, the external airflow principally manages 

the recirculation zone structure. Figure 7.4 shows the detailed measured and 

computed radial profiles of time averaged mean axial velocity at different posi­

tions along the axis. The predicted mean axial velocity at x/D = 0.074,0.2,0.4 

shows minor under prediction at the centreline as a result of the early break up of 

the central jet. The two counter rotating vortices observed from the simulation 

can lead to occurs this behaviour. Despite this small discrepancy, the predictions 

for the mean axial velocity are in good agreement with experimental measure­

ments. The existence of negative mean axial velocity indicates the flow reversal, 

which generates the bluff body stabilized recirculation zone. It can be seen that 
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Figure 7.3: Streamlines generated from the mean velocity fields of the non-swirl 
case obtained from LES calculation. 
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the length of the bluff body wake is completely captured by the simulation. The 

recirculation zone mainly created due to the declaration of the axial velocity by 

the sudden expansion at the bluff body wall. It can be noted that the recircula­

tion zone extends up to xl D = 0.8 in the axial direction. This can be seen where 

the mean axial velocity exhibits some negative values at xl D = 0.8 and becomes 

completely positive at the measurement location xl D = 1.4 and remains positive 

after that for all downstream axial positions. 

Figure 7.5 shows the comparison of mean radial velocity with experimental data. 

Some notable discrepancies are evident at near burner locations. However, at 

xl D = 0.074, correct trend is obtained with a slight over-prediction for the peak 

value. Some differences between calculated and measured results are observed 

at xl D = 0.2, where experimental data show an unusual abrupt reversal of the 

radial velocity magnitude, which is not captured by the LES model. Data taken 

in an equivalent bluff body configuration Dally et al. (1998) in which similar non­

swirling experiments were conducted does not show such a discontinuity in radial 

velocity. This could be due to experimental difficulties in measuring radial veloc­

ities very near the exit of the swirl annulus, Al-Abdeli and Masri (2003a). The 

predicted profile at this location captures the experimental data up to r I R = 1.0 

reasonably well. Fnrther downstream the radial velocity is under predicted be­

tween the regions rlR = 0.2 - 1.0 at locations xlD = 0.4,0.6. It can be seen 

that despite the upstream discrepa.ncies, the agreement between predictions and 

experiments are good a.t most downstream axial locations. It is worth noting that 

the magnitude of the radial component is small compared to the axial velocity 

values hence the discrepancies are relatively small. 
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Figure 7.4: Radial profiles of mean axial velocity in the N21S00, lines represent 
LES results and symbols represent experimental measurements. 
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Figure 7.5: Radial profiles of mean radial velocity in the N21S00, lines represent 
LES results and symbols represent experimental measurements. 
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Predicted rms fluctuations of axial and radial velocities are compared in Fig­

ures 7.6 and 7.7. In agreement with the observed wake properties, results show 

high rms values for both axial and radial fluctuations in regions where the cen­

tral jet is constrained by the recirculating flow. At most upstream locations the 

comparisons for the axial rms velocity are good (Figure 7.6). Sharp changes and 

peak values have been correctly predicted and calculations show good agreement 

up to xl D = 0.8. Further downstream the predicted profiles of rrns axial velocity 

show slight over-predictions. 

Comparison of rrns radial velocity shown in Figure 7.7 shows some discrepancies 

with experimental data. However, rrns of radial velocities are slightly over pre­

dicted between the region r I R = 0.5 -1.0 at the first five axial locations. Further 

downstream, the comparison shows slight over predictions. Given that absolute 

magnitudes of nns velocities are difficult to calculate, the model's overall ability 

to predict the peak in rms velocities and their trend appears to be good. 

Finally the comparisons for the Reynolds shear stresses are given in Figure 7.8. 

The LES model found to capture the peaks and the changes of the stresses inside 

the recirculation region reasonably well. Although some under predictions can be 

seen in region between r I R = 0.0 - 0.7 at the axial location xl D = 1.4,2.0,2.5. 

The predictions, however, produced better agreement with the experimental data 

in the near burner region. In general, the LES model described in this work, has 

been successful in predicting key flow features of the N21S000 case. The overall 

agreement for this case between measurements and calculations for mean veloci­

ties, rms fluctuations and Reynolds shear stress is seen to be good. 
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Figure 7.7: Radial profiles of RMS fluctuations of radial velocity in the N21S00, 
lines represent LES results and symbols represent experimental measurements. 
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Figure 7.8: Radial profiles of Reynolds shear stress in the N21S00, lines represent 
LES results and symbols represent experimental measurements. 
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7.7 Flow structures of the medium-swirl case 

Here the LES results for the medium swirl case N29S054, which has a swirl num­

ber of S = 0.54 are presented. The streamlines generated from the mean velocity 

field of the medium swirl case are shown in Figure 7.9. Recirculation patterns 

seen in this case are different to pattern observed in Figure 7.3. The non-swirl 

flows stabilized on this burner showed only a single recirculation zone. With the 

addition of swirl, the Ilowfield can exhibit different flow structure. The addition of 

swirl forms more complex flow pattern involving the formation of a second recir­

culation zone, Al-Abdeli and Masri (2003a). This second zone, stabilizes further 

downstream of the burner face and takes on the shape of a closed, bubble shaped 

vortex. Such recirculating flow features are attributed to vortex breakdown. 

In the upstream recirculation zone, two counter rotating vortices similar to the 

non-swirl case and one small vortex on the bluff body wall seen in Figure 7.9. 

However the flow inside the upstream recirculation zone is different to the non­

swirl case as it is also affected by the primary annulus axial and swirling velocity. 

The size of the vortices inside the upstream recirculation zone is relatively smaller 

than those formed in the non-swirl case. As seen in Figure 7.9, the swirl induced 

downstream recirculation zone stagnates around the central axis away from the 

burner surface (x = 70 mm). This centreline recirculation zone leads to occurence 

of the bubble type vortex breakdown. It is interesting to note that LES simula­

tion captures both recirculation zones. The comparison of mean data shown in 

further figures described below confirm the success of LES simulations in predict­

ing of recirculation and vortex breakdown. 

Figure 7.10 shows the measured and computed mean axial velocity at differ­

ent downstream positions. A positive to negative change in mean axial velocity 

indicates the development of recirculation regions. The first recirculation zone 
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7.7 Flow structures of the medium-swirl case 

develops above the bluff body and stagnates at about xl D = 0.4 from the burner 

exit plane. The computations show that the length of the bluff body wake is 

slightly underpredicted. As mentioned in introduction, swirl is often used to in­

crease mixing rates and for flame stability. At sufficiently high level of swirl, the 

Vortex-Breakdown (VB) phenomenon is known to occur. The centreline negative 

axial velocity occurs at x = 70 mm due to the vortex breakdown (VB). As can 

be seen in the near field of the inlet (Figure 7.10), the centreline velocity rapidly 

decays with increased distance downstream. Between 1.1 < xl D < 2.0, the cen­

treline velocity become negative and the flow stagnate. 

The mean radial velocities are shown in Figure 7.11. Profiles at upstream lo­

cations capture the correct trend and sharp changes and the comparisons with 

data are reasonably good, especially the peaks at xl D = 0.136,0.2 have been 

correctly predicted. LES correctly predict the trend at xl D = 0.4 and 0.6 but in 

the inner-region underpredicts peak values of radial velocity. Further downstream 

at xl D = 1.4,2.0,2.5 radial velocity is overpredicted. However, data shows that 

at xl D = 2.0,2.5 the experimental mean radial velocity is about -5 m.s-1 at the 

centreline. This means the flow has been constantly tilted towards one direction 

and there has been considerable asymmetry. The LES predictions, presented here, 

have been axi-symmetrically averaged in the calculation of mean values therefore 

a non zero value for the mean radial velocity is not expected at the centre line. 

The predictions therefore show zero radial velocity at the centre line at these lo­

cations (which is the correct mean). There are some concerns over experimental 

data for mean radial velocity at some axial positions xl D = 1.4,2.0,2.5. 

Comparison of predicted and measured swirl velocity is shown in Figure 7.12. 

The agreement is generally good. Predictions compares well at locations x I D = 

0.136,0.2,0.4,1.4 capturing the sharp changes and peak values. At locations 
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x/ D = 0.6,0.8 the trend is correctly predicted but the peak values are under 

predicted. Fhrther dOVlTIstream calculations show slight over predictions with in­

creasing radial distance but overall agreement is reasonably good. 

Figures 7.13-7.15 show comparison of measured and computed nns fluctuations of 

axial, radial and swirling velocities. The centreline rms axial velocity fluctuations 

are underpredicted at most of the axial locations. Although the predictions are 

in good agreement with experimental data along the radial direction. The agree­

ment for rms radial velocity and rrns swirling velocity are generally encouraging 

at almost all axial locations. The rms radial velocity slightly overpredicted at the 

outer shear layer of the upstream recirculation zone at x/D = 0.136,0.2. Similar 

behavior is observed for the rms swirling velocity as well. Magnitudes and dis­

tribution of < u' >, < v' > and < w' > show significant anisotropy of turbulence 

inside the upstream and downstream recirculation zones and LES computations 

have been successful in predicting the trends as well as profiles. Figures 7.16-7.17 

show Reynolds stresses < u'v' > and < u'w' >. Given the complexity of the flow 

LES predicted Reynolds stresses show good agreement, particularly the calcula­

tions seems to capture the sharp changes in Reynolds stresses reasonably well. 

While the mean velocities are quite low inside the vortex bubble, the root mean 

square (nns) fluctuations remain relatively high in comparison. This is especially 

true along the boundary of the vortex bubble. Wang and Rusak (1997) concluded 

that the impact of rms velocity fluctuations on the dynamics of the flow field is 

consistent with experimental studies of unconfined swirling flows. The rms fluc­

tuations on the boundary of the vortex bubble remain relatively high compared 

to the local mean velocity. For this case, the overall LES predictions are in rea­

sonably good agreement with the experimental data and the vortex breakdown 

found to be well predicted. 
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Figure 7.9: Streamlines generated from the mean velocity field of the medium­
swirl case obtained from LES calculation. 
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7.8 Flow structures of the high-swirl case 

The highest swirl number case S = 1.59 of set of experiments is perceived to be 

the most difficult case to predict. The tangential velocity components at inlet 

are high in this case, and as a result turbulence anisotropy is considerably high. 

The streamlines corresponding to mean velocity field taken from LES predictions 

are shown in Figure 7.18. In comparison to Figure 7.3 and Figure 7.9 the recir­

culation patterns are now completely different. The high swirl causes the flow 

to spread radially creating a lengthly recirculation zone, which extends towards 

axially down the centreline up to x = 90 mm from the burner exist plane. In 

the recirculation zone three different vortices are formed at the axial distance of 

x = 20, 30, 80 mm corresponding to the radial distance of T = 10, 20 mm. 

The axial and radial spread of the upstream bluff body stabilized recirculation 

zone is much wider than that found in the non-swirl case. The sizes of the two 

vortices formed near to the bluff body are different to those found in the non-swirl 

and medium-swirl cases. The sizes of the two counter rotating vortices are rela­

tively the same, and the axial and swirling velocities of the primary annulus play 

a major role in generating the vortices above the bluff body. However, the case 

N16S159 with highest swirl number (1.59) shows that using high swirl alone is 

insufficient for inducing downstream recirculation. The prediction shows the oc­

currence of small vortex in further downstream (x = 80 mm), which has also been 

observed experimentally by AI-Abdeli and Masri (2003a). The central jet of the 

high swirl case decays faster than other two cases (non-swirl and medium swirl) 

and the values of the centreline velocity are almost zero at x = 80 mm. Unlike 

N29S054 case, N16S159 has no downstream recirculation or vortex breakdown 

despite having a large swirl number. It is worth noting here that N29S054, which 

has downstream recirculation, had the highest value of primary annulus axial ve-
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locity compared to highest swirl number case lacking downstream recirculation. 

As mentioned earlier, this behaviour gives more evidence that the higher axial 

velocity of the primary annulus is the key factor for downstream recirculation. 
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Figure 7.18: Streamlines generated from the mean velocity field of the high-swirl 
case obtained from LES calculation. 

Figure 7.19 shows the mean axial velocity profiles at different axiallocatioIls. 

The comparison for the mean axial velocity is very good at all downstream axial 

locations. In this case, the mean axial velocity along the centreline does not reach 

negative values. Due to the interaction of the two incoming jets, the recirculation 

region moves to the centreline, where the two high swirl jets meet. As shown 
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7.8 Flow structures of the high-swirl case 

in Figure 7.18, the center fluid is forced to move outward as a result of the cen­

trifugal force generated by the swirling motion. This decreases the axial velocity 

in the inner part near the axis and increases in the outer part. Additionally the 

sudden expansion at the wall introduces another axial velocity declaration and 

these two affects cause to form the recirculation zone. Along the axial direction 

downstream, the axial and swirling velocity profiles become smoother as a result 

of the non-existance of downstream recirculation. At xl D = 1.4,2.0,2.5 axial 

velocity component is much lower than the upstream values. This is a result of 

the high spreading rate of momentum in swirling flows. High spreading rate is 

an important property in swirling flows. 

The predictions of the mean radial velocity which is small in magnitude show 

some notable under predictions at xl D = 0.6 and xl D = 0.8 (Figure 7.20). The 

mean swirling velocity (Figure 7.21) predictions do not capture the peak values 

appearing on the outer shear layer at xl D = 0.2,0.4. The radial spread of the 

swirling velocity has slight variation in the region r I R = 0.5 - 1.0 at the axial 

locations xl D = 0.4,0.6,0.8. In this case the flow field forms a strongly rotat­

ing, non-recirculating collar-like zone of air having peak mean swirling velocity 

of < W >= 13 m.s-1
• The rms of swirling velocity is also increased in this re­

gion. The maximum value of the mean swirling velocity occurs directly above the 

burner annulus. However the formation of the collar-like flow feature in this flow 

is more upstream compared to N29S054. The overall agreement is quite good for 

the mean swirling velocity for highest swirl number case, which is believed to be 

much difficult to predict in a complex flow field. 

Figure 7.22 shows axial velocity fluctuations (rIns). The predictions are in good 

agreement with experimental measurements. However, the predictions fail to cap­

ture the peak fluctuations on the outer shear layer x/D = 0.4,0.8 (r/R = 1.2) . 
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7.8 Flow structures of the high-swirl case 

The radial velocity fluctuation is slightly overpredicted at xl D = 0.2 (r I R = 1.2) 

and underpredicted at xl D = 0.6 (r I R = 0.5). The overall comparison for the 

rms radial velocity is arguably satisfactory. In Figure 7.24, the swirling velocity 

fluctuation is plotted. It is noted that the LES predictions well captured the peaks 

of the fluctuation, which formed due to the shear layer in the flow field. However, 

it is worth to note that the rms swirling velocity is slightly underpredicted at last 

three axial locations, xl D = 1.4,2.0,2.5. LES calculations show highly varying 

nature of Reynolds stresses along the radial direction. The stresses are highest 

near the jet and annulus area (Figures 7.25-7.26). These stresses continue to di­

minish in magnitude further downstream in the flow. Near burner predictions are 

very good. Further down stream experimental data does not show the degree of 

variation seen in the predictions. The magnitude of predicted Reynolds stresses 

agrees with experimental values. The variations in predictions could be due to 

the high swirl number and the complexity of the turbulence flow field. Given 

that this case has a high swirl number and hence the flow features are complex, 

overall LES results appear to capture all important flow features reasonably well. 

In all three cases considered in this study LES appears to produce good predic­

tions. It is to be noted that LES has successfully predicted mean velocities, their 

fluctuations and Reynolds stresses in a range of swirling flows. With this success 

in predicting isothermal cases considered in this study, the next step is to model 

reacting cases to predict combusting flows in this burner configuration where data 

is available for species concentrations, temperature and other important parame­

ters such as mixture fraction and mixture fraction variance. This forms the next 

chapter. Also present success with LES of isothermal flows allow carrying eval­

uation of performance of LES based combustion model with the confidence that 

turbulence is reasonably well reproduced. 
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Figure 7.19: Radial profiles of mean axial velocity in the N16S159, lines represent 
LES results and symbols represent experimental measurements. 
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LES results and symbols represent experimental measurements. 
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7.8 Flow structures of the high-swirl case 
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7.8 Flow structures of the high-swirl case 
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7.8 Flow structures of the high-swirl case 
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7.8 Flow structures of the high-swirl case 
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7.8 Flow structures of the high-swirl case 
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7.S Flow structures of the high-swirl case 
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7.9 Vortex breakdown and recirculation 

7.9 Vortex breakdown and recirculation 

This section discusses the phenomenon of vortex breakdown (VB) in the medium 

swirl case (N29S054). Figures 7.27 and 7.28 show the instantaneous streamlines 

and velocity vector field of the cross section at 70 mm above from the burner 

exit plane obtained from LES calculation taken at time t = 30 ms. Figures 7.27 

also shows the filtered axial velocity of the cross section (colour contour), which 

involves the negative values as a result of the vortex breakdown. 

The two plots show the formation of the low velocity region around the central 

axis. The low velocity region leads to forms the bubble type vortex breakdown 

around the central axis. Vortex breakdown has been defined as an abrupt flow 

transition with a free stagnation point/region on the axis followed by a reverse 

flow and a fully turbulent region. Especially the streamlines in the near axis core 

region show flow reversal generated by the recirculation zones as a result of the 

vortex breakdown. Even in the upstream near to the bluff body the shear layer 

instability evolves between the fuel jet and air annulus as well as air annulus 

and co-flow (Figure 7.29). These instability vortices are rapidly convected away 

by the mean flow. Additionally these vortices grow stronger when a vortex ring 

pass by from upstream, and became weak or even disappear as the vortex ring 

propagate further downstream. Small-scale random turbulence grow in the shear 

layer and flow becomes more turbulent as a result of the swirl velocity. 
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7.9 Vortex breakd own a nd rcc irc ulatio n 
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Z= 70111111 at t= 30ms. 
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7.9 Vortex breakdown and recirculation 
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7.9 Vortex breakdown a nd recircula tion 

The predicted mean fl ow fi eld of the medium swirl case compared with ex­

perimental data are sll own ill Figure 7.30 and 7.3l. The contour plots for the 

mean axjal velocity show that a recircula t ion zone developed above the ceramic 

bluff body shrink in size ruld stagnates at about 25 mm from the exit plane. The 

primary rull1ulus axiaJ velocity is considerably higher (29.7 m .s- 1
) and t his is one 

of the key parameters for the occurrance of downstream vortex breakdown in this 

burner configuration. The bluff body stabilized recirculation zone is much thin er 

and compact than tha t formed with the non-swirl case. The eristence of the 

second recirculation zone is attributed to the phenomenon of vortex breakdown 

(VB) wh ich sta.gnates on the jet centreline at x = 50 mm and 110 mm . This zone 

takes on the shape of a closed bu bble shape vortex and has peak mean axial ve­

locity < U >= -5 rn.s- 1 occurring on the centreline at x = 70 mm. The contour 

plot for the merul swirling velocity (Figure 7.31) shows that the fl ow is less able 

to desire the mean swirling velocity outwards into the co- fl owing secondary air 

stream. The radiaJ spread of the flow fi eld at each axial station is defined to be 

at the radial positions where < W >= O. The ma..ximum swirl velocity apperu·s 

at rul a..xial distance of 40 mm above the burner face at ,. = 30 mm. 

Hence the velocity fi eld leads to a non-recirculating coll ru--Iike flow feature in the 

fl ow just beyond the end of the first recirculation zone. As appeared in Figure 7.31 

the collar-like flow feature occurs as a result of the downstream recirculation re­

gion, Al-Abdeli and Masri (200330) . Especially in t llis case the radial moment um 

across the width of the flowfield is too high as a result of the nru-rower flow regime. 

Tllis behavior occurs since the fI uid pru·cels ru·e being forced to accelerate through 

the rest ri cted cross-sect ionaJ area between the surrounding stagnan t fluid and the 

edge of the recirculating vortex, AI-Abdeli and IIasri (2003a) . 

Adru t ionaliy the downstrerun (bubble shaped) recirculation zone and the rota ting 
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7.9 Vortex breakdown and reci r culation 

collar-like flow structure ahead of it compresses the flow leading to higher veloc­

ity grad ients and shear stresses in the region arouud 'c = 60 mm at r = 13 mm 

(comparisons of the shear stresses are already discussed in fl ow structlues of the 

medium swirl case). Thus the downstream part of ti ,e fl ow fi eld can expect im­

proved mixing rat.es both as a consequence of the recirculation and the increased 

shear stresses. 

The time averaged mean a.'<ial velocity along the burner centreline is shown in 

Figure 7.32. It can been seen in the near-field of tbe inlet, the centreline veloc­

ity rapidly decays with increased distance downstream. Between 50 'mm < x < 

100 mm, the centrel ine velocity becomes negative and the fiow stagnates. This 

flow reversal occurs due to the vortex breakdo\\~l (VB) as discussed earlier. 

In a similar fas hion, Figure 7.33 shows the ccnterl ine turbulent kinetic energy pro­

fil e. As expected , the axial distribution of the turbulent kinetic energy is higher 

near to the centra l axis as a, result of the formation of bluff body, tab ilized up­

stream recircu lation zone. However, the peak value is somewhat underpredicted, 

but the overall agreement is acceptable. Figures 7.34 to 7.36 show more features 

of upstream recirculation and downstream VB bubble of the medium swi rl case. 

The contour p lots mainly show t he values below zero for the mean axial velocity 

which indicates the formation of recirculation and vortex bubble. 
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7 ,9 Vortcx brcakdown and rcci r culation 
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FiguJ'e 7,30: ContouJ' plot foJ' meall >lxia l vcioeity [DJ' medi um swirl-c'ase, 
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Figurc' 7,31: Contour plot for lI1eall swirling ,'cloci!," for medium swirl-ca,,', 
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7.9 Vo r tex breakdown and recirculatio n 
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7.9 Vortex breakdown and recirc ulatio ll 

0.12 

0.1 

~ 

E 0.08 ~ 

Q) 
u 
c 
Cl) 

.~ 0.06 
"0 

.~ 
x 
~ 0.04 

0.02 

0 

Radial distance (m) 

Figure 7.31: R"(·irculal iou Hnd vortex breakdown. conl our plot of thl' nlean axial 
yeiocitS for IHcdilllll ~\\"i rl case and dash lint' indicate tilt, 1I('gHtin' IlIcan ;..,-"jell 
vdocity. 

lGG 



7.9 Vortex breakdown a nd recircula tio n 
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7.9 Vortex breakdown and rec ir c u lat io ll 
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7.10 Swirl number variation 

7.10 Swirl number variation 

Figure 7.37 shows the LES results of the swirl number and the mean axial velocity 

a.long the centreline for the two swirling test cases (medium and high swirl case) . 

The decay of the swirl numbers along the centreline is ident ical for both case' Il.ncl 

peaks values occur at x = 20 mm above from the exit plane. However, near to 

the jet in let the predictions underestimate the cent reline velocity in the highest. 

swirl number test case. Purther downstream the axial velocity of N16S159 nearly 

goes to zero. However, there is no dowl1strearn recirclll ation or vortex breakdown 

despite having a larger swirl number. 
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Figure 7.37: Distribution of the swirl number and mean axial velocity along the 
cent ral axis (left side: :-.I 29S054, right side: 1\ 165159. 
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Chapter 8 

LES of Swirling Flames: Results 

and Discussion 

8 .1 Int roduct ion 

.1odelling of swirl stabilized reacting flows represents the next level of compu­

tational complexity after successful simulations of t he isothermal swirling flow 

fi elds. The Sydney swirl burner configuration describes the series of swirling 

fl ame structures for a range of swirl numbers and Reynolds numbers, AI-Abdeli 

and Masri (2003b), Masri et al. (2004). In previous chapter the flow structure 

of the non-react.ing swirling flow fi elds were discussed and the present chapter 

continue the LES calcu lations of more complex turbulent swirling fl ames. T he 

main object ive is to provide a comprehensive picture of the LES calcula tions of 

different swirling fl ames covering a range of swirl numbers a.nd R.eynolds nUlll­

bel's. Two different flames S:VlID and StvIH2, covering two fuel mixtures over a 

range of flow conditions are selected for LES calculations. The following sections 

describe the important fl ow features of selected swirling fl ames based on experi­

mental observations followed by LES ca.!culation procedure and the comparison 
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8.2 Exp erimental observat ions 

of J redictions with experimental data. 

8.2 Ex perimental observations 

In this work, two swirling flames known as SMH1 , SlvlH2 experimentally inve -

tigated by Al-Abdeli and lvlasri (2003b), Masri et al. (2004) have been selected 

for modelling and thus discussion of the important features of the flow fi eld and 

fl ame structure based on experimental measurements is provided . 

SlIlH1 used CNG-H2 and operated at a fuel jet velocity of 140.8 m.5 - 1 with a 

swirl number of 0.32. It was a stable fl ame well away froln the blow off limits. 

The velocity fi eld measurements showed a large recirculation zone just a.bove the 

blufr body extending alrnost entirely to the annulus a t T = 23 mm. This fl ame 

also exhibited a secondary VB recirculation zone. A strong necking region was 

also seen around x "" 70 mm where the visible flame width was reduced to about 

25 - 30 mm. The upstream behavior of flow exhibited a higllly rotating, down­

stream collar-like flow feature in region upstream of the second recirculat ion zone. 

The fl ame SMH2 operated at a fuel jet velocity of 140. m.5- 1, with a higher 

swirl number of 0.54. This flame showed a typical bluff body stabilized upstream 

recirculation zone which extended up to about 50 mm along the the::; direction. 

Un like flame SMH1, SMH2 showed no downstream recirculation and no rotating 

colla r- like features were observed in the measurements despite having a la rger 

swi rl number as a result of the less primary annulus axial velocity. Composition 

measurem nts showed lower peak mass fraction of H2 compared to the SMH1 

flame indicating faster mixing induced by higher swirl and the S 'lH2 flame was 

broader than the SMH1 flame. Both SMH1 and SMH2 were generally asynunetric 

in the upstream region. 
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8 .3 umerical description 

8 .3 Numerical description 

As discussed earlier, the incompressible variable density calculation procedure is 

usecl to perform LES calculations for the reacting swirling fl ames. Once the den· 

sity is obtained from the Aamelet library, the continuity equation can be imposed 

as a constraint on the momentum fi eld , with th t ime derivative of density as 

a source term. This constraint is enforced by the pressure. The computational 

algori tlun first advances the mixture fraction. The flamelet library yields the den­

sity, whose time derivative is computed. The momentum is predicted using the 

convective, viscous and pressure gradient a t the present time step. The predicted 

value of the momentum is then projected such that the continuity equation is sat­

isfi ed. The advection terms of the momentum equa.t ions are discretized by using 

SHARP Leonard (1987) scheme and other spatial derivatives in momentum equa­

t ion are discretised by using standard second order central differences. Second 

order cent ral differences arc also used fo r the pressure correction equat ion. The 

transport equation for the mixture fraction uses central d ifference fo r the diffusion 

term and SHARP Leonard (19 7) for the advection terms to ensure monotonicity 

of the solution. The solutions are advanced in time by using the fractional step 

method. The momentum equations are integrated using a third order hybrid 

Adam-Bashforth/ Adam-lI loulton scheme to give an approximate solution for the 

velocity field. The time discretisation of the scalar equation uses Crank-Nicolson 

scheme. T he solution is advanced with a time stepping corresponding to Courant 

numb r in the range of Co < 0.7. The discretized equations are solved using a lin­

ear equation solver. Bi-Conjugate Gradient Stabi lized (BiCGStab) methods with 

Nlodifiecl Strongly Implicit (MSI) preconditioner are used to solve the system of 

algebraic equations resul t ing from the discretisation. The momentum residual 

error is typically of the order 10- 7 per time step and the mass conservation error 

is of the order of 10- 10 
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8.4 G rid resolu t ion s and b oundary condi t ion s 

8 .4 Grid r esolutions and boundary conditions 

The computa.t ional domain has dimensions 300 x 300 x 250m711, which employed 

non-un iform Cartesian grid in , X , Y and Z directions respectively. Two different 

LES grids were employed to analyze the grid sensitivity for the SMH1 flame. Grid 

1 consisted of 100 x 100 x 100 cells in X , Y , and Z directions respectively giving a 

total of one million grid points. A Grid 2 t hat was coarser than Grid 1, consisted 

of 85 x 85 x 100 cells in X , Y and Z directions respectively having a pproximately 

0.72 million grid cells. The fl ame SlI IH1 with swil·1 tllunber 0.32 was used as a test 

case for grid sensiti vity ana lysis. LES results obtai ned using a bove two grids are 

compared with experimental data. The mean axial, swirl velocities and their rms 

fiuctuations at xl D = 0.<1 and mean mix ture fraction and its fluctuation at .7;1 D = 

0.5 arc compared wi th experimenta l measurements. In Figure 8.1, solid lines 

represent the Grid 1 results (1 million), dashed lines represent the Grid 2 results 

(0.72 million), and symbols represent t he experimental measurements. There are 

slight difrerences between t he L8S results predicted (rom bot.h grids. However , 

it has been found that the grid 1 results are much closer to t he experimental 

measurements t han grid 2, especially in outer and inner shear layers of t he bluff 

body sta bilized recirculation zone. Therefore grid 1, which includes totallllUTlber 

of 1 million cells has been used for a ll LES simulations considered here and the 

predictions are compared with experimental measurements. For completeness, 

Grid 2 simulations have been carried out for the other two test cases as well and 

it has been established that Grid 1 provide a n adequate resolution. 

8 .5 Statistics 

The large computational domain was chosen to reduce the effect of t he bound­

aries. The computations suggested t hat t he statistics for time average calcula-
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8.5 Statistics 
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Figure 8. 1: Radial profiles of mean axial velocity in the SMH1 flame, solid lines 
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8.6 SMHl flame 

Flame Grid Type Nx N" Nz Time(s) Cost days 
SMH1 Grid 1 100 100 100 0.06 22 
SMH1 Grid 2 85 85 100 006 17 
SMH2 Grid 1 100 100 100 006 21 

SM1 Grid 1 100 100 100 006 14 
SM2 Grid 1 100 100 100 0.06 14 

Table 8.l: Grid resolu tion and typical run t ime (s) for reacting swirl ing fl ames 

t ions can be started after 0.048. Sufficient t.ime period for the statistics is essential 

to achieve converged solutions for velocity components and combustion scalars. 

Since samples from two different intervals gives very similar results, it can be con-

eluded that the statistics are successfull y converged. To calculate the statisti cs 

of flow and combustion variablcs, total numbers of 1000 samples wcrc considercd 

within the period of 0.028. T he calculations were performed on a Pentiul11 4, 

personal computer with 4GB RA.M and 3GHz processor running under Linux 

operating system. Table 8.1 summaries typical run times in days for each case 

considered. 

8 .6 SMHl flame 

SMH1 flame operates with CH4:H2 (50 : 50) by vol ume of fuel with a central jet 

velocity of 140.8 m.8- 1 and 47% away from base I Iow-off. The operated swirl 

number is 032, AI-Abdeli and Masri (2003b). 

In the fl amelet approach the effect of local flame stretch , usually t.aken to be 

scalar dissipation rate, Peters (1984) provides some valuable information to iden­

tify the local ext inction phenomena, Peters (1983). However in the present case 

SMH1 1asri et al. (2004), there a.re no experimental evidence of local extinction. 

Hence a single flamelet has been used to calculate the characteristic properties of 
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combusting fl ame. To find the most appropriate strain rate, the flamelet profiles 

arc gCllcratcu fro III two difIercllt straill rat.cs and cornparcu with experiment.al 

scatter plots. The rates of stra in considered were a = 300 S - 1 and 500 S - 1. Fig­

ure 8. 2 shows the cOlnparison of the fl amelet profiles with experimental scatter 

plots at xl D = 0.8 for fl ame SMHl. It has been found that the single fl amelet 

with the strain rate of a = 500 S - 1 is approximately the best Aamelet for both 

SMHl and SMH2 calculation. Hence a single fl amelet with the strain rate of 

(I. = 500 S- 1 is considered for the present calculation. The fl am elet calcul ations 

have been performed using the Flamernaster code Pitsch (1998). The reaction 

mechanism em ployed is the GRl 2.11 of Bowman et al. (1995) which includes 49 

species and 279 reactions. 

Figures 8.3 and 8.4 show snapshots of the fil tered mixtme fraction and filtered 

temperature respectively. The combustion products inside the reci rculation zone 

continuously provide ignition somces, thereby stabilizing the fl ame. These snap­

shots have been taken from animations indicate the complex transient turbulent 

swirling flow behavior and their chemical interactions. The animation of t he fil ­

tered a;xial velocity contour plot shows the fuel jet breaks up in the upstream 

reci rculation zone. However the animations do not show the downstream vortex 

breakdown observed in experiment and the reason for LES not to capture the 

vortex breakdown (VB) zone in th is case is unknown. One possible reason could 

be overprediction of the centreline axia.l velocity shown Ia.ter in Figure 8.6. 
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8.6 SMHl flame 

Velocity fi elds 

The contour plot for the mean a;xjal velocity and the velocity vector field generated 

from mean velocities are shown in Figure 8 .5. The bluff body sLabilized upsLrcam 

recirculation zone is well captured. The comparisons of the time averaged mean 

axial velocity at different axiallocatiolls xl DE {O.2, 0.4., 0.8, 1.2,1.6, 2.5, 3.5} are 

shown in Figure 8.6. The experiment.al dflt.a show that. the relnt ively short bluff 

body stabilized upstream recircula.tion zone, which extends upto 60 mm towards 

the axial direction from the burner exit plane, and a highly rotating downstream 

collar-like flow feature leads to the occurrence of vortex breakdown (VB). The pre­

di cted negative values of the mean a"ial velocity at xl D E {0.2, 0.4 }(Figure 8.6) 

and the contour plot (Figure 8.5) of mean velocity indicate the flow reversal, which 

generate the upstream blurr body stabilized recirculatioll zone. At xl D = 0.8 the 

experimental and simulation data still show negative values for the mean a,xia l 

velocity and hence, it can be concluded that the predictions have well captured 

the upstream recirculation zone that has been found experimentally. Additionally 

the calculations reproduced all peaks of t he mean a,'<:ial velocity which appears 

above the primary annulus. However the calculation overpredicts the centreline 

axial velocity at xl D E {1.2, 1.6. 2.5,3.5}. 

It is also interesting to note that there are no experimental measurements on the 

centreline for the first few axial locations. The axial momentum of the central jet 

is much higher due to the higher jet velocity. It is observed that the predicted 

central jet breaks slower than tha t found experimentally. However predictions 

could improve with the higher resolu t ions a.1ong the a,xial direction. No radial 

velocities are available for comparison in this case. The comparison of the mean 

swirling velocity is shown in Figure 8.7. The compru·isons between calculations 

and measurements are very good at most of the axial positions. The predic­

t ions have captured peaks apperu·ing on the inner and outer shear layer of the 
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upstream recirculation zone. At xl D = 2.5, the LES swirling velocity deviates 

from experimental measurements. This may be attributed to non-existence of 

the downstream recirculation zone in the prediction ( see Figme 8.6). However, 

the overall agreement is qui te good for the mean swirling velocity. At x l D = 0.2, 

the bluff body stabilized recirculation zone extends upto the swirling annulus. As 

mentioned earlier, the rotation rate can be used to describe the rotation of the up­

stream recirculation zone. At ,) R = 0.8, the recirculation zone rotat.es at a rate 

of 103 rev .s- I
, which is derived from < W >= 13.2 m. s-1 at xl D = 0.2. For the 

same axia l location, at rl R = 1.1 (this is above the primary annulus) the mean 

swirling velocity of < W >= 15.8 m .s- I leads to the rotation rate of 92 rev .s- 1 

Thc difference bet.wcen byo rotat.ion values at two different radial positions effec­

tively makes the rotation of the upstream recirculation zone. The width of the 

upstream recircula tion zone is described in the region between xl D = 0.4 3Jld 

0.8. However, strong negative aexial velocity (approximately - 10 m.s- I ) has been 

predicted in the core of the zone at both C/;I D = 0.4,0.8, which is very close to 

the value observed by AI-Abdeli and Masri (2003b). 

Figure 8.8 shows that comparison of the a.xial velocity Buctuations. RMS of axial 

velocity fluctuations arc slightly underpredicted at first three axial locations in 

the region between r I R = 0.3 - 1.0. Additionally the centreline a.x.ia.J velocity 

fluctuations are slightly overpredicted at xl D E {1.2, 1.6}. The overall agreement 

however for the rIns axial velocity is good and profiles are reasonable. 

Despite the small discrepancy the comparisons for the swirling velocity Buctu­

ations agree well (see Figure 8.9). There are some discrep3Jlcies a t first three 

ax.ial locations same as rms axial velocity. The issue of the downstream cen­

treline vortex breakdown remains speculative and causes may be the deviations 

in comparisons for mean velocities and rms Buctuations at furth er downstream 
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xl f) E {2.5,3.5}. The overal l agreement for the mean velocities and nns f1uctu­

ittions is agree well , even though vor tex breakdowlI has not been captured . 

Scalar fields 

The fl ame structure (mean temperature field ) of the fl ame SMH1 calculate I from 

LES is showll in figure 8.10. The simulated flame show higher temperature inside 

the upstream r circulat ion zone as well as further downstream near to the centre­

line. Furthermore, the strong necking occurs around, x = 70 mm (downstream 

from the burner exit plane), which is the link to the collitr-like fl ow feature and 

as a resul t, the visible flame width reduced to about 25 - 30 mm. However, the 

fl ame SMH1 is relatively longer thitn the other fames investigated by l\llasri et al. 

(2004). 

Figure 8. ll shows the comparison of rru:lial profiles of the mean mixture fract ion 

at downstream axial locations. It is evident tha t the rnixtme fraction is slightly 

underpredictcd in b tween T I R = 0.2- 0. at xl f) E {0.2. 0.5}. Despite tltis slight 

discrepancy, the agreement between calculations and measurements are very good 

at all other downstream axial locations. Furthermore a t any given axial position, 

the narrower regime of the upstream recirculation zone shifts the radial profiles 

toward centra I axis as a resul t of the outer she31' layer. The radial profiles of the 

mixt ure fraction v31'iance at downstream axial locations are shown in fi gure 8.12. 

The peak of the variance at xl D = 0.2 is somewhat overestimated. T he V31'i­

ance has steep gradients near to the jet centreline closer to the burner exit plane 

and this peak shifts towards radial direction in further downstream. The higher 

variance may be genuine, since higher turbulence levels are also presented on the 

centreline within the recirculation zone. The mixture fraction Vari311Ce results are 

reasonably good for the other axial locations for xl D ::; 1.6. However, predictions 

slightly overepredict at the centreline at xl D E {2.5, 3.5} . The qualitative trends 
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agree very well. 

The comparison of the mean tempcratw-e field is shown in Figure .13. Despite 

the complex.ity of the flow field, the comparison of the temperature fi eld is reason­

able at most of the axial locations. However, the underestimation of the radial 

spread of the mixture fraction leads to a corresponding deviation of the tem­

perature and species concent rations, which can be seen at xl D E {0.2, 0.8}. In 

experiments, the peak temperature appeared in the outer shear layer at xl D = 

0.8(1) R = 0.6). The calcu lated temperature underpred icts at this location. It is 

also important to mentioned that the experimental data have some sudden in­

crease at this location. Furthermore the steady flamelet assumption may not be 

perfectly valid at this point. Despite having this underestimation the compa.risons 

are good at a ll other locations. The overall pred ictions of the mean temperatw-e 

are in good agreement with experimental measurements. 

The comparisons for the species concentration profiles are shown in Figures 8. 14-

8.16. The profil es for H20 are consistent with those of temperature with slight ly 

simi lar peaks. The radial spread of CO is underestimated at xl D E {0.2, 0.5}. 

The CO2 is overpredicted at xl D E {1.1 , 1.6, 2.5 , 3.5}. It has been observed that 

the predictions ha.ve not captured the peak values of CO2 and CO mass fractions. 

Further downstream the results are very good for all species concentrations. In 

general, given the complexity of the flame and flow field , species predictions are 

reasonably good. 
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Figure 8. 15: Radial profiles of mass fraction of C02 in the SMH1 flame, lines 
represent LES results and symbols represent experimental measurements. 
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8 .7 SMH2 flam e 

The fi ame SMH2 operated with CH4:H2 (50 : 50) by volume, central jet velocity 

of 140. m.s- 1
, and a moderate swirl number of 0.54, Masri et ill. (2004), AI­

Abdeli and Masri (2003b). 

Velocity fi e lds 

T he experimental measurements observed an upstream recirculation zone, which 

extends upto x = 50 mm along the axial direction. It is interesting to demonstrate 

that, SMH2 has no downstream recirculation and no centreline vortex breakdown 

despi te having a larger s'vi rl number (0.54). The reason behind this remains un­

known and the only possibi li ty is the lower value of the axial velocity a t swirling 

annulus compared to SMH1. The contour plot of mean axial velocity and the vc­

locity vector fi eld generated from mean velocities is shown in Figure 8. 17, which 

shows the predicted upstream reci rculation zone. The time average mean axial 

velocity profi le at different axial locations are shown in Figure .18. It can be 

seen that the agreement is generally very good. At :cl D = 0.8, the predictions 

well capture the negative mean axial velocity along the radial direction and the 

fl ow reversal. Hence the predicted recirculation zone is well estimated . The pre­

dicted negative values of th mean axial velocity at .1:1 D E {0.136. 0.2. 0.4, 0.8} 

indicate the flow reversal, which generates the upstream bluff body stabili zed 

recirculation zone. The recirculation zone extends upto xl D = 1.0, which is in 

agreement with experimental observation. However, the centreline mean axial 

velocity is slightly overpredicted at downstream locations xl D E {1. 7.2 .5, 3.5}. 

The comparisons of the mean rad ial velocit ies are shown in Figure 8.19. The 

predictions of the mean radial velocity. which is usually much more d iffi cul t to 

predict in swirling flow fi elds show reasonably good agreement . The comparison 

of the mean swirling velocity is shown in Figure 8.20. The peaks are weU pre-
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dicted in the inner shear layer at xlD E {0.136,0.2}. However. the pr dictions 

have not captnred the peaks in the outcr shear layer at ·"1 J) E {0.4,0.8}. Overall 

the mean swirling velocity prcdictions agree well with experimcntal data. 

T he agrc mcnt for the axial velocity flu ctuations are good at all downstream 

ax.ial locations (Figure 8.21). The fluctuations are very high near to the centre­

line at first [our ax.ial locations due to the suddcn cxpansion of the bluff body. 

Figure 8.22 shows the comparison of the radial velocity fluctuations. Thc radial 

fluctuations are somewhat underpredicted at xl D E {0.136, 0.4, 0.8} in between 

r / R = 0.3 - 1.0. Although th centrcline valuc at xl D E {1.2, 1. 7,2.5,3.5} is 

overpredicted. The agreement is satisfactory at almost all downstream axial loca­

t ions. The swirling velocity fluctuations shown in Figure 8.23 are very good at a ll 

downstream axial locations. The simulation successfully pred icted all peak values 

of swirling \'clocity fl uctuations around centreline inside the bluff body stabilized 

recirculation zone and around swirling annulus. The overall agreement for mean 

velocities and fluctuations are reasonably good for almost all axial positions. 

Scalar fi e lds 

Figure 8.24 shows the fl ame structure (mean temperature) of flame SMH2 pre­

dicted from LES. Figure 8.25 shows the radial profiles of the mean mixture frac­

t ion at downstream axial locations. It can be seen that the radial spread of the 

mixture fraction is slight ly under-predicted at first four axial locations. Espe­

cially it has somc large deviation in between 'rl R = 0.2 - 1.0 at J;j D E {0.2. 0.5} 

(similar ullderprediction was seen in SMHl calculation). However it is inter­

esting to note that both fl ames have same deviation at this particular radial 

distance. The experimental data may have some errors at these two locations. 

The downstream predictions compare well with experimental measurements. The 

comparison for the mixture fraction vari ance is shown in figure 8.26. The results 
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although reasonable, fai l to predict the peaks of the mixture fraction vari ance at 

some axial locati ns, C/;/ D E {0.8, 1, I}. The downstream mixture fraction fluctu­

ations, however agree well with measurements. Figme 8.27 shows the comparison 

of the temperature field. Compared to experimental measurements, at first three 

axial locations, xl D E {0.2, 0.5 , O.S}, predicted temperature is well above the 

experimental measurements. T his is mainly due to del'iation in mixture frac­

tion and its fluctuat ions at those axial locations. Further downstream the LES 

predictions of radial spread of the fl ame temperature agree well with experimen­

tal measurements. Figures 8.28-8.30 show the agreement between predictions 

and experimental measurements for all major species concentrations. The H20 

predictions are excellent at almost all a.xial locations. The fl amelet model pro­

vides a good prediction of H20 mass fraction inside the recirculation zone as 

shown in Figure 8.28. However , CO2 is overpredicted, especially in the region 

between r I R = 0.0 - 0.5 at some axial locations. This overprediction occurs 

inside the recirculation region (see Figure 8.29). Radial mass fraction profi les of 

CO is shown in Figure 8.30. The CO predictions are slight ly underestimated 

at :cl D E {O. 2, O.5}. Despite this discrepancy, the downstream predictions are 

very good at all considerable axial locations. The fl amelet model successfully 

reproduces the radial spread and trends of CO mass fraction. 
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Figure 8.30: Radial profiles of mass fraction of CO in the SMH2 flame, lines 
represent LES results and symbols represent experimental measurements. 

212 



Chapter 9 

Conclusions and Future 
Directions 

9.1 Conclusions 

The primary focus of this work has been to examine the abi li ty of Lru-ge-Eddy 

Simulation (LES) methodology for modelling of fl ow field and fl ame structure 

in more realistic laboratory scale combustion devices. The device modelled here 

was the swirl-stabilized non-premixed burner known as the Sydney swirl burner, 

which has been a target model problem for the T F workshop series. In this 

study a LES code was developed with the laminar Aamelet model of combu. tion 

to model the Sydney swirl burner. The developed LES calculations were first 

valida ted the isothermal swirling jets data obtained using simple well defined 

boundary cond itions. T he calcu lat ions have been carried out fo r three different 

isothermal test cases based on their swirl and Reynolds number. The sensit ivity 

analysis has been canied out to assess the effects of grid resolution , inlet profiles. 

wirl number and Reynolds number. The simulations show that \vi th appropriate 

inAow, outflow boundary conditions and suffi ient grid resolution LES success­

fully simulated the experimentally observed structure and topology of the swirling 

flow fi elds 8Jld results agree well with measured mean velocity, 1'1us fluctuations 
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ilnd the Reynolds shear stresses. 

In the non-swirling case turbu lence is mostly generated in the shear layer near 

sudden expansion at the blurr body wall. In the swirli ng fl ows lurbulence is not 

only generated in the sheru- layer near the sudden expansion , but also in the vortex 

breakdown (VB) bubble. It is round that the centre-line axial flow recirculates or 

break down (bubble type vortex breakdown) is achieved in the flow with a mod­

era te swirl number (N29S054 ), rather than the high swirl number (N16S159). 

However, it is evident from the results that the axial momentum (or Reynolds 

number) of the swirlillg a llllUlus plays a major role in determining the onset of 

vortex breakdown. The combination of low swirl number and higher primal'y a.x­

ial velocity seen to cause the vortex breakdown. Experimentally observed features 

of vortex breakdown and flow structures at <.\ifJ"crcnt operating conditions were 

successfully reproduced by the present large eddy simulations indicating that LES 

is capable of predicting VB phenomena which occms only at certain condi tions. 

The simulations have been able to capture the fast decay of turbulence in s\\'irling 

flows due to the fast transport of turbu lent kinetic en rgy toward radial direction 

as a result of the high centrifugal force induced by swirling motion and this helps 

to reproduce the important recirculation zones seen in experimental results. 

While, a considerable amount of work has been CalTiecl out here (dynamics of 

isothermal swirling flow fi eld ). some efforts al'e still required to improve the ac­

cumey, applicabili ty and efficiency of the LE t('chnique to t lw fi eld of turbulent 

combustion . As a final step, most difficult lesl cases of Sydney swirling flames 

were simulated. They feature non-premixed fl ames stabilized by all upstream re­

circulation zone caused by the bluff-body and a secondary downstream tagnation 

region induced by swirl, which pre-heat(s) the fuel-air mixture by recirculating 

reaction products. Their flow is more complex and relevant to flows in practical 
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9.1 Con clusions 

combustors. Thereby fac ili tating a more realistic estimation prediction capabili ty 

ofLES. 

In the present work, an algorithm was developed f r large eddy simulation of vari­

able density reacting fl ows in simple well-defined configurations. Part icular atten­

t ion was given to both the primary conservation (mass, momentum, scalar) and 

secondary conservation (kinetic energy, scalar energy) properties of the method. 

The algori thm uses the primi tive va riables, which are staggered in both space 

and time. A steady laminar f1 amelet model, which includes the detailed chemical 

kinetics and IllUlt icomponellt Illass diffusion has been implemented in the LES 

code. An artifi cial method was im plemented to generate instantaneous turbulent 

velocity fi elds that are imposed on the inflow boundary of t he Ca.rtesian grid. 

To improve the a.pplicabili ty of the code, various a.pproaches were developed to 

improve stability and efficiency. This resulted in a computer program that yields 

satisfactory resul ts for the swirling fl ames presented in this work . 

The computed program was validated for two different swirling flames from S. rH 

group. In SV1H group , t he LES predictions captured the blull' body stabili zed up­

stream recirculation zone. Although good results were achieved for the isothermal 

fl ow, the investigation of flames revealed some challenging properties and diffi­

cul ties of the LES technique. In particnlar the occurrence of vortex breakdown, 

which is very sensitive to swirl , the wake-effect of the bluff-body, and interac­

tions between the central jet and the swirling coflow was hard to predict. It is 

interesting to note that independent of the present work , an LES investigation 

by another group Stein and Kempf (2006) resul ted in very similar resul ts and 

t he same overal l flow behavior for fl ame SMHl. The modelled swirling fl ames 

contain highly rotat ing zones of gas around the geometric centreline of the Aow. 

These zones form colla r-like fl ow fea tures downstream of t he bluR' body st,abi-
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li zed recirculation zone near the necki ng region of the fl ame. Despi te captw-ing 

the upstream recirculation zone, the simulation fails to capture the downstreiLlII 

vortex breakdown for the SMH1 fl ame, which is observed in the experimental 

nleasurements. Good agreernent was obtained between compu tations and the ex­

perimental measurements for both mean and fluctuating velocity profil es, mean 

and rlns of mixture fraction profiles, mean temperature and product concentra­

t ion. The steady laminat· fl amelet model appears to be atl adequate model for 

capt uring basic fl ame behavior. However, the steady laminar flamelet model may 

not be valid in some regions of swirling fl ames atld further improvements to the 

combustion model are expected to improve the peak temperature predictions. 

Addi t ionally it has been found that small errors in the computed flow field , par­

ticularly the slight deviation of t he mixture fraction leads magnification of errors 

in temperature fie ld and major species concentrations, as shown in comparisons. 

The re ults of this study show that LES seems to be more suitable for such 

~omplex flows. To fully appreciate the present effort, the re,ults pr~,:;entcd here 

have been compared with those presented at the 1\,rbulent Kon-Premixed Flame 

(Tl F ) workshop (2006) and the results presented in this thesis were seen to be 

very good compat·ed with resul ts obtained by other international groups work­

ing in this ser ies of flames. However, the present combustion simula tions do not 

included combustion process such as pollutant formation and thermal radiation, 

and thus future improvements will be necessary. \~Ihil e, invest igation on vari­

ous aspects of LES of swi rling fl ames has been investigated in this work , furth er 

effort iR requi red to improve the robustness and iLccumcy of LES based Rwirl 

combustion. The effort required to accomplish these simulations was reasonably 

moderate, confirming that LES has a great potential in engineering applications. 

With fur ther advancement of computer hardwiLre and software technologies LES 
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could be more useful for general engineering fl ows in the fu ture. 

9.2 Present contribution 

The major contribu t ion of this work can be summarized as follows: 

• Development of a LES code known as P UFFI! Kirkpat rick (2002) on a 

structured Cartesian grid to simulate combu t ing swirl flows. The code is 

wri tten in FORTRAN 90 modular format. 

• Development of accurate swirling inflow boundary condit ions: the instan­

taneous inflow boundary condi t ions have been generated by using mean 

velocity profi les with random fluctuations. The fluctuations are generated 

from a Gaussian distribut ion such that the inflow has correct level of tur­

bulent kinetic energy obtained from experimental measurements. 

• Development of an iterative t ime advancement scheme for the variable den­

sity calculations: for incompressible variable density fl ows both the velocity 

and density fi Id must be corrected to ensure conservation of mass. Since 

density depend on mixture fraction (in f1 am ~ let calculation) an iterative 

method is required ~ 

• Implementation the f1 amelet based subfilter scale combustion mod I: the 

steady laminar fl amelet model is used as a combustion model. The turbu­

lence and chemistry interaction is modelled through the beta pdf approach. 

• Comprehensive validat ion of LES predictions for turbulent isothermal swirling 

fl ow fi elds: the cases considered have swirl numbers ranging from 0 to 1.59 

and Reynolds numbers from 32400 to 59000. With sui table inflow, out flow 

boundary conditions and sufficient grid resolutions the LES calculat ions 
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foun I to be ill good agrecment with experimental data. It has been ob­

served that the ouset of downstream recircu lation and vortex breakdown 

does not depend on the attainment of high swirl number alone. It appears 

that the bubble type vortex breakdown is achieved in the fl ow with a lower 

rather than higher swirl number. The axial momentum of the swirling 

annulus plays an important role in the onsct of vortex breakdown. The 

combination of lower swirl number and higher axial velocity of the primary 

annulus leads to establish the downstream central recirculation zone (VB). 

These features have been successfu lly reproduced by LES calculations. For 

all the cases considered here LES calculations were successful in predicting 

observed recirculation zones and generally showed reasonably good agree­

ment with experimentally measured mean velocities, their rms fluctuations 

and Reynolds shear stresses . 

• Comprehensive validation of LES predictions for turbulent swirling Aames: 

the predicted flames are known as SYJH1 and SlIIH2 has fuel of CH4:H2 

(50:50 by volume). The swirl number of S:vJHl is 0.32 and S!vlH2 is 0.54. 

With appropriate inflow, outflow boundary conditions and rela tively fine 

grid resolutions, LES well predicted the time averaged mean velocities and 

rms Auctuations for all considered axia l positions. The LES predictions 

have captured the bluff bocly stabilized upstream recirculatioll zone for 

both flames. The swirling fl ames modelled contain highly rotating zones 

of gas around the geometric centreline of the flow . These zones leads to 

form the roll ar-like Aow feRtures downstream of the bluff body stabiliz~d 

recirculation zone near the necking region of the fl ame. The laminar Aamelet 

model is well capable of predicting fl ame temeprature and concentrations 

of major species without local e>.1;inction. 
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• LES predict ions of swirl induced recirculation and vortex breakdown (VB). 

9.3 Future directions 

The present LES study for isothermal and reacting swirling fl ows has raised some 

issues that need fur ther investigation. Further improvement of grid resolution, 

sensit ivity of the boundary condit ions and the numerical schemes for variable 

density fl ows including the compressibili ty effects due to high velocities could be 

considered to improve agreement between predictions and measurements. Par­

ticularly further investigations will require analyzing the occurrence of vortex 

breakdown, which is directly sensitive to swi rl and R.eYllolds number, jet pre­

cession and upstream bluff body stabilized rec ircula t ion zone. The digita l fi lter 

turbu lent infJow generat ion method int roduced by Klein et al. (2003) could be 

possible to implement in the existing LES code. 

It is a lso quite limited to handle the complex geometries in Cartesian coordi­

nate system. With this sa id , there are several possible reconunendations that 

could greatly advance the computational algori t hm 's edibili ty and effi ciency. In 

or ler to model advanced combustion systems, the numerical model must be able 

to hand le arbitrarily complex geometrics. Unstructu red grid algoritluns may be 

able to treat complex fl ow fi elds better and hence converting the existing Carte­

sian grid into non-orthogonal curvilinear grid should leads to model the complex 

geometries. 

Other possible area to investigate is the validation of flamelet assumpt ion, which 

may not be valid in some regions of swirling fl a.mes. In terms of computational 

efficiency [or the combustion modelling, a lookup table concept (pre-integrated 

tables for density, temperature and species concentrations) could be considered. 
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9.3 Future directions 

In lookup table approach t he state relat ion and other nonlinear functions are 

often known prior to conducting a simula tion, in which case the PD F' integrals 

can be calculated and stored into look up table before the simulation begins. 

The current combustion model is sufficient for the prediction of vortex/name in­

teractions and other kinematic fluid / fl amc processes (e.g., Vortex-Breakdown). 

However, it is unable to predict fl ame extinction or quenching induced by aero­

dynamic (stretch and strain) or chemical eff('cts. Possible method for s"ch cal­

culation is to develop t he progress-variable approach presented by Pierce (2001). 

It add much capabili ty to tbe steady fl amelet model, it is by no means a com­

plete combustion model, but rather a first step toward a more general approach. 

The combination of flamelet progress variable approach and unstead y fl anlelet 

modelling should be an ideal way to predict the flame extinction in turbulent 

non-premixed combustion. 

To model tbe formation of pollu tants such as oxides of nitrogen NO. an addi­

tional equations having significantly slower time scales should be considered. In 

terms of computational cost, this can also use the pre- integrated chemistry table 

wit b furth(' r development of the procedllIc for C' fficir nt calculation. 
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