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Abstract 

 

The objective of this research is to analyze and develop controller to minimize vibrations 

of the drill string in rotary drilling rigs.  

The rotary drilling process is affected by many vibrations which adversely affect the 

drilling efficiency. The vibrations are mainly classified into three: lateral, tosional and axial. 

Among the vibrations, lateral vibrations are the most destructive. The research conducted a 

detailed analysis on lateral vibrations. Bent drill string and unbalanced drill bit was found to be 

its major causes; and the resultant phenomenon was known as drill bit whirl. Practical 

demonstration and analysis of the bit whirl phenomenon was done by conducting experiments 

using an unbalanced drill bit model. Their controllability issues were also discussed and practical 

solutions suggested. Black box identification methods were applied to develop mathematical 

models for the system. Box Jenkins structure model was identified and validated by a twofold 

procedure. Accurate simulations results were obtained with a mere 0.05% residual.  

Studies revealed that the vibrations in rotary drilling were aggravated by two major 

causes: borehole friction and critical operation speeds. This research developed a self tuning 

adaptive controller which could effectively mitigate the vibration aggravating causes and 

improve overall drilling efficiency. On practical implementation, the controller automatically 

detected vibrations, mitigated the vibration aggravating causes, and resumed normal drilling 

operation in less than 10 seconds. The controller action was proven experimentally in two cases: 

(1) when affected by borehole friction and (2) in presence of an unbalanced drill bit. 

 All the experiments and control techniques applied in this research are validated by 

experimental data. The prototype used in this research is also distinguished from the rest due to a 
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universal joint, providing an additional two degrees of freedom. Thus, the laboratory set-up 

provided better dynamic analysis. 
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Chapter 1. Introduction  

 Rotary drilling rigs are the most common method of extracting petroleum oil and its by-

products from an oil reservoir. Since the early 19
th

 century, petroleum oil and its by-products 

have become an important and major source of energy. The task of finding oil is done by 

geologists and seismologists who survey and interpret the earth for source rocks and use satellite 

images to detect oil wells. An oil well is the term used for a boring through the earth’s surface, 

designed for finding and acquiring petroleum oil hydrocarbons. The oil wells differ in depth 

from region to region and can vary from 1 to 12 kms.  

 Rotary drilling is affected by three major types of vibrations: lateral, axial and torsional. 

These vibrations can exist individually or coupled during drilling. They cause various nonlinear 

phenomena such as drill bit whirl, stick slip, bit bounce, etc., in addition to in-homogenous 

borehole, bent drill strings and drill bit damages. Borehole friction and critical speeds of 

operation are the major vibration aggravating causes leading to drilling failure. The research 

aims to understand, analyze and minimize the vibrations in rotary drilling rigs by applying 

modern control techniques. 

 This chapter introduces the drilling rig used to extract oil from the oil wells. The drilling 

rig is the apparatus placed at the site of the oil reservoir to extract oil. The following sections 

describe the major parts of the drilling rig, the method of rotary drilling and the vibrations 

associated with it.  
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1.1 Major parts of rotary drilling rig 

Rotary drilling is the method by which oil or gas is extracted by creating a borehole in the 

earth’s surface by rotating a drill tool called the drill bit. Figure 1.1 is a simple schematic 

displaying the major components of the rotary oil rig. The rig is the structure placed at the site of 

the reservoir consisting of various components: derrick, hoisting system, power system, etc. 

These components are explained below. 

 

Figure 1.1: Schematic of a rotary oil rig [How Stuff Works (2001)] 
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Derrick: It is a tall (approximately 100 m) support structure that holds the drilling apparatus. It is 

classified based on the number of sections of drill pipe it can hold. Drill pipes are held by the 

derrick to be added to the drilling apparatus as drilling progresses.  

Hoisting system: The hoisting system is attached to the derrick at the top. It consists of the tools 

required for lifting and lowering heavy loads and equipment into the well, and holding the drill 

pipes which are to be attached together as the drilling well gets deeper.  

 

Figure 1.2: Schematic diagram of drill string components and drill bit 
 

Rotating equipment: The rig consists of many pieces of rotating equipment. Figure 1.2 shows a 

schematic of the major rotating components in a rotary drilling rig. The turntable which is placed 

at the surface is not depicted in the schematic. The turntable is also called the rotary table. 

It drives the entire drill string using power from electric motors. The drill strings are attached to 

the turntable, and consists of drill pipes and drill collars. The drill pipes (around 30 m long 

sections of high grade carbon steel) are connected together by tool joints and are attached as the 
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drill gets deeper. The drill collars are large heavy tubular sections which fit around the drill pipe 

and are used for providing the weight on bit (WOB) required, ensuring the drill bit stays down 

and centered during the drilling process.  The drill bit is attached at the end of the drill string and 

it is the tool which cuts the rock and drills the borehole.  

Casing: It is a large diameter concrete pipe that lines the drill hole. It prevents the hole from 

collapsing onto the drill string. 

Circulation system: It is used for pumping the drilling mud (a mixture of water, clay, weighting 

material, and chemicals used to lift rock cuttings from the drill bit to the surface) under pressure 

through the kelly, rotary table, drill pipes, and drill collars. It also serves as lubricant and coolant 

for the process. The circulation system consists of pumps, pipes, hoses, etc. 

Power system:  Usually rigs are set-up at remote places and may be isolated from sources of 

power. Power system consists of large diesel engines which are used to power electrical 

generators. These generators provide electrical power to run the entire rig.  

1.2 Method of rotary drilling 

In the rotary method of drilling, the hole is drilled by a rotating bit to which a downward force 

is applied.  The bit is fastened to, and rotated by, a drill string, composed of drill pipe and drill 

collars. New sections or joints are added as drilling progresses. The drill bit is located at the 

bottom end of the drill string, and it is the part which makes contact with the subsurface layers. 

The drill bit is responsible for breaking up and dislodging rock, sediment, and anything else that 

may be encountered while drilling. As the well gets deeper, additional sections of pipe are 

connected at the top of the hole. The taller the derrick, the longer the sections of drill pipe that it 

can hold.  

http://science.howstuffworks.com/h2o.htm
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The whole length of pipe, or drill string, is twisted by a rotating turntable that sits on the floor 

of the derrick. When the drill bit is worn, or when a different type of drill bit is needed, the whole 

drill string must be pulled out of the hole to change the bit. Each piece of pipe is unscrewed and 

stacked on the derrick. When the oil-bearing formation is reached, the hole is lined with a pipe 

called a casing, and finally the well is completed or made ready for production.  

Throughout the rotary drilling process, a stream of fluid called drilling mud is continuously 

forced to the bottom of the hole, through the bit, and back up to the surface. This special mud 

contains clay and chemicals mixed with water, lubricate the bit and keep it from getting too hot. 

The drilling mud also carries rock cuttings up out of the hole and clears the way for the bit. Thus 

it helps the drilling crew's geologists to study the rock to learn more about the formations 

underground. The mud also helps prevent cave-ins by shoring up the sides of the hole and 

functions as a coolant for the process. The next section discusses the major types of drilling rigs 

and their classification. 

1.3 Types of drilling rigs 

There are many types and designs of drilling rigs, with many drilling rigs capable of switching or 

combining different drilling technologies as needed. Drilling rigs can be described using any of 

the following attributes: 

By power used 

 Mechanical — the rig uses torque converters, clutches, and transmissions powered by its 

own engines, often diesel  

 Electric — the major items of machinery are driven by electric motors, usually with 

power generated on-site using internal combustion engines  
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 Hydraulic — the rig primarily uses hydraulic power  

 Pneumatic — the rig is primarily powered by pressurized air  

 Steam — the rig uses steam-powered engines and pumps (obsolete after the middle of the 

20th Century)  

By pipe used 

 Cable — a cable is used to raise and drop the drill bit  

 Conventional — uses metal or plastic drill pipe of varying types  

 Coil tubing — uses a giant coil of tube and a down hole drilling motor  

By the drilling method 

 No-rotation includes direct push rigs and most service rigs. Service rigs are equipments 

used for cleaning and maintenance of drilled rigs. 

 Rotary table — rotation is achieved by turning a square or hexagonal pipe (known as the 

"Kelly") at drill floor level.  

 Top drive — rotation and circulation is done at the top of the drill string, on a motor that 

moves in a track along the derrick.  

 Sonic — uses primarily vibratory energy to advance the drill string  

By position of derrick 

 Conventional — derrick is vertical  

 Slant — derrick is slanted at a 45 degree angle to facilitate horizontal drilling  

The laboratory prototype used in this research is of a conventional rotary drilling system driven 

by an electric motor. The next section discusses the factors affecting an ideal rotary drilling 

system, namely the shocks and vibrations. 

http://en.wikipedia.org/wiki/Rotary_table_(drilling_rig)
http://en.wikipedia.org/wiki/Top_drive
http://en.wikipedia.org/wiki/Derrick
http://en.wikipedia.org/wiki/Derrick
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1.4 Vibrations and shocks in rotary drilling 

 

 Increase in the demand for oil and gas has lead to an increase in their production and 

drilling activities. Figure 1.3 displays a count of the rotary rigs. The number of rotary rigs has 

increased steadily now reaching near 4000. Hence efficiency of rotary drilling is a very crucial 

aspect affecting the oil prices. It can be observed from the figure that oil prices were very high in 

the 2008’s, but have decreased lately and this could indicate an increase of efficiency of drilling. 

Poor drilling performance and drill string failures cost oil and gas companies hundreds of millions 

of dollars every year and became a significant factor in the rise of production costs.  A major 

cause of poor drilling performance is drill-string vibrations and high shock loads. Significant 

improvements in overall drilling performance can be achieved by taking a proactive approach to 

the prevention or reduction of destructive down hole mechanical forces; i.e., shocks and 

vibrations. By definition, they are dynamic mechanical excitations that may cause a dynamic 

response of a physical system that is exposed to that excitation. 
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Figure 1.3: World rig count from 1996 to 2012; Source: Baker-Hughes, Energy, Information 

Administration (DOE), WTRG Economics. 

 

1.4.1 Shocks 

Shocks are mechanical excitations over a relatively short duration. They lead to direct equipment 

failures. They also contribute to drill string fatigue and cause energy dissipation away from 

drilling. They also create tortuosity and spiraling to wellbore. 

1.4.2 Vibrations  

 Vibrations are excitations over a relatively long duration. Vibrations in rotary drilling are 

mainly divided into three categories: axial, torsional and lateral. These vibrations individually 

produce different damages and complex phenomena destructive to the drilling process. These 

vibrations are briefly explained below and further detailed in chapter 2. Each of torsional, axial, 

lateral, or combined vibration modes are caused by a specific phenomena/mechanism.  
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Table 1.1: Schematic of drill bit vibrations [Schlumberger 2011] 

Axial Vibration Torsional vibration Lateral vibration Bit Whirl 

   
 

 

Axial vibrations: Axial/longitudinal vibrations arise due to interaction between the drilling bit 

and the borehole is displayed in the schematic in Table 1.1. Drill strings are subjected to both 

static and dynamic axial loadings. Dynamic axial loads on the drilling assembly are caused by 

bit-formation interactions. They give rise to time-dependent fluctuations of the weight applied to 

the bit. Due to this, the bit bounces from the surface of the well. Bit bounce leads to damage of 

drill bit cutters and bearings. 

Torsional vibrations: Torsional vibrations results from a difference in angular velocities of the 

top and bottom portion of the drill string, causing irregular rotation of the drill bit. Table 1.1 

displays a simple schematic of torsional vibration. Stick slip is a common phenomenon 

associated with torsional vibrations in which the drill bit gets stuck in the borehole at near zero 

RPM and releases at very high RPM intermittently. Torsional vibrations cause damage to drill 

collar connections and drill bits. 

Stick Slip is identified by the following characteristics: 

 Drill Bit stalling 

 Intermittent rotation of drill bit 

 May be seen on surface as surface RPM variation or as surface torque variation 
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 Drill bit or the bottom hole assembly (BHA) may stop rotating. 

Lateral vibrations: These are also called bending vibrations. They cause the drill string to bend 

or break, resulting in severe damage to the drill bit and well borehole enlargement. Table 1.1 

displays a schematic of how lateral vibrations cause the drill string to bend. Lateral vibrations are 

the most destructive vibrations affecting the drill string in rotary drilling. Bit whirl is a popular 

phenomenon resulting from lateral vibrations. 

BHA whirl, popularly known as ‘bit whirl’ is an eccentric motion of the drill bit, together with 

down-hole components in the borehole. Schematic of Bit whirl is depicted in Table 1.1. It is 

identified by the following characteristics: 

 Large frequent shocks 

 BHA hits borehole and is flung across by rotation of pipe. 

 Drill bit whirl may be forward (synchronous with operational direction) or backward (in 

opposite direction to operation). 

 Energy imparted to the drill bit during the BHA whirl is dependent on friction and 

restitution of borehole wall. 

 Increased bending stress in the drill string. 

The three types of vibrations may be coupled or occur individually. Parametric resonance, bit 

chatter and modal coupling are some phenomena resulting from coupled vibrations acting on the 

drill string. A detailed layout of the types and consequences of vibrations affecting drill strings is 

presented in Table 1.2.  

  



11 

 

 

Table 1.2: Drill string vibrations and their consequences; Source: Sperry Drilling Services, 

Halliburton, drilling evaluation and digital solution, 2007 

Mechanism 
Mode of 

vibration 
Frequency Consequences 

Stick-slip Torsional 0.1-5 Hz 
PDC bit damage, lower ROP,  back-off and 

drilling twist offs … 

Bit bounce Axial 1-10 Hz 

Damage to the drill bit cutting structure, 

bearings and seals. 

Hoisting equipment may be damaged in 

shallow wells 

Bit whirl Lateral/Torsional 10-50 Hz 

Damage to the bit cutting structure. Creates 

ledges as the weaker rock will be enlarged 

to a greater diameter than the stronger rock. 

BHA forward 

and  backward 

whirl 

Lateral/Torsional 5-20 Hz 

Causes BHA and down hole tool failure. 

Increases fatigue rates of these components. 

Damages drill collar and down hole 

electronic.  

Lateral shocks Lateral 
Irregular 

Impacts 

Causes MWD (Measurement While 

Drilling) component failures (motor, MWD 

tool, etc.); localized tool joint and/or 

stabilizer wear; washout or twist offs (see 

Figure 2.1), increases average torque. 

Torsional 

resonance 
Torsional 20-350 Hz 

Backwards turning of the bit and cutter 

damage; Damage to down hole electronics. 

Parametric 

resonance 
Axial/Lateral 0.1-10 Hz 

Create the opportunity for borehole 

enlargement; Poor directional control; 

Whirling 

Bit chatter Lateral/Torsional 20-250 Hz 

Bit cutter impact damage, Electronics 

failure; Bit dysfunction that can lead to bit 

whirl. 

Modal 

coupling 

Lateral/Torsional/ 

Axial 
0.1-20 Hz 

Causes BHA and down hole tool failure. 

Increases fatigue rates of these components. 

Damages drill collar and down hole 

electronic failure. 

The next two chapters discuss the literature review studies conducted to derive the research 

objectives. 
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Chapter 2. Literature review- Analysis of vibrations in 

rotary drilling 

 Literature review was conducted to understand and analyze the scope of the research and 

to draw research objectives. Due to the wide research areas found within the field of rotary 

drilling, the study was categorized to ease the analysis. The observations in the major categories 

studied and analyzed are detailed in the following sections:  

1. Drill string vibrations and their causes 

2. Mathematical models of rotary drilling representing drill string dynamics.  

3. The causes of bit whirl :Bend drill string and Bit imbalance  

4. Drill string natural frequency and resonant vibrations 

5. The drill string vibration minimizing solutions.  

The literature review is followed up with a chapter on research methodology discussing 

sections on the scope of research, chapter lay out and Research Contributions.  

2.1 Study on drill string vibrations and their causes  

 Drill string (made of high graded carbon steel) failure prevention has become the focus of 

numerous research studies in the past few decades. The nonlinear dynamics of this system are not 

well understood given that the drill string can undergo axial, torsional, and lateral vibrations and 

operational difficulties include sticking, buckling, and fatiguing of strings. There are many factors 

affecting the vibration of drill-strings and these include bore-hole angle, drilling fluid types, 

heave, bit type, bit-lithology interaction, lithology, borehole size, BHA stabilization, and back 
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reaming with excessively high rotational speed.  Two examples of failures are shown in Figure 

2.1. Stem separation is breaking of the drill string due to high torsional vibrations. Drill string 

washout is a hole or crack in the drill string (made of high grade carbon steel) caused by severe 

lateral shocks or corrosion. 

 

Figure 2.1: Drill string failures: (a) Stem separation and (b) Washout 

 

2.1.1 Torsional vibrations: 

 

Torsional vibrations are caused due to the presence of the torsion in the drill string. Torsional 

vibration arises when the upper rotary angular speed and position is not synchronized with the 

angular velocity and position of the drill bit [Dareing et al., (1997)]. The nonlinear interactions 

between the drill bit and the rock or the drill string with the borehole cause an increase in torsion. 

As the drilling progresses, the drill pipe stores torsional energy. The piling up of inertial energy 

within the drill pipe causes sudden backward/forward movement of the drill bit incurring damage 

to the drill bit, cutter, and down hole electronics. This phenomenon resulting from high torsional 

vibrations, is also known as torsional resonance. Torsional vibration can be classified into two 

categories; transient and stationary. Transient vibrations correlate with variations in drilling 



14 

 

conditions, for instance, heterogeneity in the rock. On the other hand, stationary vibrations are 

caused by the natural resonance of the drill string. This is the most common type of torsional 

vibration. The most recognizable manifestation of stationary torsional vibration during rotary 

drilling operation is stick-slip [Suleiman A.H, (2006)]. 

Stick slip is another reason for drill pipe damage during which the BHA sticks to the borehole. 

The stick-slip phenomenon is also defined as a self-excited torsional vibration induced by the 

nonlinear relationship between the torque and the angular velocity at the bit [Jansen et al. (1993)]. 

As mentioned earlier, the drill pipe stores torsional energy. During operation, when the static 

friction becomes higher than the dynamic friction, the stored energy in the drill pipe is converted 

to inertial energy in the BHA.  The BHA will then accelerate at a speed faster than the steady-

state rotational speed. Consequently, the drill bit revolves in the drill bore hole, sticking at the 

borehole wall and slipping thus causing a sudden decrease in the lower ROP (rate of penetration), 

stalling and damaging the drill bit [Elsayed and Dareing, (1994) and Leine et al.,(2002)]. 

Discussions on the field investigation of the effects of stick slip lateral and whirl vibrations was 

made by Chen et al., (2002). They tested the effect of these vibrations on roller cone drill bit 

performance. Juloski et al. (2006) and Mihjlovic et al., (2004) used laboratory set-ups to 

investigate stick slip phenomenon by applying nonlinear control methods to control or suppress 

the vibrations. 

2.1.2 Axial vibrations:  

 

Axial/longitudinal vibrations arise due to interactions between the drilling bit and borehole 

[Melakhessou et al., (2003) and Theron et al., (2001)]. These interactions are also known as 

precession. Precession limits the performance of drilling and often endangers the safety of the 
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operation. Drill strings are subjected to both static and dynamic axial loadings. Dynamic axial 

loads on the drilling assembly are caused by bit-formation interactions. They give rise to time-

dependent fluctuations of the weight applied to the bit. Bit bounce is the common phenomenon 

resulting from axial vibrations. It causes damage to the drill bit cutting structure, bearings, and 

seals. 

2.1.3 Lateral vibrations: 

 

Bending/ lateral vibration occurs due to pipe eccentricity; it is also known as drill string whirl 

(particularly forward and backward whirl) [R.I. Liene et al., (2002)]. Bit whirl leads to ledges in 

the bore hole as the soft rocks will be enlarged to a greater diameter than the hard rocks. It is the 

most destructive drill string vibration because there may be no indication at the surface. 

Moreover, the collisions with the borehole wall and the shocks generated can damage components 

of the BHA. Lateral vibrations have higher frequencies than their torsional counterpart and are 

more difficult to predict or anticipate based solely on surface measurements. Lateral shocks 

leading to washouts (Figure 2.1) and parametric resonance causing borehole enlargement are 

common phenomena associated with lateral vibration.   

The coupling of axial and lateral vibrations result in two types of bending: linear and 

parametric coupling. Parametric coupling between axial forces in the drill string and bending 

vibrations is discussed in Duneyevesky et al., (1993). Linear coupling is easily visualized and 

does not occur in any perfectly straight beam with axial loads. The main source of linear coupling 

is the initial curvature of the BHA. Modal coupling is another effect of the three major vibrations 

resulting in BHA and down hole tool failure. A detailed study of drill collar whirling and the 
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linear coupling between the weight on bit fluctuations and bending vibration of an initially curved 

BHA are discussed in Liene et al., (2002), Vandiver et al., (1990) and Berlioz et al., (1996).  

The lateral vibrations are the most destructive form of vibrations, and drill bit whirl is the most 

drill pipe damaging phenomena associated with it. Hence, this research simulates, analyzes and 

applies modern control technology to understand bit whirl dynamics and stabilize the drill bit. 

 

2.2 Study on the mathematical modeling of rotary drilling dynamics  

 Drill string dynamics is affected by various vibrations as discussed in the last section. Hence 

to develop a well defined mathematical model which captures all the dynamics is complex and 

challenging. However, it is necessary as it provides a thorough understanding of the drill string 

behavior. Many researchers have used laboratory prototypes and mathematical models to analyze 

the dynamics and vibrations affecting the drill strings during rotary drilling [Dykstra et al., 

(1996); Leine et al., (2002); Melakhessou et al., (2003); Mihajlovic et al.,(2004a,2004b); Navarro 

and Suarez, (2004); Liao et al., (2008); Germay et al., (2009)]. The vibrations are also required to 

be modeled to analyze and understand the important and severe phenomena like stick-slip, bit 

bounce, and drill bit whirl experienced in the drilling process. Various modeling techniques were 

applied to develop models to analyze drill string vibrations including lateral vibrations (whirl) and 

mode coupling [Elsayed and Dareing, (1994); Christoforou and Yigit, (1997); Leine et al., (2002); 

Mihajlovic et al., (2004); Liao et al., (2010)]. 

Some of the recent modeling approaches in drill string dynamics modeling are discussed 

briefly here. Detailed discussion is presented in Chapter 7.  Navarro Lopez and Suarez, (2004) 

modeled the drill string torsional behavior using analytical modeling principles and state space 
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representations. They used a lumped parameter differential equation based models to model the 

drill string as a two degrees of freedom (DOF) torsional pendulum.  Mihajlovic et al., (2004) used 

experimental prototypes to analyze stick-slip vibrations and limit cycling. They have used 

analytical modeling from first principles and then used parameter estimation to estimate the drill 

string model coefficients and separate friction model for the well borehole friction. The nonlinear 

properties are analyzed using bifurcation diagrams (plot of trajectory of drill bit) and a constant 

brake is applied to the set-up. However the type of model obtained or the procedures of model 

selection are not discussed. It is also interesting to note that they have operated the setup at very 

low velocities. Elsayed, (2007) presents a method of modeling drill strings by using the frequency 

response and stability diagrams to validate the developed model. A model based on a servo 

hydraulic controller is used for the simulation of drill bit dynamics in Raymond et al., (2008). 

Liao et al., (2008) have developed drill string mass with an unbalanced mass experimental set-up, 

and have developed reduced order models from analytical principles. 

 Silveira and Wiercigroch, (2009) presented low dimensional non linear models of the BHA. 

Torsional 3 DOF models were developed using friction models (Coulomb friction law) and 3 

DOF torsional pendulum models developed using analytical equations. Simulation results of the 

model are also presented using bifurcation diagrams. Germay et al., (2009) have also used lumped 

parameter model to represent the drill string. Their contribution is a new approach to modeling the 

stick slip phenomenon as a result of axial and torsional vibration coupling.  

Researchers have also used experimental prototypes of the oil rig to simulate torsional/lateral 

vibrations and have suggested methods to avoid stick-slip behavior [Germay et al., (2009) and 

Mihajlovic et al., (2004)]. Mihajlovic et al., (2004) used experimental prototypes to analyze stick-

slip vibrations and limit cycling. This research has used a similar experimental prototype. 
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However, there are some major differences between the prototypes used. The prototype used for 

this research stands out due to the presence of a universal joint connecting the drill string to the 

upper rotary disk. The joint provides an additional 2 degrees of freedom movement to the drill 

string and the lower rotating components. Hence, the set-up is more similar in dynamics and 

degrees of freedom to the actual drilling process. This research also analyzes the drill string 

dynamics using an unbalanced mass model for the drill bit (detailed in section 6.1)  

To facilitate research, the important features of the oil rig are incorporated in a laboratory 

prototype. A mathematical model is identified using the Black box identification method. The 

Least Squares method of parameter estimation is also applied to ensure the uniqueness of the 

model coefficient estimates and the non biased nature of the estimates. A good model estimate 

will help to design better controllers to control the vibrations, buckling, and fatigue of the drill 

string. This will in turn increase the efficiency and lifetime of the drill string and BHA, which is 

one of the most sought after solutions in the drilling field. 
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2.3 Study on the unbalanced drill bit dynamics 

Bit whirl Causes 

Bit whirl is a common phenomenon in the rotary drilling industry with few solutions. Lateral 

vibrations of the drill bit are the major cause of bit whirl. Bit whirl is an important cause of 

reducing drilling efficiency and it causes drill pipe bending and well bore hole enlargement.  

Leine et al., (2002) suggests that the lateral or bending vibrations are caused by pipe 

eccentricity leading to centripetal forces during rotation causing bit whirl. They also suggest the 

fluid forces down hole could cause the vibrations. They have analyzed the stick slip and bit whirl 

phenomenon using a low dimensional model with lateral and torsional degrees of freedom in a 

fluid. They observed that whirl and stick slip occur in a particular angular velocity range but they 

do not co exist. The transition from stick-slip to whirl is presumably caused by an interaction 

between bending and torsion which destabilizes the concentric position of the drill string for high 

values of angular velocity of rotation of the drill bit. Possible ways of interaction can be caused by 

drill string eccentricity, gyroscopic effects or fluid mud forces. No control methods are suggested. 

Thomas J. Warren, (1990) explained that a high graded commercial bit will have a minimal 

2% imbalance while a 10% imbalance is more typical. During rotary drilling, the imbalance of the 

bit or an inhomogeneous hole will cause the bit to stray away from its center of rotation. This will 

lead to the development of high centrifugal force which increases the side loading of the bit. This 

in turn, causes hole enlargement and bit whirling. The paper also describes efforts to control bit 

whirl by drill string stabilization as unsuccessful and suggests low friction bit models be used to 

eliminate whirl. The trend in research is also to eliminate the whirling by designing new drill bit 

models.  
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Brett et al., (1990) demonstrated that bit-whirl is the major cause of impact loading. They also 

presented that bit whirl increases at high rotational speeds while stick slip is noticed at lower 

ranges of angular velocity.  

Martin E. Cobern & Mark E. Wassell, (2005) discussed an active vibration damper to 

minimize the vibrations caused by bit whirl and bit bounce. They proved during laboratory tests 

that the damper was capable of providing variable damping required to control bit bounce and 

maintain uniform WOB (weight –on-bit). 

H. Santos et al., (1999) presented two interesting historical cases showing a relationship 

between drill string vibration and wellbore enlargement. Drilling bits perform their duty either by 

crushing the rock through a number of successive percussions, or by shearing the rock. In both 

cases, only part of the energy provided by the rotary table or top drive is used in this process. 

Another part is reflected to the drill string in the form of vibrations, which can reach the surface. 

Friction and viscous forces dissipate the remaining part. Drill string kinetic energy due to dynamic 

behavior can be dissipated either by heat or by impact against the wellbore wall. This last form is 

responsible for the greatest amount of damage suffered by the wall. 

Due to lateral vibrations being the most destructive vibrations affecting the drill string, the 

experimental prototype was configured to analyze the effects of drill bit whirling. Drill bit 

whirling is popularly known as ‘bit whirl’ and is the most prominent display of the presence of 

lateral vibrations. Literature review proved drill bit imbalance as the major cause of bit whirl. 

Hence, an unbalanced mass is added to the disc representing the drill bit in the laboratory set-up. 

The unbalanced mass model was first proposed by Jansen, (1991) where self excited vibrations 

were studied. Similar models were also studied by other researchers; for example, Melakhessou et 



21 

 

al., (2003) modeled the drill string as an unbalanced rotor supported by two bearings and research 

was concentrated on a contact zone between the drill string and the borehole wall.  Dykstra et al., 

(1996) explained that the source of vibration is the bit and hence the centrifugal forces developed 

when an unbalanced drill string is rotated can be one of the major sources of vibrations. The tests 

were focused on drill collars and studies on lateral shocks and backward whirl were analyzed.  

Liao et al., (2008) developed a reduced order model for a drill string system with a mass 

imbalance on the rotor. The trajectory of the bit for various mass and angular velocities was 

determined displaying bit whirl and stick slip characteristics. 

The research has been able to demonstrate bit whirl and analyze the vibrations associated with 

it. Further analysis results are discussed in chapter 6. 
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2.4 Study on drill string natural frequency and resonant vibrations 

This study analyzes some important research work into the causes of high vibrations affecting 

the drill strings. 

Dareing, (1984) found that the drill collar length plays a key role in the BHA vibration 

problem. Their research used equations for the vibrating bars and shafts for deriving the relation 

between the natural frequency of vibration and the critical speeds of operation with the length of 

the drill collars. The tests proved a directly proportional relationship and it was also noted that the 

axial and torsional vibration modes can be excited separately. Dareing’s research proved that it is 

imperative that the drill collar resonance critical speeds should be known and identified well 

before to avoid the heavy damage due to large vibrations. They suggested shock absorbers and 

increasing the drill collar length to minimize the effect of vibrations.  

Vibrations in rotary drilling are enhanced when operated near one of the system resonance 

frequencies, causing a fast destruction of drill string elements. H. Santos et al., (1999) found that 

operation at critical speeds caused destructive harmonics generating high stresses, reaching 8*10 
4
 

psi and drastically shortening the fatigue life. According to these authors, a great percentage of 

fatigue failures are related to harmonic lateral vibrations. Drill string vibrations have been studied 

mainly with the objective of reducing drill pipe fatigue failure. Several vibration analysis models 

have been developed considering drill string composition, weight on bit, wellbore diameter, 

distances from the bit, well geometry, and drilling fluid properties [M.W. Dykstra et al., (1995), 

A.A. Besaisaw et al., (1988), B.S. Aadnoy, (1986), T.V. Aarrestad, (1989)]. These models 

estimate drill string stresses and lateral displacements as well as vibration critical frequencies. 

These works suggest that drill string rotational speeds, which generate resonance, ought to be 

avoided. Lateral displacements larger than 0.025 m have also been estimated by the modeling of 
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mass unbalanced effects on bottom hole vibrations and have been confirmed by experiments. It 

can be noticed from Figure 2.2, that the majority of vibrations during drilling occurs in the range 

of 1 Hz and 10 Hz. This project analyzes Bit whirl dynamics due to it being the most destructive 

(refer section 2.1.3). It can be noticed from the Figure 2.2, that the most probable frequency range 

of these vibrations is 1 Hz to 10 Hz, out of which only Backward whirl can be expected.The 

natural frequencies of the drill string also fall in this frequency range and depend on the BHA and 

length of the drill string [Martin E. Cobern & Mark E. Wassell, (2005)]. 

 

Figure 2.2: Drilling vibrations and frequencies [Martin et al., (2005)] 

 

Cobern, (2007) detailed that the drill strings have relatively low resonance frequencies due to 

their huge lengths. They discussed the current drilling operations where the drill is operated below 

the resonant frequency. Optimal drilling cannot be achieved while drilling at this rate and the 

vibrations could be reduced also when the drill is operated above the resonant frequency. 
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Bailey, (2008) developed a BHA dynamic modeling tool and have designed the model such 

that for a particular operating range the critical modes causing resonance are avoided. The drill 

string vibration and resonant frequencies are still a major research topic in the discussion of 

vibration minimizing procedures. 
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Chapter 3. Literature review – Vibration control in rotary 

drilling  

This chapter discusses control efforts applied to minimize vibrations in the field of rotary 

drilling. The literature review is divided into the following sections:  

1. Active and passive techniques developed to minimize drill string vibration. 

2. Applicability of under actuated control solutions to minimize vibrations in rotary 

drilling 

3. Control solutions proving rotary drilling vibration mitigation by simulations. 

4. Experimental and field tests proving vibration mitigation in rotary drilling 

3.1 Active and passive vibration minimization techniques  

This section details the available research on recent control laws applied to minimize torsional 

vibrations. Majority of recent research advancements applying control techniques is directed to 

minimize torsional vibrations. Hence this sections contains only control techniques used to 

suppress torsional vibrations, however the objective of this study is to understand the various 

control techniques applied to the field of vibration suppression in rotary drilling. 

3.1.1 Torque feedback 

One of the first methods applied to minimize drill string vibrations in rotary drilling used 

torque feedback from the applied string torque [Halsey, Kyllingstad & Kylling, (1988)]. They 

suggest that with a torque feedback, the stick-slip oscillations can be prevented by allowing the 

rotary table speed to respond to dynamic torque variations. Since the torque is used as feedback in 
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the control loop, a compromise between two contradictory requirements will be required; namely; 

the control loop needs to maintain the speed set point while also maintaining a constant torque. 

This is difficult due to presence of well bore hole friction. To prevent stick-slip oscillations the 

speed was adjusted so the torsional waves were dampened at the rotary table instead of being 

reflected back to the drill string. A drawback with this method was that it required a good 

measurement of the drill string torque, which is practically very difficult. 

3.1.2 Soft Torque Rotary System 

Shell Research was aware of the problems with the measurement of drill string torque so 

focused their research on improving the torque feedback in the 1990s. They observed two major 

drawbacks with the torque feedback; the measurement of drill string torque and the control 

algorithm which was based on zero reflection of the torsional waves. By using the motor current, 

they computed the torque applied and used this in the feedback loop. By tuning the controller 

(which could be considered as an active damper), the system dampened stick-slip oscillations in 

an effective manner. This made the system behave as a tuned damper. This system was called the 

Soft Torque Rotary System (STRS) and field testing has shown that the system dampens stick-slip 

oscillations effectively, that ROP is increased, and down-hole equipment failures are reduced. The 

system has been commercially available for many years and is used at different locations around 

the world. 

3.1.3 PID-control 

A simple method for curing stick-slip was presented by Pavone and Desplans, (1994). By 

doing thorough analyses of data obtained by TRAFOR, a Measurement While Drilling (MWD) 

system operated by the Institut Français du Pe’trole, they found that by using stability analysis 

they could avoid stick-slip. They derived parameters for a proportional-integral-derivative (PID) 
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controller to control the rotary table speed that cured stick-slip. However, the drilling had high 

vibrations and the controller could not control the drill bit speed. Their main focus was on using 

the data from TRAFOR to derive a model of the drill string which could simulate stick-slip.  

3.1.4 H∞-control 

In 1998, Serrarens, van de Molengraft and van den Steen proposed a H∞-control method to 

suppress stick-slip oscillations on a contemplated system. H∞-control has been a widely used 

solution for controlling vibration problems, such as in cutting processes where it is used to 

suppress machine tool chatter. The H∞-controller could suppress the stick-slip oscillations in spite 

of the controller being linear and time-invariant. They have also modeled a two degree-of-

freedom mathematical model of the drill string, which captures the torsional dynamics. However, 

analysis of the lateral and axial dynamics of the drill string was not made because; the model 

captured only the linear torsional dynamics. 

3.1.5 Active damping technique 

Navarro Lopez et al., (2004) used an active damping technique for minimizing drill string 

torsional vibrations. They have presented a twofold solution to mitigate drill string vibrations: by 

the variation of the weight-on-bit (WOB) and by the introduction of a shock sub (passive damper) 

at the top of the BHA. The control strategy was set to achieve two main goals:  

(1) The velocity at the top end of the drill string is to be maintained to a reference value, and  

(2) The bit velocity should track the surface velocity with a reduction of the BHA sticking. 

They have achieved rotary speed control but tracking of the rotary speed by the drill bit was 

not achieved. 
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3.1.6 D-OSKIL 

Another method to suppress stick-slip oscillations is to use the WOB as an additional control 

variable. This method, called Drilling OScillation KILler (D-OSKIL), was introduced by 

Canudas-de-Wit et al. (2005). Their analysis revealed that a major reason for the stick-slip 

oscillations is the friction torque produced by the contact between the rock cutting tool and the 

rock. Hence, they conclude that it is required to keep the value of the WOB large to get a good 

ROP (rate of penetration). However, as the WOB increases it will enhance the possibility of stick-

slip to occur. Realizing this D-OSKILL uses a control strategy that manipulates the WOB. The 

controller works such that when stick-slip oscillations occur, the WOB is decreased by 

manipulating the force from the hook lifting the drill string at the rig, i.e., the drill string is pulled 

upwards to reduce the WOB. The proposed controller could effectively minimize stick slip 

vibrations in simulations.  

3.1.7 Smart control 

Kyllingstad, A. , (2009) presented a new system for preventing stick slip motion by applying 

smart (active) control of the drive. They have applied a proportional-integral (PI) type speed 

controller that is tuned to effectively dampen torsional vibrations.  They have used automatic 

tuning of the speed controller the system including, automatic determination of the stick-slip 

frequency, estimation of the instantaneous bit rotation speed and calculation of the stick-slip 

severity.  

Many others have focused on controlling the oscillations by operational means such as adding 

friction reducers to the mud, increasing the rotation speed, or reducing the weight on bit. It is 

concluded that all these papers concentrate on developing controllers for experimenting on the 
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mathematical model of the drill strings. Some real field facts on torsional vibrations and stick slip 

oscillations are presented and their control is discussed in Jerome and Tennyson, (2003), Eva and 

Rodolfo, (2004), Carlos et al., (2005) and Khuleif and Naser, (2005). A few of the experimental 

and field demonstrations on practical vibration control are discussed in section 3.4. The next 

section discusses the research objectives derived from the presented literature review, the thesis 

chapter lay out and the proposed research contributions. 
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3.2 Study on under actuated control solutions.  

Closer analysis of the rotary drilling process revealed that the upper rotor/ turntable is the only 

actuated part of the rotary drill rig. The drill pipes are connected together by joints which are not 

completely rigid. The drill bit is the part which is in contact with the borehole. The joints at the 

drill pipes lead to the driving force at the turntable in not being fully transmitted to the drill bit. 

Hence, affecting a change in the upper rotary will not affect a similar change at the drill bit. This 

situation can be partly overcome by using the borehole casing to hold the drill pipes in the 

borehole and decreasing the degree of freedom at the tool joints.  

The drill bit is not directly energized and hence there is lesser number of actuated elements 

when compared to the degrees of freedom for the system. Thus the drill string system is an 

example of an under actuated system. 

The subject of under actuated systems and their control is complex and popular. Their control 

issues arise from the fact that they have more degrees of freedom than the number of actuating 

inputs. The next section discusses two different approaches of achieving under actuated system 

control. They have applied control techniques to achieve trajectory following and equilibrium 

positioning of the under actuated part. 
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3.2.1 Case study 1: 

D. Jerome, (1991) discusses the Pendubot, popular in under actuated systems. It is a two link , 

under actuated robotic mechanism (Figure 3.1). Link 1 is directly mounted on a motor shaft, and 

link 2 is coupled to link 1 by needle joint bearings. Both the links have full 360 degree freedom of 

rotational motion. The research tries to develop a controller to swing the mechanism from its open 

loop stable configuration to the unstable equilibrium points and then to catch the unactuated link 

(link2) and balance it there. This control is divided into two parts; swing up control and balancing 

control. 

The swing up control uses the method of partial feedback linearization. The balancing control 

uses linearizing the system and designing a full state feedback controller for that linearized model. 

 

Figure 3.1: Schematic of Front and side perspective drawings of the Pendubot [Jerome D., 

(1991)] 

 

The equations of motion for the Pendubot can be found using Lagrangian dynamics. In matrix 

form the equations are: 

 

 )(),()( qgqqqCqqD 
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where q  is the vector of torque applied to the links and q is the vector of joint angle positions. 

Partial Feedback Linearization needs position feedback from both link one and link two but 

takes into account the nonlinear effects of the linkage. Due to the under actuation of link two, only 

one DOF was linearized. Jerome had chosen to linearize about the collocated degree of freedom 

(link1). An outer loop control was designed to track a given trajectory for the linearized degree of 

freedom to achieve swing up control (Figure 3.2a). For balancing control, the pendubot is 

balanced at equilibrium points at upright and mid balancing positions (Figure 3.2b). The Taylor 

series approximation was used to linearize the plant. The partial derivative matrices are evaluated 

at the equilibrium points to obtain linear models. LQR and pole placement techniques were used 

to design full state feedback controllers, u=-Kx to achieve balancing control. 

 

Figure 3.2 (a) and 3.2 (b): Swing Up to the Top Position & Swing Up to the Mid Position 

[Jerome, D., (1991)]. 

 

3.2.2 Case study 2: 
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W. Blazer et al; (2010) conducted under actuated system research on a system consisting of 

two rotating discs connected horizontally by a torsional string with the disc 2 as the under 

actuated element (Figure 3.3). Here disc 2 is taken from rest to a 360 degrees movement and then 

rest/stops the movement. 

 

 

Figure 3.3: Schematic of Two degree of freedom system [W. Blazer et al.(2010)]. 

 

They defined a function s(t) to be an appropriately smooth reference function that models a 

rest-to-rest maneuver. Generally, for an n-degree-of-freedom under actuated system, described by 

a set of generalized coordinates q = [q1 . . .qn]
T
 and actuated by m control inputs  

u = [u1 . . .um]
T
, where m < n. 

A motion or servo-constraint can be defined as, 

)()(),( tqtqc d 
, which force the under actuated system to complete a partly specified 

motion or performance goals 
)(td . 

In the case studied, the specified motion )(2 t   of disc 2 is actuated by the torque τ applied 

to disc 1, and as such n = 2 and m = 1. The dynamic equations of the system are: 
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where J1 and J2 are the disc mass moments of inertia, ks and cs are the coefficients of rod 

stiffness and damping, and τ1res and τ2res are the resistance torques caused by friction and damping 

effects in the bearings. It is assumed that for the system the inputs affect the system dynamics 

linearly.  

A flatness based solution is proposed here on the condition that friction and damping effects 

are neglected, i.e. cs =0 and τ1res = τ2res=0 and the servo constraint is modeled to allow a specified 

motion in which a rest to rest maneuver is performed. 

The conclusions derived from above study are presented in chapter 4. The next section 

discusses the control solutions available in literature with proven vibration mitigating capabilities.  
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3.3 Control solutions proving vibration mitigation in simulations. 

This section presents a discussion on the applied control technologies to analyze and control 

rotary drilling vibrations proven by simulations. Pavone et al. (1994) presented two solutions to 

avoid stick-slip. The first solution used a PID to servo control the rotary speed. PID controller 

could suppress stick-slip but the damping of the disturbances was poor and a more powerful 

servo-control system was required. The second solution suggested using a down hole ‘anti stick-

slip’ tool. It created an additional friction with a positive slope that could counteract the negative 

slope of the bit-rock formation. The solutions were proven by simulations of drilling by adjusting 

PID controller.  

Eva Lopez et al. (2004) suggested two main solutions for mitigating stick slip vibration. 

Varying the WOB and introducing a shock sub at the top of the BHA. The above suggestions are 

simulated on the drill string model by an added mass term for the weight on bit and representing 

the shock sub by a spring and damper system. The simulated control strategy achieved two main 

goals: (1) the velocity at the top end of the drill string is maintained to a reference value, (2) the 

bit velocity tracks the surface velocity with a reduction of the BHA sticking. 

 F.Abdul Galil and H. Siguerdidjne (2005) developed a back-stepping control strategy to 

eliminate stick-slip vibrations. The stability of the controller is shown through Lyapunov 

functions. The main advantages of the proposed nonlinear controller lie in the fact that it may 

provide the control performance with a fast response time (less than three seconds). Sufficient 

robustness of the controller is verified in opposition to the uncertainties of drill string length and 

the lumped damping. 
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Vigue et al. (2009) investigated the possibility of passively mitigating friction-induced 

vibrations in drill-string systems. They used a nonlinear absorber, Non linear Energy Sink (NES) 

characterized by essential stiffness nonlinearity. The addition of the NES to the drill-string system 

improved the global dynamical behavior of the system and substantially extended its domain of 

operation. It could eliminate completely the instabilities in a relatively wide range of input 

voltages at the DC-motor generating the driving torque. It is interesting to note that they 

concluded that an experimental demonstration is necessary to validate the developments proven 

by simulations. 

Eva Lopez et al. (2009) proposed a dynamical sliding-mode control for stick slip vibration 

control. On the new surface, the bit speed followed the top-rotary-system speed after a reasonable 

time, without bit sticking phenomena. In the closed-loop system, the angular velocities were 

driven to a desired reference value in spite of weight-on-bit variations and the presence of a dry 

friction modeling of the bit-rock contact. The key idea of the controller is to introduce in the 

system a sliding surface in which the desired dynamics are accomplished. The stick-slip motion 

was still present in the controlled system; however, the velocities values for which this 

phenomenon is avoided were identified. 

Most of the research in drill string vibrations using applied control technology is concentrated 

on mitigating torsional vibrations. Some researchers have noted that an experimental procedure is 

necessary to verify the simulation results. The next section discusses the recent experimental or 

field applications in rotary drilling vibration mitigation. 
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3.4 Experimental and field tests proving vibration mitigation  

This section presents the recent advancements of successful vibration mitigation in rotary 

drilling proven using experimental or field tests. 

J.Gallagher et al. (1994) suggested using contemporary mud motor technology to reduce 

vibrations by providing the bit with the operating conditions for which it was designed, rather 

than the harsh and destructive environment imposed by rotary drill string vibration. They 

suggested use of Performance Drilling, namely the predictability of both ROP (Rate of 

Penetration) and bit life when a suitable motor is used. They concluded by suggesting use of a 

system incorporating high torque motors, anti-whirl bits, hydraulic thrusters (to absorb axial 

movement and permit a shorter BHA) and soft-torque rotary controls. The net result would 

benefit a wide spectrum of vibration-related problems and the drilling process would be 

optimized. 

Jansen et al. (1995) developed an active-damping system to eliminate “stick/slip” torsional 

drill string vibrations. The effect of increasing the rotary speed at surface is to increase the 

damping of the vibrations that were caused by friction between the rotating string and the mud or 

the borehole wall. When the rotary speed became high enough, the damping became so large that 

the energy stored during the time that the bit was stuck did not make up for the energy lost during 

the time that it rotated. In that case, the stick/slip vibration would stop. In practice, this rotary 

speed threshold was often so high that it cannot be reached. A way suggested to reduce the 

threshold was to increase the damping at the top of the drill string.  The active damping system 

developed controlled the energy flow through a hydraulic top drive and made the top drive react 

as a tuned vibration damper. The control algorithm was implemented in software in the electronic 

control system for the pump unit of the top drive. The system was field tested in a deep 
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exploration well in the Barents Sea and contributed to excellent coring performance by 

eliminating torsional vibrations while coring hard limestone (Figure 3.4). 

 

Figure 3.4: Field test results to suppress torsional vibration. (Jansen et al., 1995) 

 

A.F.A Serrarens et al., (1998), applied the H-infinity (H∞) control technique for suppressing 

stick-slip in oil well drill strings.  The H infinity controller tried to find a controller C that 

minimized the maximum normed size of the transfer from the norm bounded worst case 

disturbance w* to the norm bounded to be controlled output z*. The infinity norm which was to 

be minimized was defined as  
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.  However, due to the difficulty in finding this closed form, the 

authors chose to solve the suboptimal H∞ control problem which stated that a stabilizing 

controller C has to be found that makes the infinity norm of the closed loop H smaller than a 

predefined value, γ. The value of γ was chosen as 1, from robust stability considerations. The 

schematic of the closed loop controller is shown in Figure 3.5. 

 

Figure 3.5: Closed loop control schematic using H infinity controller.[ A.F.A.Serrarens (1998)] 

 

The experimental system was run at about 5rad/s. The controller exhibited fast response and 

the stick slip oscillations were controlled and resumed normal operation in about 15 seconds 

(Figure 3.6). Some sustained oscillations were still present which the authors attributed to a 

problem with the power controller of the electric motor drive. The controller however was not 

designed to be robust to changes in the length of the drill string during rotary drilling. 
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Figure 3.6: Experimental observations using H-infinity controller [A.F.A.Serrarens(1998)]. 

 

D.Pavkovic et al. (2011) developed and implemented a drill-string drive control strategy on a 

hardware-in-the-loop (HIL) experimental drill string set-up. The setup consisted of an induction 

motor (IM) equipped with an incremental encoder, which was used as a drill-string driving motor, 

and a permanent-magnet synchronous servomotor (PMSM) used as a loading machine 

(programmable load). The motors were coupled via a belt drive, and they were driven by power 

converters configured in current (torque) control mode and tuned for fast response.  

A linear active damping control strategy based on the estimation of the drill-string torque was 

applied for suppressing torsional vibrations. They developed a core proportional-integral (PI) 

controller. It was then extended by an additional drill-string torque feedback control loop based on 

the estimated drill-string torque referred to the motor shaft (called the, PIm speed controller). The 

effectiveness of the proposed control strategy was illustrated by the HIL experimental responses 

(Figure 3.7) which emulate the case when the tool was located at the bottom of the well. The 
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figure illustrates switching between fast PI controller and active damping PIm controller (HIL 

test). 

 

 

Figure 3.7: Illustration of active damping capability [Pavkovic (2011)]. 

 

The major disadvantage of the proposed control strategy is the tool requires to be lifted from 

the bottom of the well during the auto- tuning execution in order to avoid nonlinear tool friction 

effects.  

3.5 Adaptive control technology and drill string vibration mitigation  

Some recent applications of adaptive control used to mitigate rotary drilling vibrations are 

discussed below. Shi Fubin, et al., (2010) have developed an adaptive PID control strategy of the 

drilling rotary system to eliminate the stick-slip oscillation of the bit. The main objective of the 

adaptive PID controller was to improve system characteristics of output-to-input following and 

dynamic response. The results of the controller were proven only in simulations. Jijo’n R.B., et 

al., (2010) have developed a design for an adaptive observer. They have analyzed the Drilling-
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Oscillation Killer (D-OSKIL) control law proposed by C. Canudas-de Wit et al. (2008). The D-

OSKIL controller uses a vertical force WOB as an additional variable to eliminate stick-slip 

effects. However, they have attempted to improve the control law by aiding it with an additional 

adaptive observer so that the unknown states of the system could be estimated. Smoother 

estimates are obtained, however no different control law has been proposed. Li. L et al., (2011) 

have developed a time varying sliding mode adaptive controller for the mathematical model of a 

rotary drilling system. The controller used is PID and the simulation results prove a good time 

response for the bit. However the vibrations of the upper and lower rotary and their magnitudes 

are not clear. The simulations prove good tracking performance but they are not validated by 

experimental results. The drill bit being an under actuated part of the rotary drilling system, its 

accurate movements cannot be completely predicted or demonstrated by simulations [F. Abdul 

Majeed, et al. (2011)]. However, none of the researchers were successful in developing an 

adaptive control law for minimizing drill bit vibrations and practically demonstrating the results. 

Hence it is imperative to develop a control law which can efficiently minimize the vibrations of 

the drill string resume the normal drilling operation in the least time possible. 

This section completes the literature review discussion. The conclusions derived from 

literature review and the research objectives are discussed in the next chapter. 
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Chapter 4. Research methodology 

The scope of the research is formed from the following inferences drawn from the literature 

review, and identifying the limitations of current research.  

4.1 Literature review inferences 

1. Lateral vibration is the most destructive. 

2. Bit whirl is the phenomenon associated with it.  

3. Most of the research in drill string vibrations had derived models based on analytical 

principles. 

4. Analytical model derivation from analytical principles is based on many assumptions and 

approximations. 

5. A new modeling approach relying less on approximations and more on experimental data is 

wanting. 

6. An unbalanced mass on the drill bit could represent dynamics of a bent drill string and an 

imbalanced drill bit. 

7. The experiments on unbalanced drill bit should conform to the unbalance limits in literature, 

i.e.; 2-10%. 

8. Majority of research concluded effective control using simulations with no experimental 

backing.  

9. Most of the research using advanced control technology was directed to mitigate stick–slip, a 

popular phenomenon arising from torsional vibrations. 
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10. Advanced Control technology has never been applied to minimize drill bit whirl. 

11. Resonant frequencies are identified to be a major vibration aggravating source. 

4.2 Limitations of current research 

1. Major part of research concentrated on minimizing torsional vibrations, however, lateral 

vibrations are the most destructive. 

2. Majority of research concluded effective control using simulations with no experimental 

backing. 

3. Research trend is to overcome drill bit whirling by applying passive control methods like 

designing new drill bits or placing dampers near the BHA. 

4. Active control using Advanced Control techniques has never been applied to overcome drill 

bit whirl. 

4.3 Scope of the research 

1. The research has concentrated on experimental analyzing of lateral vibrations, bit whirl in 

particular. 

2. The research has introduced a new modeling perspective in the field of drill string vibrations.  

3. The research has developed an active vibration controller with three major advantages: 

a. Advanced control technology 

b. Mitigates the vibration aggravating causes, rather than a specific phenomenon 

c. Can be applied practically in the industry 
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4.4 Research plan flow chart 

Figure 4.1 details a schematic of the research plan. The research initiated with an exhaustive 

literature review covering the topics:  

1. Drill string vibrations and their causes 

2. Mathematical models of rotary drilling representing drill string dynamics.  

3. The causes of bit whirl :Bend drill string and Bit imbalance  

4. Drill string natural frequency and resonant vibrations 

5. The drill string vibration minimizing solutions.  

6. Under actuated control solutions 

7. Control solutions proving rotary drilling vibration mitigation 

8. Experimental and field tests proving vibration mitigation in rotary drilling 

 The literature review helped to identify the limitations of current research in vibration 

mitigation in rotary drilling, as detailed in section 4.2. The literature review also helped to 

understand the challenges faced by the rotary drilling industry (section 4.3). The research was 

thenceforth divided into two branches which complement each other: 

1. Mathematical modeling and simulations 

2. Experimental analysis and implementation. 

Experimental analysis included both analyzing dynamics under external influences and 

controller design and implementation. 
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Figure 4.1: Schematic of research plan  

 

4.4.1 Mathematical modeling and simulations 

Figure 4.2 details a flow chart of the major sections completed in the mathematical model 

development and simulations part of the project. In this part of the research, mathematical model 

of the laboratory set up was identified using the Black Box method of System Identification. The 

data required for the identification procedure was acquired directly from the test rig by suitable 

excitation.  

Initially an ARMAX model was identified for the linear system represented by test rig 

configuration 1 in Chapter 5. 
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 In the second stage, an unbalanced mass was added on the drill bit and a Box Jenkins model 

was identified for the system. This is represented by the test rig configuration 4 in chapter 6. A 

model was also developed for the same test rig configuration 4 using analytical principles. The 

Box Jenkins model and the analytical model responses were compared and validated.  

The identified mathematical models were used for simulations to test the designed controller 

effectiveness.  

The detailed procedures followed in the model identification procedure are discussed in 

Chapter 6. 

 

Figure 4.2: Flow diagram of mathematical modeling and simulations part of research.  
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4.4.2 Experimental analysis and controller implementation 

Figure 4.3 displays a flow diagram of the experimental analysis of the various dynamics in 

rotary drilling and the controller implementation. The research experimentally analyzed various 

dynamics like effect of hard brake, resonant speeds, drill bit whirl due to unbalanced mass and 

drill bit whirl due to borehole effect. Resonant speeds and borehole influence were recognized and 

confirmed experimentally to be a major source of vibration aggravation. The research also 

developed an active control law and practically implemented it on the test rig. 

 

 Figure 4.3: Flow diagram displaying various experimental analyses done by the research 
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4.5 Chapter lay out  

The chapters are laid out in this thesis to reflect the above conclusions. 

Initially it was realized that a study on drill string vibrations, especially with control objectives, 

would not be complete without a good experimental set-up which captures the salient features of 

rotary drilling. Based on research prototypes used by many researchers [J.D.Jansen et al., (1995), 

N. Mihajlovic et al., (2004), J.C.A. de Bruin et al., (2007)], an experimental set-up was built at the 

Vibrations lab.  

An introduction to the rotary drilling rig and its major parts were discussed in Chapter 1. 

Chapter 2 and 3 discusses the literature review findings in various topics related to the research. 

Chapter 4 discusses the findings on the inferences from literature review, limitations, scope of 

research and the chapter lay out in the thesis.  

Chapter 5 details the description of the laboratory set-up configuration 1, its major parts, the 

data acquisition procedure using LabVIEW™ programs and the sensors used in the project for 

data acquisition. 

Three new configurations of the laboratory set up are also introduced in Chapter 6. These 

configurations are introduced to analyze various dynamics of the drill string. Configurations 2 and 

3 tested external effects like the effect of hard brake, borehole friction and configuration 4 

analyzed internal physical or inherent effects like unbalanced drill bit and critical speeds on the 

rotary drilling dynamics.  

Configuration 2 represented the implementation of the hard brake which induced limit cycling 

dynamics.  Configuration 3 introduced the effect of borehole friction which was simulated by a 
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rubber sponge lining added to the metal casing outside the drill bit. A short analysis of the 

configuration 3 analysis is also presented in this chapter.  

Configuration 4 is used to present the dynamics of rotary drilling when affected by physical 

internal cause; an unbalanced drill bit or a bent drill string. These dynamics are practically 

analyzed and demonstrated using configuration 4. An analysis of the nonlinear characteristics 

presented by laboratory set up configuration 4 is also presented in the chapter 6. 

In order to investigate the controllability of vibrations in rotary drilling, the first step was to 

develop a mathematical model of the experimental set up for use in simulations. Most of the 

models available in literature used pure analytically derived models while some models used a 

combination of analytical equations and parameter estimation. Due to the complex vibrations and 

dynamics of rotary drilling, this research selected a system identification approach to identify the 

mathematical model for the process. Chapter 7 discusses the identification of an auto regressive 

moving average exogenous (ARMAX) model of the configuration 1 set up by the least squares 

based parameter estimation approach of black box model system identification method. The 

model analysis and validation are also presented in the chapter. 

Chapter 8 is an extension of the mathematical modeling to identify a model for the 

configuration 4 laboratory set up. A Box Jenkins model was identified to represent these 

dynamics and validated experimentally. The details of the identification procedure, validation and 

discussion on model robustness are also detailed in the chapter. An analytical model is developed 

for the configuration 4 laboratory set up in chapter 9. The simulations of the Box Jenkins model 

and analytical model are compared and verified.  
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Chapter 10 analyzes the controllability of the drill string vibrations in the presence of the 

unbalanced drill bit represented by configuration 4. It also discusses two major causes aggravating 

drill string vibrations: well borehole effect and the critical speeds of operation using configuration 

3 of the laboratory set up. The effects of these causes on the dynamics of rotary drilling are 

demonstrated in the chapter. 

This research developed a self tuning adaptive controller for three axes vibration mitigation in 

rotary drilling systems. The control law developed is a practical solution to minimize and mitigate 

the effect caused by the boreholes and critical operation speeds on vibration aggravation in rotary 

drilling. Practical demonstration of the effectiveness of the controller is also a major achievement 

of the research. They are explained in detail in Chapter 11. 

Chapter 12 presents the conclusions of the research work and suggestions on future work. 
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 4.6 Research objectives 

1. The research will attempt to identify a mathematical model of the rotary drilling process under 

various conditions such as ideal drilling, unbalanced drill bit, etc., by the black box 

identification method.  

2. For the rotary drilling with unbalanced drill bit problem, due to the nonlinearity addition near 

the output end of the process, a Box Jenkins model structure will be used and the model will 

be validated experimentally. 

3. A four degree of freedom analytical model will also be developed for the unbalanced mass 

system to verify and validate the identified model.  

4. The research will analyze the dynamics presented by the rotary drilling under various 

conditions: presence of unbalanced drill bit, hard brake inducing limit cycling, borehole 

friction, critical operational speeds, etc. 

5. The research intends to offer a practical control solution to mitigate rotary drilling vibrations. 

A control law using a self tuning adaptive controller with an online identifier will be 

developed. The controller will be implemented practically and experimental closed loop 

results will be presented. 

6. All the major programs for software and hardware interfacing, model identification, and 

controller development will be developed using the National Instruments LabVIEW
TM

 

software. 
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Chapter 5. Laboratory Arrangement and LabVIEW
TM

  

interface program development 

This chapter details the description of the laboratory set-up, its major parts, the data acquisition 

procedure using LabVIEW™ programs and the sensors used for data acquisition. Section 5.1 

discusses the laboratory set up and it’s working. Section 5.2 explains the software used for data 

acquisition, the developed program interface and raw data generation. The data sheets of all the 

hardware devices used are attached as Appendix 3. The developed LabVIEW
TM

 programs are 

explained in detail and the synchronization of events and data flow between hardware and 

software is explained. Section 5.3 discusses the sensors used for data communication in the 

laboratory set up. 

 Many researchers have used experimental prototypes of the oil rig to simulate torsional/lateral 

vibrations [Germay et al., (2009) and Mihajlovic et al., (2004)]. Mihajlovic et al., (2004) used 

experimental prototypes to analyze stick-slip vibrations and limit cycling. This research has used 

an experimental prototype to analyze rotary drilling dynamics under various external influences. 

The prototype used for this research stands out from others by the presence of a universal joint 

connecting the drill string to the upper rotary disk (Figure 5.1). The joint provides an additional 2 

degrees of freedom movement to the drill string and the lower rotating components. Hence, the 

set-up is more similar in dynamics and degrees of freedom to the actual drilling process.  
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5.1 The laboratory set up configuration-1 and rotary drilling rig 

In order to understand and analyze the vibrations due to the bend drill string, experiments were 

conducted. The salient features of the rotary drilling rig (Figure 5.1) are captured in the laboratory 

by a simple experimental set-up. This part of the mechanical design was conducted by 

Dr.Karkoub’s group at the Petroleum Institute (PI). The main focus during this stage was to 

concentrate on the study of the dynamics of an individual section of the drill string (assuming all 

the sections of the drill string experience similar forces). The experimental set-up is as shown 

below in Figure 5.1. Similar prototypes have been used by other researchers for analyzing drilling 

vibrations. The prototype used for this research stands out due to the presence of a universal joint 

connecting the drill string to the upper rotary disk. The joint provides an additional 2 degrees of 

freedom movement to the drill string and the lower rotating components. Hence, the set-up is 

more similar in dynamics and degrees of freedom to the actual drilling process. 

As explained previously in chapter 1, the electric generator provides the driving energy for the 

entire drilling. This energy is transmitted to the drill string and BHA through a large turntable at 

the surface of the well. The drill strings are connected by tool joints and they are joined together 

as the well deepens. A casing is also inserted into the well to keep the mud and rocks from falling 

into the borehole. The drill collars provide the weight required to keep the drill bit on the drilling 

end. The drill bit is the part which actually comes in contact with the rocks. 
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Figure 5.1: Laboratory set up.  
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The various parts of the laboratory set up as labeled in Figure 5.1 are laid out in Table 5.1, and 

the number in parentheses in the text below refer to the table. The laboratory set-up in Figure 5.1 

operates by energizing a DC power source and a PWM amplifier. The output of the PWM 

amplifier (7) is used to operate a DC motor (1), which rotates a large flywheel (3), coupled to the 

motor shaft. The fly wheel (weighing approx. 2 Kg, hereafter also referred to as the upper rotary) 

serves to represent the large rotary table found at the surface in rotary drilling. In rotary drilling, 

the rotary table (approx. 20,000 Kg) provides the driving torque necessary to rotate the drill string 

and drill collars. In the laboratory set up a 1m long string (made of carbon steel) is attached to the 

upper flywheel by a universal joint (4) to represent the drill string (5).  The drill string in a rotary 

drill rig ( Figure 1.1) is made up of high grade carbon steel drill pipes (approx. 10 m long) 

attached together, and could be anywhere from 8 to 10 km depending on the length of the well. 

This joint provides two degree of rotational freedom (x and y axes).The motor rotation provides 

the set-up with one DOF of rotation about the z axis. The entire set up is supported by a metal 

frame (6). 

Two incremental encoders (2 & 8) are used to sense the angular velocity of the upper rotary 

and drill bit. The lower flywheel (weighs approx. 1.1 Kg, hereafter also referred to as the drill bit) 

in the laboratory set up represents the rotating mass of the BHA (Bottom hole assembly: drill 

collars and other equipment) and drill bit (referred to as drill bit in this thesis) (9). In practice, the 

BHA could weigh anywhere from 500 to 2000 Kg depending on the bore hole size and 

equipments used. A metal cylindrical casing (10) is fixed to the frame around the lower flywheel. 

It is used to represent the well bore hole. Two of NI DAQ BNC 2120 are used to communicate 

data between the NI Lab VIEW™ program and the encoders (11). 

  



57 

 

Table 5.1: Parts of the laboratory set up 

Part number from Figure 5.1 Name of the part 

1 DC Motor 

2 Upper incremental Encoder 

3 Upper rotary table 

4 Universal Joint 

5 Drill string 

6 Metal frame 

7 PWM Amplifier 

8 Lower incremental encoder 

9 Drill bit 

10 Metal casing 

11 NI DAQ BNC 2120 
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 Figure 5.2: Process flow diagram for open loop drill string analysis 

 

The flow of data between hardware and software for operating the laboratory set-up and data 

logging is as per the schematic in Figure 5.2. A power supply unit is connected to the Motor to 

drive it. A function generator and amplifier are connected to the power unit to provide required 

triggering /reference signal to the drill system. This type of desired function generation is very 

crucial. It helps in generating desired excitation signals to the drill system to excite all the system 

states and extract the required system information from the data. The PWM amplifier is essential 

to provide the necessary current for the motor to run.  

The purpose of the encoder in this experiment is to analyze the angular velocity of the upper 

and lower flywheels and compare them; here incremental encoders are used for the purpose. 

Incremental encoders will provide angular velocity data quite accurately. However they may also 
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have some approximation or errors due to shaft movement etc, but if two similar encoders are 

used and the objective is comparison of two data, incremental encoders will work well. Moreover, 

this is an experimental setup and the size of the setup and the accuracy requirements allow the use 

of tethered encoders to read the speed signals to a good accuracy. However, in the field there are 

many tools that were developed and others in the development process to read drilling data 

(tethered and un-tethered). This is known to the research community as MWD (measurement 

while drilling). The tools used to perform in situ measurements and relay information to the 

surface through wires, wireless, or other means such as acoustic waves. The drilling speeds are 

relatively low (~ 100 rpm) and therefore the encoders are expected to read the speeds fairly 

accurately. Also, IMUs (inertial measurement units) are used in combination with encoders to 

guarantee the accuracy of measurements [N. Abdelmagd, 2002]. The data obtained from the 

encoders via BNC 2120’s are compared for analysis and control purposes using LabVIEW
TM

 

programs. The next section, 5.2 discusses the details of LabVIEW
TM

 programs developed for 

online data acquisition and communication with hardware. 
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5.2 NI LabVIEW
TM

 program development and dynamic data acquisition 

To implement the functioning of the laboratory set-up and log required data, an interface had 

to be designed. The interface should implement the following requirements. 

• The design and transfer of an input signal 

• Plots of input and output data 

• Data acquisition and logging. 

5.2.1 LabVIEW
TM

 

The software used for implementing the interface is National Instruments (NI) LabVIEW
TM

. 

LabVIEW
TM

 is a graphical program designed to make interfacing with any measurement 

hardware. 

NI LabVIEW
TM

 is used for data acquisition, system modeling, identification, and control 

throughout the research. LabVIEW
TM

 has several interesting features like simulation of signals, 

interface with data acquisition devices, front panel instrument blocks, etc. Moreover, LabVIEW
TM

 

doesn’t require a script or program chart to make the files work. It requires only the connection of 

“real” devices in the block diagram. Applications created with LabVIEW
TM

 are referred to as 

virtual instruments (VIs) created as block diagrams. Input and output interfacing with the VI is 

performed in another window called the front panel. The front panel helps to view and 

manipulates the results/ devices in the block diagram through various graphical charts, displays 

and switches. LabVIEW
TM

 also enables to interface directly to instruments, sensors and actuators. 

These signal transfers are done using the analog inputs/ outputs of the NI DAQ device. 

LabVIEW
TM

 can create applications which can be used to collect, analyze and share data with 
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ease and with higher accuracy. LabVIEW
TM

 make it connect to I/O and integrate with software 

which makes it easier to compare data from a process with the theoretical models.  

The LabVIEW
TM

 virtual instrument (VI) block diagrams are developed for the data acquisition 

and processing from the incremental encoders. The entire block diagram is attached in Appendix 

3.    
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5.3 Sensors used in the laboratory set up 

This section details the sensors used in the laboratory set up, and the data acquisition procedure 

using them. 

5.3.1 Incremental encoders  

An incremental encoder converts the angular position of rotating shafts to digital code. This 

digital code is programmed to get the angular velocity data. Figure 5.7 plots the number of 

revolutions taken by the upper rotary and lower drill bit when excited by a voltage of 2.5 volts. 

Due to non synchronous movement of the upper rotary and drill bit, a twist or torsion arises in the 

drill string. The difference in the angular position is called the torsion angle. 

 

 

Figure 5.7: Revolutions taken by the upper rotary and drill bit 

 

The presence of torsion increases due to the added effects of friction from the environment 

(drill bit and earth) and due to the loss of transmitted power from the upper rotary table to the drill 
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bit in the joints in drill strings.  The drill string set-up in the lab does not take into account the 

bottom-hole friction and also does not have the many attached sections of drill string. 

Nevertheless, it can be seen the presence of torsion in the near ideal case set-up in the lab. It can 

hence be seen that the torsion angle will only increase with real time drilling in the presence of 

friction and loss of transmitted power. The torsion angle is the main cause behind the stick slip 

and major vibrations leading to failure which can be noticed in the drilling field. The time 

response of the system is also studied. The response of the upper flywheel to the command speed 

is studied in Figure 5.8 to analyze the step response of the system. Analyzing the step response 

gives major insights to the system behavior such as steady state following, stability, and settling 

time. The system is seen to be stable, fast response time (0.5s), and slightly large settling time 

(5s). 

 

 

 

Figure 5.8: Step response of the upper rotary to command speed of 26RPM. 
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The incremental encoders provided noise free, good quality speed data from the system. In 

Figure 5.11, the system response is compared with the required operational angular velocity by 

the system (referred as the command speed) input as a voltage to the motor for low, average, and 

high drilling speeds at a sampling frequency of 5samples/second. Observation of the plot displays 

some vibrations at speeds around 8 RPM which could indicate resonance; i.e., the first mode of 

vibration and exciting frequency are close to each other.  The average drilling speed is about 40 

RPM. It was noticed that the response of the drill string system lags behind the command speed 

input at low speeds; however, as the speed is increased the lag is reduced. This deficiency at low 

speeds can be attributed to power dissipation in the elements. It is seen that the drill string upper 

rotary follow the command signal (depicted as corresponding speed in RPM)  more closely at 

higher angular velocities.  

 

Figure 5.11: Plot of Command speed and process response for various speeds (configuration 1). 
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As the speed is increased further to 65 RPM, near the high speed range for the actual drilling, 

the power dissipation is less compared to the input power. Due to inertial effects the drill bit 

follows a slightly higher speed to the command speed input.  

5.3.2 Three-axis vibration detection and logging using Kionix accelerometer  

The accelerometer used to detect and log the vibration data was a Kionix 3 axis accelerometer. 

An accelerometer evaluation board was used to enable fast and reliable data processing. The 

board was placed on the incremental encoder by a plank mechanism. The laboratory arrangement 

is shown in Figure 5.12. The sensor board was screwed on to the plank by metal screws. The 

mounting holders of the encoder onto which the plank is screwed did not have any linear 

accelerations in the XYZ axes. Hence, the placing of the sensor in such a manner ensures that the 

accelerometer stayed connected like a singular piece of the drill string and captured all its 

vibrating accelerations about the three axes. The mounting holders of the incremental encoder 

(Figure 5.13) enabled the mounting of the aluminum plank. Aluminum was chosen for its 

lightness in weight and strength. 
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Figure 5.12: Laboratory arrangement of the acceleration sensor mounted on the incremental 

encoder. 

 

Figure 5.13: Mounting holders of the incremental encoder. 

 

In order to analyze and log correct acceleration data, the sensor was initially configured. 

Configuration ensured the axes were correctly positioned in accordance with the device’s 

placement. The device was placed where required and ‘calibrate’ was pressed on the 

‘Configuration palette’ (Figure 5.14) to accept the required settings.  
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Figure 5.14: Configuration palette for the 3 axes acceleration sensor. 

 

The acceleration data was logged using the ‘data logger’. The ‘data logger’ window displayed 

the acceleration data about all three axes and the logging of data can be set to start and stop 

manually.  
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Figure 5.15: Data logging panel of the 3 axes accelerometer 

 

Figure 5.15 displays the online logging of acceleration data. The data logger took a constant 

stream of readings from the device and graphed them in real-time to the screen. The sampling rate 

can also be adjusted by setting the time and the rate. The data logger displayed the acceleration 

about all three axes in various colors to ease distinction, and the median is also displayed. Hence 4 

data lines are seen in the panel. The data once logged could be saved as text file for use by 

LabVIEW
TM

, MATLAB
®

, etc. for data processing. 
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Chapter 6. Laboratory set-up configurations and analysis of  

dynamics  

This chapter discusses three new configurations of the laboratory set up. These configurations 

are introduced to analyze various dynamics of the drill string. Configurations 2 and 3 analyzes 

external effects like the effect of hard brake, borehole friction and configuration 4 analyzes 

internal physical or inherent effects like unbalanced drill bit and critical speeds on the rotary 

drilling dynamics.  

6.1 Analysis of drill string dynamics when effected by a hard brake 

This study is concerned with analyzing the outset of torsional vibrations in a rotary drilling 

system. 

6.1.1 Configuration 2: Hard brake implemented on laboratory set up 

 

Torsional vibrations in drill strings have been analyzed using humped friction models by 

Jansen J.D and van den Steen L., (1995), Serrarens. A.F.A. et al., (1998), Navarro E. M. and R. 

Suarez, (2004), etc. These models represented self excited torsional vibrations present in drill 

string systems due to the friction between drill bit and borehole. Jansen J. D., (1995), van den 

Steen L., (1997) and Liene R. I., (2000) have stated that torsional vibrations in drill-string systems 

can be modeled using the friction model with the Stribeck effect. Mihajlovic et al. (2003) and de 

Bruin J.C.A. et al. (2007) have implemented experimentally the stribeck effect using a hard brake 

system as depicted schematically by Mihajlovic et al., (2003) in Figure 6.1. 
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Figure 6.1: Applied normal force at the drill bit [Mihajlovic et al., (2003)]. 

 

To analyze firsthand the conclusions of the above researches, a hard brake is implemented on the 

laboratory set-up. Initially, a schematic of the braking arrangement was designed. The schematic 

also reflects the principles of implementation of the brake (Figure 6.2). 

 

 

Figure 6.2: Schematic of braking arrangement. 
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The implementation of the hard brake required a mechanical pivot system, a linear solenoid 

and an accurate calculation of the braking force required to be applied. The mechanical pivot 

arrangement was designed and manufactured at the machine shop. The amount of the force which 

will induce limit cycling, the length of the metal plank, and the dimensions of the brake shoe were 

calculated and determined by a number of trial runs and tests. Finally, the laboratory arrangement 

of the hard brake was implemented as in Figure 6.3. The linear solenoid is connected to a DC 

power source and it gets activated and pushes the plank of the pivot arrangement up when excited 

over 12 volts and remains so until the excitation voltage is lowered. The position of the solenoid 

clamp onto the metal frame is crucial and its determination depended on the length of the brake 

shoe, the solenoid length and the voltage applied to it. All the experiments in this chapter are 

recorded at a sampling frequency of 5samples/second. 

 

 

Figure 6.3: Laboratory arrangement of implementing hard brake on lower flywheel. 
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6.1.2 Observed dynamics: Configuration 2  

 

This section discusses the data recorded when the hard brake is effected on the rotating drill 

bit. The experiments are recorded for two speeds of rotation (23 RPM and 53 RPM). The tests 

recorded clear limit cycling (Figure 6.4). The brake induces friction induced limit cycling and 

torsion in the system; however no stick slip is observed. The Figure 6.4 displays the upper rotary 

speed (black) and the drill bit speed (red), for the two speeds of operation. The blue and purple 

signals represent the difference in the upper and lower flywheel speeds. The tests conclude that 

the limit cycling effect induced by a hard brake do not differ much in magnitude for lower and 

higher speeds of rotation, assuming there is no friction between the drill bit and borehole. The 

tests also indicate that hard / sudden obstacles by itself are not the cause of stick slip phenomena 

in rotary drilling. 

 

Figure 6.4: Results of hard brake tests (configuration 2).  
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6.2 Analysis of drill string dynamics in presence of borehole friction 

This section details the observations on experiments with rubber sponge lining used to 

represent bore-hole friction. In the previous experiment, the borehole is assumed to impart no 

friction on the lower flywheel representing the drill bit. The experiments on analyzing the limit 

cycling dynamics are extended in this section to include the presence of borehole friction.  

6.2.1 Configuration 3: Borehole friction 

A rubber sponge is added as a lining to the casing surrounding the lower flywheel to represent 

the ‘borehole’ mud effect.  The cylindrical casing with the lining is depicted in Figure 6.5. The 

laboratory set-up is once again operated as discussed in the previous section, with the hard brake 

applied by triggering the linear push solenoid. The experimental data recorded from the fly wheels 

are plotted in Figure 6.6 (a – d). The experiments are conducted at various operational speeds, 

Figure 6.6a is recorded while operating at 23 RPM. Figure 6.6b is recorded at 53 RPM. Figures 

6.6c and 6.6d are recorded while operating the system at 62 and 78 RPM, respectively. 

 

 

Figure 6.5: The cylindrical casing lined with rubber sponge. 
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Figure 6.6a: Configuration 3 drill bit experimental response at 23 RPM.  

 

 

Figure 6.6b: Configuration 3 drill bit experimental response at 53 RPM.  
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Figure 6.6c: Configuration 3 drill bit experimental response at 69 RPM.  

 

 

Figure 6.6d: Configuration 3 drill bit experimental response at 83 RPM.  
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The data recorded and displayed in Figure 6.6 (a-d) are analyzed and discussed below. The 

upper flywheel angular velocity is depicted in black in the plots. The lower flywheel angular 

velocity is depicted in red. The blue signal is the difference between the angular velocities of the 

upper and lower flywheels. It is noted that the limit cycling is present and noticeable at 53 and 78 

RPM. However they are not visible in the 23 and 62 RPM plots though the lower flywheel was 

visibly whirling due to the friction effect imposed by the rubber sponge lining on the casing. 

Some very important remarks are noted from these experiments.  

1. The limit cycling of drill bits induced due to a hard object will be present with the presence 

or absence of borehole friction. 

2. The magnitude of the torsional vibrations resulting from limit cycling remains unaffected 

in the presence of borehole friction. However, lateral vibrations are aggravated in presence 

of borehole friction. 

3. The torsional vibrations disappear at certain velocities, even though whirling of the drill bit 

is present. In other words, lateral and torsional vibrations of the drill bit can co exist or 

separate. 

4. The presence of critical speeds of operation which aggravate vibrations are confirmed by 

these experiments. 
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6.3 Analysis of lateral vibrations & bit whirl   

This section analyzes lateral vibrations and drill bit whirl induced by configuration 4. In the 

literature review, it was noted that the lateral vibrations of the drill bit are the most destructive 

type of vibrations affecting rotary drilling [Schlumberger, (2010), R. Mathur, (2009), J. Zare, 

(2011)]. They result in a phenomenon called bit whirl. This chapter investigates the causes 

leading to high lateral vibrations and bit whirl.  

Bit whirl causes reduction of drilling efficiency, drill pipe bending and well bore hole 

enlargement. Hence it is the most destructive phenomenon associated with rotary drilling 

assemblies due to its effects of drill collar damage and borehole enlargement and resultant drastic 

reduction of fatigue life [Helios Spanos, (1999)].  

Drill bit whirl can be due either to: (a) bend drill string or (b) an unbalanced drill bit. An in-

homogenous borehole can aggravate the conditions of whirling. The two different causes produce 

a similar phenomenon i.e.; the bit whirl. This chapter analyzes the drill bit whirl dynamics caused 

due to both the above reasons. Experimental tests are conducted and analyzed to understand the 

bit whirl phenomenon at various speeds. 

Jansen , (1991) stated that the bit whirling phenomenon occurs when drill bits have an 

imbalance in the drill bit design during manufacture or when there is a slight bend in the drill 

collars due to high lateral vibrations. Both of these imperfections cause the lateral vibrations to be 

predominant and cause bit whirl at higher operational ranges [Brett et al., (1990)].  

Most commercially available bits have imbalances in the range of 2 to 10 % with the 2% only 

for a very high commercially graded bit [Thomas Warren, (1990)]. An imbalance on the bit due to 

manufacture or borehole effect causes it to stray away from its center of rotation during drilling. 
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This will lead to high centrifugal force to be developed which increases the side loading of the bit. 

This results in hole enlargement and bit whirling.  

Jansen, (1991) also suggested that the dynamics of a bend drill string in forward whirl can be 

demonstrated by an unbalanced mass on the lower bit. 

 The following sections demonstrate and discuss the analysis of the bit whirl dynamics. Bit 

whirl is induced in the laboratory arrangement by utilizing the research review presented above.  

6.3.1 Configuration 4: Unbalanced Drill bit  

 This section discusses the data recorded during experiments on bit whirling due to an 

unbalanced mass on the drill bit. In the laboratory set up , an additional mass is placed on the drill 

bit, however, in rotary drilling rigs the commercially available drill bits have a manufacturing 

imbalance between 2% -10%. The drill string in the laboratory arrangement is vertical, about 1m 

long, and is made of carbon steel to ensure the material properties are as close as possible to the 

actual rig. An unbalanced mass is added to the flywheel representing the drill bit (Figure 6.7). 

Unbalanced rotors are used to represent an eccentric drill pipe in the research of Dykstra, (1996) 

and Liao, (2008). 

 Dykstra et al., (1996) conducted tests on drill collars and studied the effects of lateral 

shocks and backward whirl.  The discussion was based on the fact that the source of vibration is 

the bit and hence the centrifugal forces developed when an unbalanced drill string is rotated can 

be one of the major sources of vibrations. Liao et al., (2009) developed a reduced order model for 

a drill string system with a mass imbalance on the rotor. The tests were focused to analyze the 

trajectory of the bit for various mass and angular velocities while displaying bit whirl and stick 

slip characteristics. 
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 In order to analyze the above discussions on lateral vibrations, various tests with different 

WOBs and operational velocity of the rotary table were conducted. Further to suggestions by 

Warren, T., (1990) on drill bit imbalance presented earlier, tests are conducted with various 

unbalanced mass conditions.  

  Figure 6.8 (a-c), displays the plots of the command speeds applied to the system, the angular 

velocity data of the upper rotary and lower bit for the three unbalanced mass cases discussed 

below. The angular velocities are displayed and analyzed in contrast to angular positions, 

because the vibration information is clearer and the behavior of the drill string at the lower bit in 

the x-y plane can be better analyzed in this manner. 

 

 

Figure 6.7: Laboratory set-up configuration 4 with unbalanced mass. 

Case1: Ideal (no unbalance) condition 

 Initially the drill string system is allowed to rotate freely (zero unbalanced mass). In 

this state the system can be compared to the state when the drill string rotates and there is no 

unbalance on the drill bit. At operational speeds of around 8 RPM, there existed some vibrations 

(Figure 6.8a). These can be termed as self exited vibrations, which arise in rotary drilling at very 

low speeds. However it can be noted that when the speed is increased to around 36 RPM, the self 
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excited vibrations disappear and vibrations similar to limit cycling appear. At a speed of 51 

RPM, the drill string now rotates smoothly with lesser limit cycling and self exited vibrations.  

 The average speed of the drilling is at 50 – 60 RPM. Analyzing the graphs for case 1 

angular velocity data, it is noted that the drill string system lags behind the command speed 

required to be followed at lower speeds of 8 RPM and almost reaches up to the command speed 

at 51 RPM. This deficiency at low speeds can be attributed to power dissipation in the elements. 

It is seen that the drill string upper and lower velocities followed the command speed more 

closely at higher speeds due to the fact that the power received by the system is much higher than 

the power dissipated in the system.  

Case 2: Small Unbalanced Mass Condition 

 Based on research conclusions in Jansen, (1991) and Warren T., (1990), an unbalance 

of 2.6% of drill bit mass (28g) is added to the lower rotor to represent an unbalanced drill bit. 

During experiments, it was observed that the drill string upper and lower velocities follow the 

command speed better than in the ideal condition (Figure 6.8). It was also noted that the self 

exited vibrations appear similar to case 1 when rotated at low speeds, but they were less 

prominent due to the higher mass of the bit. The increased unbalanced mass on the drill bit 

forced the drill bit from rotating away from the center of rotation, and vibrations of the self 

exited type were minimized. This could provide an explanation for the use of drill collars in the 

drilling rig to provide increased weight for the bit. As the operational speed was increased to 50 

RPM, the system now rotated at a speed slightly higher than the command speed, this could be 

attributed to the increase in nonlinear properties (discussed in following section 6.3.2) of the drill 

string with an unbalanced mass addition. 
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Case 3: High unbalance condition 

 The unbalanced mass added to the lower rotor was further increased to 5.2% and now a 

56 g mass rested on the bit. The drill string followed the command speed closer at a speed of 39 

RPM, but rotated at higher speeds when operated at speeds of 50 RPM- this could be due to 

increased nonlinearity (section 6.3.2). Limit cycling vibrations were more prominent, and 

whirling was noticed at higher speeds (Figure 6.8). This whirling could change to stick slip in 

presence of increased friction between the well bore and lower bit.  

 The next section briefly analyzes some characteristic nonlinear properties exhibited by 

the system with unbalanced mass. 

 

 

Figure 6.8a: The command speeds and the responses of the laboratory set up configuration 4 at 

low speed of operation. 
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Figure 6.8b: The command speeds and the responses of the laboratory set up configuration 4 at 

average speed of operation. 

 

 

 

 

Figure 6.8c: The command speeds and the responses of the laboratory set up configuration 4 at 

high speed of operation. 
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6.3.2 Analysis of the nonlinear characteristics presented by laboratory set up 

configuration 4. 

This section details the analysis of non linear properties exhibited by the laboratory system with 

unbalanced mass addition. Nonlinear characteristics of the system are analyzed to get a thorough 

understanding of the system for model identification and controller design purposes. 

Case 1: Minor Change In Initial Condition: Frequency 

This section presents analysis of the system behavior for a minor change in input frequency 

signal for ideal and unbalanced mass conditions. Figure 6.9a displays the system input to observe 

system response when affected by a change in the frequency of applied input signal under zero 

mass unbalance condition. The residual signal from the system is plotted in Figure 6.9b. It was 

noticed that there was no major erratic behavior displayed by the system in this case. The pattern 

of vibration was the same and there was only a slight change in the magnitude of the residual. 

 

 

Figure 6.9a: Command signal applied to test configuration 4 laboratory set-up for nonlinear 

characteristics. (Case 1) 
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Figure 6.9b: Residual signal under zero unbalanced mass on drill bit.(Case 1)  

 

 

Figure 6.9c: Residual signal obtained with 2.6% unbalanced mass on drill bit. (Case 1) 

 

Figure 6.9c displays the residual signal plot for the system when the input signal frequency is 

changed under a mass unbalanced condition. It was noted here, that now the pattern of the 

residual signal had changed with a sight change in magnitude. This implied that the vibration 

pattern of the lower bit when compared to the upper rotary has changed. This change in residual 

implied the increase of nonlinear properties exhibited by the drill string in the presence of the 

unbalanced mass. Drilling with unbalanced drill bit lead to in-homogenous boreholes and this will 

lead to higher eccentric paths and increased nonlinear characteristics of the drill string as drilling 

progressed. 
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Case 2: Minor Change In Initial Condition: Magnitude 

This section presents an analysis of the drill string system behavior under ideal and unbalanced 

mass conditions, when a slight change in magnitude is made to the input command signal. Figure 

6.10a displays the input signal to the system to analyze system response to a magnitude shift of 

the applied input signal. A command speed of 50 RPM was applied to the drill string system, and 

a shift to 52 RPM was made at a time approximately 21
st
 second. The residual signal obtained 

from the system under zero unbalanced mass on drill bit condition is plotted in Figure 6.10b. It 

was noticed that the residual initially decreased in magnitude slightly, but returned to the original 

magnitude soon and there was no evident change in vibration pattern.  

 

 

Figure 6.10a: Command signal applied to test configuration 4 laboratory set up for analyzing 

nonlinear characteristics (Case 2) 
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Figure 6.10b: Residual signal obtained under zero unbalanced mass condition (case 2) 

 

Figure 6.10c: Residual signal obtained under 2.6% unbalanced mass condition (case 2) 

 

  

    The command signal and the residual plots for the system when the input signal magnitude 

was changed slightly under unbalanced mass condition are plotted in Figure 6.10c. Analyzing the 

residual plot (Figure 6.10c), it was seen that following a delay of around 6 s to follow the 

command, the residual signal displayed a slight decrease in magnitude and did not return to the 

previous magnitude or pattern of vibration. These experiments proved the onset of nonlinear 

properties in the laboratory configuration with the addition of unbalanced mass on the drill bit. 
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Chapter 7. Identification of mathematical model: 

Configuration 1   

The mathematical model of any system or process is a set of mathematical equations which 

efficiently describe the behavior of the system /process. The better mathematical model should be 

simple and yet incorporate the major features of the process. There are two major methods well 

known in literature for defining the mathematical model of any system. They are: 

 Analytical modeling: Development of a mathematical model for a system using equations of 

physics and laws of motion. This process involves a number of assumptions to simplify the 

physics involved. 

System identification: Identifies the mathematical model of the system using the input output 

data and fits a predefined model structure to the data. 

 A combination of the above: some mathematical models are developed using a part of the 

system developed analytically and a part identified and combined to get the overall model. 

Since the physics involved in rotary drilling is inherently non-linear, recourse to modeling is 

inevitable to compensate for the lack of detailed dynamic information available on the drill string 

dynamics. Most of the models developed for representing drill string dynamics and similar 

laboratory set-ups, have been based on assumptions. The numerical simulations of the developed 

models are mostly validated by experimental data.  Hence, the lack of a coherent model in the 

literature that is free from unwarranted assumptions makes it difficult to accurately assess the 

nature of drill string vibrations and thereby to get a clear overview of the applicability of the 

control options available. This chapter develops a mathematically identified dynamic model that 
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permits control of the approximations involved, is not computationally over expensive and has the 

potential to accommodate the many complexities of a realistic drilling assembly.  

 Most of the researchers in drill string dynamics modeling have depended on mathematical 

models derived by analytical modeling [E.M.Navarro, (2005), J. D. Jansen et al., (1995) and 

Jansen and van den steen, (1995)]. But the analytical modeling method has the disadvantage of 

many assumptions. The model will eventually fail to capture all the modes of the system and 

hence leads to less accurate models on which to base the further researches and experiments. N. 

Mihajlovic, (2004) used the method of parameter estimation to arrive at the model. They have 

used angle data to derive the model, and there is no detailed explanation of how to predefine a 

model structure, the process of identifying the selected model, and the criteria used for it. 

 In this chapter, an auto regressive moving average exogenous model of the drill string 

(ARMAX) is identified by the least squares based parameter estimation approach of system 

model identification. The identification method is also known as Black box modeling. The 

method of Black box modeling presented here is void of assumptions and dependent only on 

actual process data and the method can be extended easily to any physical or real process. Section 

7.1 presents an overview of the system identification process and its major steps. Section 7.2 

gives a brief description of the ideal drill string dynamics presented by configuration 1. Section 

7.3 describes the procedure to develop the mathematical model by the system identification 

method. Section 7.3 is divided into various subsections which explain each of the stages of model 

identification of configuration 1 are laid out briefly in section 7.1 with experimental results, 

tables, and plots. The identification for non linear system, represented by configuration 4 set-up is 

discussed in the following chapter 8. 
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7.1 System identification Method 

Every identification process consists of a series of basic steps.  

1. Collecting information about the system. 

 Relevant information from the system required for the identification process are its input 

and output data. All the system modes should be excited to get data which reflects the system 

well. A pseudo random binary sequence (PRBS) or Swept sine wave is normally used to excite all 

the system modes. Once the data are obtained, it should be cleared of all the mean values and de-

trended. Any noise present in the data should be filtered out.   

2. Selecting a model structure to represent the system.  

 A choice should be made within all the possible mathematical models that can be used to 

represent the system. There are many types of models: 

• Parametric versus nonparametric models: 

In a parametric model, the system is described using a limited number of characteristic 

quantities called the parameters of the model. In a nonparametric model, the system is 

characterized by measurements of a system function at a large number of points. Examples of 

parametric model are the transfer function of a filter described by its poles and zeros and the 

equations of motion of a piston. An example of a nonparametric model is the description of a 

filter by its impulse response at a large number of points. 

• White box models versus black box models:  

In the construction of a white box model, physical laws whose availability and applicability 

depend on the insight and skills of the experimenter can be used (Kirchhoff’s laws, Newton’s 
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laws, etc.)  Specialized knowledge related to different scientific fields may be brought into this 

phase of the identification process. The Black box approach extracts the coefficients for the pre 

defined model structure from the data. Instead of making a detailed study and developing a model 

based upon physical insight and knowledge, a mathematical model is proposed that allows 

sufficient description of any observed input and output measurements. This significantly reduces 

the modeling effort.  

• Linear models versus nonlinear models: 

In real life, almost every system is nonlinear. However, nonlinear systems are mostly 

approximated by linear models, assuming that in the operation region the behavior can be 

linearized. This kind of approximation makes it possible to use simple models.  

 Choosing the model parameters – Model development. 

 The model parameters like model order, model coefficients, etc are chosen by application 

of methods like least squares, pole zero graphs, correlation graphs, etc. 

3. Validating the selected model. 

 Model validation is an important part of good modeling. Usually model validation is done 

by comparing the identified model simulations and experimental system responses. The 

developed model is said to be validated if there is a good match between the responses. 

If the system needs feedback a controller has to be chosen, too. The available measurements 

are controller input and output, system input and output, in other words, reference signal, control 

signal, measured control signal, and all degrees of freedom. The control signal and the measured 

control signal can differ because of saturations and noise. 
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7.2 Ideal drill string dynamics (Configuration 1) 

 The dynamics of a drill string in the presence of well bore friction is highly nonlinear. The 

nonlinearities of the system usually lead to what is known as limit cycling. Ideally, with no 

wellbore friction and assuming the drill string remains straight, the drill string system can be 

modeled as a two degree of freedom linear system. However, in the presence of wellbore friction, 

curved/inclined boreholes or unbalanced weight on bits (WOB), the dynamics of the system 

become more complex and the number of degrees of freedom increases to 5.  The drill bit 

centerline will also deviate from the vertical axis under the effect of centrifugal forces causing the 

drill string to bend. As the first stage of the model identification procedure, the experimental 

model is an idealized one with no borehole friction (configuration 1).  

To investigate the dynamics exhibited by the drill string in an ideal drilling environment, the 

drill string is made to rotate free. Due to assumption of the non existence of friction between 

lower disc and casing, this set-up (configuration1) represents an ideal frictionless (between the 

drill bit and borehole) rotary drilling prototype. Figure 7.1 displays a schematic of the dynamics 

of the system and Figure 7.2 is a flow chart representation of the system identification procedure. 

All the experiments are recorded at a sampling frequency of 5samples/second. 
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Figure 7.1: Schematic of ideal drill string dynamics 

 

 

Figure 7.2: Flow chart of the system identification procedure. 
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The next sections describe and expand the steps discussed above to identify a suitable model for 

the ideal rotary drilling system. The identification procedure starts with data acquisition 

(discussed in chapter 5) and is completed with discussion on the identified model validation. 

 

7.3 The Black box model identification of rotary drilling process 

System identification is a linear regression technique used in controls theory. It allows a 

representative model of the system to be developed by systematic selection of model order and 

using regression analysis to solve for the algebraic coefficients in the model. This approach can 

be applied online in real time when the drilling operation is being done with the minimal 

disturbance to the system because this involves exciting the system with a PRBS or white noise 

input. The method can be easily extended to complex and multiple input multiple output 

processes without increasing the complexity of the approach. Unlike analytical modeling, this 

method makes use of very few assumptions and depends on the data directly obtained from the 

process. 

The steps detailed in section 7.1 are followed to identify a model for the process.  

7.4 Collecting useful data from the process. 

Consider a linear single input single output (SISO) system; the system can be described 

by the equation,  

)()()( sUsGsY                (7.1) 
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where Y(s) and U(s) are the Laplace transforms of y(t) and u(t), the output and input respectively 

to the process at any time t, and ‘s’ is the Laplace variable.   

 And 
)(

)(
)(

sA

sB
sG   , where ‘B(s)’ and ‘A(s)’ are the numerator and denominator of the transfer 

function of the process model G(s). Zero noise /disturbance input is assumed. (Refer schematic 

in Figure 7.5) 

In discrete terms, (1) can be rewritten as:  
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at any sampled instant k.  

Here  
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where n is the process model order and m is the system time delay. 

Assuming pz  as a delay operator such that, );()( pkukuz p  for any constant p; 

Multiplying out equation 7.2 gives; 
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Equation (7.6) is now in the form of a difference equation. It relates the process output y(k) at k
th

 

sampling instant to the past values of the system inputs u and outputs y and their respective 

weighting parameters. 

The above equations can be represented in matrix form as  

Y            (7.7) 

Where Y is the vector of the output of the process at any instant k; 

  is the matrix of the past values of inputs and outputs  

 = [ -y(n), …….…-y(1): u(n),……..,u(1)]       (7.8) 

and    is the matrix of the parameters/ weighting coefficients of the past values of outputs and 

inputs. 
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 In order to get good estimates of the model coefficients, the process must be excited by a 

sufficiently "rich" signal. This ensures that all the modes of the system are excited. Usually a 

PRBS or a chirp signal is used to excite the system to extract data used for the identification 

process. These signals are very similar in properties and correlation graphs to white noise. When 

injected online to a process, they affect the operation of the system minimally and also allow 

exciting the modes of the system so that no useful information is lost. In this research, a swept 

sine wave, also known as the chirp signal, with frequency varying from 0-10 Hz is used as the 

excitation signal. The chirp wave excites all the modes of the system and is ideal for using for 

system identification purposes. The signal has a frequency variation from 1 Hz to 10 Hz, 

amplitude of 5 Vp-p, and time span of 3 seconds. The front panel of the LabVIEW
TM

 VI showing 

the stimulus signal developed in the lab is displayed in Figure 7.3. 

 

Figure 7.3: Excitation signal applied to the drill string set-up. 

 

As part of data processing for quality data, it has to be checked for mean values, noise, trends, 

etc. The measured input and output data are raw and need to be normalized and de-trended to 

ensure quality data to get good estimates. 
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The mean level can be removed from the raw data by calculating  

ututum
~)()( 

 ,          (7.10) 

And 

ytytym
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            (7.11) 

Where )(tu  and )(ty  are the raw input and raw output,   
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are the mean of the input and output, and N is the data length.  

The input data matrix transpose is,  

 )(),....2(),1( Nuuuu            (7.14) 

And the output data matrix transpose is 

 )(),...2(),1( Nyyyy  .         (7.15) 

   The data obtained experimentally may have some drift in it. Slight drifts in data could be 

due to low frequency noise disturbance added to the system during data acquisition. De-trending 

ensures the data is drift free. It is an essential part of the identification procedure because, data in 

which there is slight drift can results in unstable models.  

The linear trend is removed by the operation as follows; 
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uA and 
yA are the least squares fits for u and y respectively. 

  The process of removing the trend from the input and output is also called the remove 

trend operation. The input and output data are the speeds of the upper disc and lower disc 

respectively. 

7.5 Selecting a model structure to represent the system. 

The next step in the identification process is to choose an appropriate model structure. In 

general, the process can be modeled as consisting of a process model and a noise model. 

Assuming the added noise is uncorrelated white noise, the noise model will represent any colored 

noise in the data. 

Some of the popular model structures are: 
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Auto regressive exogenous (ARX) model: 
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Auto regressive exogenous moving average (ARMAX) model: 
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Box Jenkins (BJ) model: 
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Figure 7.4: Schematic of Process and noise models. 
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Figure 7.5: Schematic describing ARX model. 

 

 

Figure 7.6: Schematic describing ARMAX model. 

 

Figure 7.7: Schematic describing Box Jenkins model. 
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 In the above schematics (Figures 7.4 – 7.7), {u(k)} and {y(k)} are the input and output 

sequences of the system, respectively, {e(k)} is an uncorrelated white noise sequence with zero 

mean, and A(z), B(z), C(z),D(z) and F(z) are polynomials of known orders (na,nb,nc,nd,nf), while 

m is the time delay.  

The unit backward shift operator z
−1

 implies: z−1 y(k) = y(k−1),     (7.22) 

the polynomials are defined as: 
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 Due to the process being linear, an auto regressive moving average exogenous (ARMAX) 

model structure is selected and used for model coefficient identification. Least squares based 

iterative algorithms are used to estimate the model coefficients; i.e.; the unknown parameters 

),,,,( iiiii fdcba  by using the available input–output   measurement data {u(k), y(k): k = 1, 2, . .,K, 

. ., N} to improve the accuracy of parameter  estimation.  
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7.6 Choosing the model parameters. 

 In a parameter estimation approach, the model coefficients are directly obtained from the 

process or system inputs and output data. In other words, the parameter estimation approach 

estimates the β parameters of the mathematical model (equation (7.7)) by using the inputs, u, and 

outputs, y, of the process. The coefficient estimates are identified using the least squares method. 

The least squares based algorithm converges faster than the gradient based algorithm and the 

stochastic algorithm used for the identification process. The least squares estimate is found by 

minimizing the sum of squares of the model errors. Chen, P. and Tang, X., (2010), Wei, H.L., et 

al. (2010) and Zhao, G. and Wang, Z., (2011) are some examples of the various applications were 

the least squares principle is applied. 

7.6.1 Derivation of least squares estimate 

 In vector form, using the representations of equation (7.7); assuming the white noise of the 

system is represented by e, u(k) and y(k) are the input and output of the system/process, 

respectively. The least squares estimate is found by minimizing the sum of squares of the model 

errors: 

 eY     ; (in vector form)                  (7.28) 

 

If the cost function is defined as, J = 1/N. Σ (e)²; i.e. the sum of squares of model errors for N 

measurements, the least squares method converges to the solution by minimizing J.  

Define,  2)errors model(
1

N
J  i.e., the sum of squares of model errors for N measurements; 

Then in vector form; 
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Where ̂  is the estimated parameter matrix. 
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Note: The size of the variables TY is (1xN) 

Φ is (Nx2n) and   is (2nx1). (Hence, ̂TY can be transposed and rewritten as YT̂ ) 

The objective of the least squares method is to minimize the function J; hence, set 0ˆ 
Td

dJ


; 

i.e.; from equation (7.30) (Billings, 2004); 
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i.e.; ̂ TTY ;              (7.32) 

Therefore, YTT  1)(̂              (7.33) 

is the least squares estimate. 

 

Substituting from (7.28); 

)()(ˆ 1 eTT    ;         (7.34) 

i.e.;  
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eTT  1)(ˆ            (7.35) 

 Multiplying by T
 on both sides; 

 eTT  )ˆ(           (7.36) 

Taking the Expected value; 

.0][)]ˆ([  eEE TT           (7.37) 

 ][E  only if the mean values of the components of the noise vector (e) are zero and if the  

matrices, Φ, and noise vector are uncorrelated. 

 In other words, the estimates of the parameters are unbiased if the noise input is assumed 

to be white and the white noise and data matrix are independent. This is true and the estimates 

will always be unbiased because in parameter estimation, the noise is always assumed to be white 

and a moving average (MA) filter is added to represent the colored noise factor. 

 

7.6.2 Model order selection 

This section discusses the criteria used and the procedure of selecting the model order for the 

process. Refer Figure 7.4, {u(k)} is taken as a persistent excitation signal sequence with zero 

mean and unit variance, and {e(k)} as a white noise sequence with zero mean and variance σ2. 

The coefficient matrix Φ is calculated for various model orders using the least squares method. 

An approximate model order estimate is made by analyzing the number of resonant peaks in the 

non parametric frequency response function. The identified models are analyzed by analyzing the 

Akaike’s Information criterion (AIC), Akaike’s Final Prediction Error Criterion (FPE), and the 
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Minimum Description Length criterion (MDL) criteria and the residual correlation test results. 

Each model is tested against the residual function tests and pole/zero (PZ) maps. The results of the 

criteria and tests are listed in Table 7.1. The final model selection is based on comparing the 

criteria and PZ plots of the models. 

 Comparing the FPE, AIC and MDL and the residual correlation test results, an ARMAX 

model with a model order of 2 is selected. The identification results of the estimated parameters 

are given in Table 7.2.  Figures 7.8 – 7.10 illustrates the auto correlation test of the model 

residuals and the cross correlation test between the input and the model residual and the prediction 

error graph.  

 Unbiased estimates are ensured when the residual signal (also known as prediction error) 

is reduced to a white noise sequence. If the estimated process or noise model is deficient or biased 

the residual will be colored. 
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Table 7.1: Identification test results for ARMAX model structure 

Model order n, 

order of c = 4, 

Time delay =0. 

 

FPE 

 

AIC 

 

MDL 

Auto 

correlation 

test 

(+) : Pass 

(-) : Fail 

Cross 

correlation 

test 

(+) : Pass 

(-) : Fail 

1 0.131 0.130 0.149 + _ 

2 0.066 0.065 0.775 + + 

3 0.0679 0.0669 0.0812 + + 

4 0.074 0.0728 0.0906 + + 

 

The residual can be defined as E(k) = y(k) – ŷ(k/k-1). where y(k) is the actual process output at 

any sampled instant k. ŷ(k/k-1) is the estimated response at instant k given data up to and 

including sampled instant k-1. 

Table 7.2: Least squares based parameter estimates for ARMAX model 

 Terms Parameter estimates Terms Parameter estimates 

a 1 -0.2418 c1 1.236 

a2 0.1217 c2 1 

b0 0.9913 c3 0.909 

b1 -0.392 c4 0.525 

b2 0.113   
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7.6.3 Residual error and residual correlation tests on model   

Residual signal is the difference between the experimental output data and the model simulated 

output. In Figure 7.8, the residual signal fluctuates around zero (in the range of +/- 0.002) with 

very small deviations. This indicates that the estimated model displays good prediction.  

 The Auto Correlation Function (ACF) graph of the model residual (Figure 7.9) resembles 

white noise ACF and lies within the confidence interval. This indicates that the process and noise 

model estimates are unbiased. The Cross Correlation Function (CCF) graph (Figure 7.10) denotes 

the cross correlation between the model input and the residual. It dies out to zero on either side 

and is bounded within the confidence interval which denotes that the process and noise model are 

correct and the estimates are unbiased. If the noise or process model is biased then the CCF will 

not die out to zero, and the estimates will be biased.  

 

Figure 7.8: Model residual error plot (model order 2). 
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Figure 7.9: Autocorrelation function of the model residual (model order 2). 

 

 

Figure 7.10: Cross correlation function between input and model residual (model order 2). 

  

7.6.4 Model Prediction tests  

Model prediction tests are an important part of the identification procedure. The mean squared 

error (MSE) of the model predictions and the measured outputs determine the accuracy with 

which model can simulate or predict the system behavior. A comparison of the measured output 

and the one step and 100 step ahead prediction results from the model are plotted in Figure 7.11 

and 7.12. A good match is found in both the cases with the Mean Squared Error levels at 0.00057 

and 0.00419 respectively indicating good model performances. 
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 Figure 7.11: One step ahead predicted outputs and measured output (MSE 0.00057). 

 

 

Figure 7.12: 100 step ahead predicted outputs and measured output. (MSE 0.00419) 

 

7.7 Validating the ARMAX model. 

The developed model is validated by comparing the model responses with measured responses 

for various inputs. Figures 7.13, 7.14 and 7.15 compare the model simulated responses with the 

experimental process response when a chirp, square and ramp input is applied to the model and 

system respectively. The plots represent the measured output (‘-‘ black ) and ARMAX model 

simulated response (‘*’ red). The close match between the measured response and the model 

response further validates the correctness of the developed model. 
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Figure 7.13: ARMAX model validation test for chirp input.  

 

 

Figure 7.14: ARMAX model validation test for step input. 

 

Figure 7.15: ARMAX model validation test for ramp input. 

 

This section completes the ARMAX model identification for configuration 1. The next chapter 

discusses the model identification of nonlinear system represented by configuration 4. 
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Chapter 8. Mathematical model identification for 

configuration 4 laboratory set up. 

 This chapter discusses the identification of the nonlinear rotary drilling system presented 

as configuration 4. The dynamics presented by whirling drill bit due to an unbalance in the drill 

bit mass was discussed in Chapter 6. This chapter is an extension of Chapter 7 where system 

identification methods were applied to develop a mathematical model of an ideal drill string 

system used for rotary drilling. Utilizing the discussion in the previous chapters this chapter 

details the procedure of identifying a mathematical model for a nonlinear drill string system, 

presenting bit whirl due to drill bit imbalance. The model was identified using the Black box 

modeling approach of system identification. The Least squares procedure was also used to ensure 

quality estimates of the model coefficients.  

 A few research studies have been conducted to model the rotary drilling dynamics using 

analytical modeling methods in presence of unbalanced drill bit. Navarro Lopez and Suarez, 

(2004) modeled the drill string torsional behavior as a two degree of freedom torsional pendulum 

using lumped parameter differential equation. Liao et al., (2011) have developed reduced order 

models for rotary drilling with unbalanced bit prototype from analytical principles.   

The following sections describe the modeling procedure for identification of black box model for 

the rotary drilling system with an unbalanced drill bit. 
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8.1 Analyses of the drill string system with unbalanced drill bit 

In the presence of drill bit imbalance, the schematic of the system can be depicted as in Figure 

8.1. The unbalance of the drill bit was approximated by a small mass fixed on the flywheel 

representing the drill bit. The driving force was applied to the system at the upper flywheel and it 

rotated the entire system. Hence the angular velocity of the upper flywheel could be considered 

to be the ‘input’ for the system. The ‘output’ of the system was the angular velocity at which the 

lower flywheel rotated.  

 

Figure 8.1: Schematic of drill string with unbalanced drill bit 

 

Nonlinear systems are well represented by Auto Regressive eXogenous models (ARX).  In the 

ARX model, a zero noise model was assumed and the model order and coefficients were 

estimated. However, on detailed analysis of this system, it was easily noticed that the 

nonlinearities present in the system were added at the output end of the system. In other words, 

the system could be described as one which has disturbances entering late or near the output end 
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of the system. In such cases, a Box Jenkins model would be a better fit of the system dynamics 

than an Auto Regrissive eXogenous model [Forssel and Ljung, (2000)]. However, it is imperative 

to identify an ARX model and use the model coefficient orders to identify the Box Jenkins (BJ) 

model. The following sections deal with identification and validation of the ARX and BJ model. 

8.2 Identifying an ARX model  

System identification uses the available measured data to identify the coefficients of a pre 

defined model structure. The procedure of the system excitation and data collection are similar to 

the procedure followed in section 7.3.1. The imbalance at the bit was represented by an average 

scale of imbalance of case 2 in section 6.3 throughout the identification procedure. All the 

experiments recorded in this chapter are at a sampling frequency of 5samples/second. 

The raw data acquisition procedure is conducted and the data is displayed in Figure 8.2. The 

raw data are processed by removing the means and de trending (section 7.3.1); it is plotted in 

Figure 8.3. 

 

 

Figure 8.2: Raw input and output data obtained from system.  
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Figure 8.3: Mean removed and detrended system input and output data.  

 

From the processed data, Y and Φ matrices (equation 7, chapter 7) are chosen to estimate the 

parameters β.  

An ARX model consists of the auto regressive exogenous terms and a white noise model. 

Refer equations 7.19, 7.23 and 7.24 for the model structure. 

The next stage of model identification is selection of model order. The model order is selected 

by analyzing the Akaike’s Final Prediction Error (FPE), Akaike’s Information Criteria (AIC) and 

Minimum Description Length (MDL) criteria as well as the residual correlation test results. The 

AIC, FPE, and the MDL are the criteria used to determine the best model order for the system. As 

a rule, the lower these values are, the better the model is. Also, to be kept in mind is that if there 

are only slight changes in these values between the lower and higher order models, the lower 
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order model is selected taking into account simplicity of the model. The results of the applied 

criteria and correlation tests are listed in Table 8.1. 

Figure 8.4 illustrates the auto correlation test of the model residuals. The cross correlation test 

between the input and the model residual is plotted as the third plot in Figure 8.4. The cross-

correlation tests results are passed when the test graphs are within the confidence intervals and 

should decay to zero on both ends. The auto correlation graph should have a maximum overshoot 

in the middle to infinity (ideally) and should decay to zero on both ends. Similar, though not quite 

the same, results are obtained for above tests on the identified model.     

 

Table 8.1: Identification test results for ARX model structure 

Model 

order n, 

Time 

delay =0. 

 

FPE 

 

AIC 

 

MDL 

Auto 

correlation 

test 

(+) : Pass 

(-) : Fail 

Cross 

correlation 

test 

(+) : Pass 

(-) : Fail 

2 0.492 0.492 0.512 + + 

3 0.204 0.204 0.216 + + 

4 0.200 0.200 0.216 + + 

5 0.172 0.172 0.190 + + 

 

 Unbiased estimates are ensured when the residual signal (also known as prediction error) 

is reduced to a white noise sequence. If the estimated process or noise model is deficient or 

biased, the residual will be colored.  
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The residual can be defined as  

E(k) = y(k) – ŷ(k/k-1).  

 Where y(k) is the actual process output at any time instant k. ŷ(k/k-1) is the estimated 

response at instant k using data up to and including time instant k-1. In the first plot in Figure 8.4, 

the residual fluctuates around zero ( in the range of +/- 0.2) with very small deviations. This 

indicates that the estimated model displays good prediction.  

 

Table 8.2: Least squares based parameter estimates for ARX model 

 Terms Parameter 

estimates 

Terms Parameter 

estimates 

a 1  -

0.9614 

b0 1.0559 

a2 0.6546 b1 -1.1143 

a3 0.0759 b2 0.8576 

 

 The Auto Correlation Function (ACF) graph of the model residual, (Figure 8.4) resembles 

white noise ACF and lies within the confidence interval. This indicates that the process and noise 

model estimates are unbiased. The cross correlation function (CCF) graph (Figure 8.4) denotes 

the cross correlation between the model input and the residual. It dies out to zero on either side 

and is bounded within the confidence interval which denotes that the process and noise model are 

correct and the estimates are unbiased. If the noise or process model is biased then the CCF will 

not die out to zero, and the estimates will be biased.  
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Comparing the AIC, FPE, MDL, and the residual correlation test results, an ARX model with a 

model order of 3 is selected. The basis for the selection is that no major difference is found in the 

reduction of confidence bands of the cross correlation tests beyond a model order of 3 and the 

auto correlation test graph is more symmetric on either side of the middle high. The identification 

results of the estimated parameters are given in Table 8.2. 

 

 

Figure 8.4: Correlation test results and prediction error graph for ARX model. 
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A comparison of the measured output and the one step and 100 step ahead prediction results 

from the model are plotted in Figures 8.5 and 8.6. A good match is found in both the cases with 

the Mean Squared Error levels at 0.00197 and 0.00810 respectively indicating good model 

performance. 

 

 

Figure 8.5: One step ahead predicted outputs and measured output.   (MSE 0.00197) 

 

 

Figure 8.6: 100 step ahead predicted outputs and measured output.  (MSE 0.00810) 
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 The parameter estimates of the ARX model were obtained by the method of Least squares 

to ensure the estimates are unbiased. The least squares estimate is found by minimizing the sum of 

squares of the model errors (Refer section 7.3.3). The identification results for the ARX structure 

obtained in this section are used in the next section to identify a Box Jenkins model structure for 

the same process dynamics.  
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8.3 Identification of a Box Jenkins model. 

 

The structure of a Box Jenkins (BJ) model is of the form given in equation (7.21), using model 

coefficient polynomials in Equations (7.24), (7.25), (7.26) and (7.27).     

The A and B orders selected for the ARX model are used as the starting orders of F and B in 

the BJ model identification [Forrsell and Ljung, (2000)]. The noise model is generally selected at 

orders of range 1 and 2. 

In section 8.2 the AIC, FPE, and the MDL as well as the residual correlation test results are 

compared to obtain an ARX model with a process model order A=3, B=2. Hence a BJ process 

model with orders B=2, F=3, and noise model coefficient orders C=2 and D=2 is selected. The 

basis for the selection of the noise model order is that no major difference is found in the 

reduction of confidence bands of the cross correlation tests beyond a model order 3 and the auto 

correlation test graph is more symmetric on either side of the middle high. The test criteria 

obtained for different model orders are laid out in Table 8.3. On analysis, it is seen that the BJ 

model gives lesser estimation criteria results than the ARX model.  

 The residual correlation tests in Figure 8.4 for the ARX model show good results and 

features of a good model. However, when compared to the correlation test results for the BJ 

model (Figure 8.7); the autocorrelation function for the ARX model tends to out bound the 

confidence bands more often and is not smooth. The cross correlation function (Figure 8.7) is not 

symmetric for the BJ model; however, it falls within the confidence bands. 
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Table 8.3:  Residual test and estimation criteria for ARX and BJ model orders 

 

 

Figure 8.7: Correlation tests results and prediction error graph for the BJ model. 
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 Unbiased estimates are ensured when the residual signal (also known as prediction error) is 

reduced to a white noise sequence. If the estimated process or noise model is deficient or biased, 

the residual will be colored. The prediction error graph (Figures 8.4 and 8.7) for both the models 

shows good ranges and have a white noise pattern; however, the levels of error are less for the BJ 

model than the ARX model. Based on the above discussion, a BJ model is selected as a better 

process model structure and analyzed for further validation results.  

8.3.1 PZ Map Analysis for Different Model Orders  

Further analysis of the model is performed by analyzing the locations of the poles and zeros of 

the developed model. Pole zero plots of ARX model A =3 and B=2 with delay = 0 are plotted in 

Figure 8.8. The model has one marginally stable pole on the imaginary axis. It has two poles and 

two zeroes which have their confidence intervals overlapping. The position of these poles 

suggests a stable but oscillatory system. Figure 8.9 displays the pole and zero locations when 

order of A=4, B=3 with delay = 0. There is now an extra pole on the imaginary axis indicating 

stable pole. But the confidence intervals of the complex conjugate poles and zeros now almost 

coincide/overlap indicating the model order need to be reduced.  

For a Box Jenkins model with orders B=2,F=3,and noise model C=2 and D=2, and delay =0, 

the PZ plot is shown in Figure 8.10.The pole on the imaginary axis is a stable pole, the poles on 

the left half circle are inside the circle indicating stability but has an oscillatory response. The BJ 

model is more stable and less oscillatory than the ARX model. Figure 8.11 presents the PZ plot 

for a Box Jenkins model with process model orders B=3, and F=4, noise model orders C=2, D=2 

with delay =0. The pole zero positions are good and the criteria also has small values; however, in 

the model simulation tests done for model validation purposes, this model does not provide any 



123 

 

better results for simulation errors when compared to the previous simpler BJ model (2322). The 

process model coefficients for the selected BJ model are listed in Table 8.4. 

 

 

Figure 8.8: Pole zero plot of ARX model with orders A=3, B=2, delay=0. 

 

 

 

 

Figure 8.9: Pole zero plot for ARX model with orders A=4, B=3, delay =0. 
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Figure 8.10: Pole zero plot for BJ model with orders B=2, F=3, C=2, D=2, delay = 0. 

 

 

 

Figure 8.11: Pole Zero plot for BJ model with orders B= 3, F=4,C=3,D=3,delay =0. 
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Table 8.4: Least squares based parameter estimates for selected Box Jenkins model 

 Terms Parameter 

estimates 

Terms Parameter 

estimates 

b0 1.0345 f3 -0.0442 

b1 0.512 c1 -0.2482 

b2 0.3147 c2 -0.7141 

f1 0.5825 d1 -1.2031 

f2 0.3153 d2 0.7316 

 

8.4 Model Validation Tests 

To support model validation, two fold results are presented. Model responses and experimental 

responses are compared under (1) command signal type variation and (2) varying operational 

speeds. 

8.4.1 Command signal type variation 

Sinusoidal, ramp and step speed commands are given to the laboratory system. The responses 

are then compared with the ARX and BJ model simulated responses for same inputs. The signals 

are plotted in Figure 8.12 a- c respectively. This stage of validation ensures the model and the 

system responds similarly to different speed variations. On analysis of the plots in Figure 8.12, the 

ARX model provides a good fit for the experimental data. However on close inspection; it is seen 

that the residual error of the BJ model has smaller amplitude than the ARX model. Moreover, as 

discussed in the previous section, the BJ model has a more stable PZ location than the ARX 

model. The next section discusses the second stage of model validation. 
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Figure 8.12a: ARX and BJ model validation with square input. 

 

 

Figure 8.12b: ARX and BJ model validation with sinusoidal input. 
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Figure 8.12c: ARX and BJ model validation with ramp input. 

 

 

8.4.2 Varying operational speeds 

The next stage of validation is conducted by operating the model and the drill system at 

different speed ranges to analyze if the model efficiently captures the nonlinear properties 

exhibited by the system. For this purpose the process model is subjected to low, average and high 

speed range inputs for normal drilling operation. The results are plotted and compared in Figure 

8.13. It is noticed that the process model accurately simulates the system response and displays 

the self excited vibrations at low speed. Limit cycling is predominant at the average speed range 

of 38RPM. The vibrations ease out and limit cycling is less noticed at high speeds of 100 RPM, 

with the assumption of no further additive frictions affecting the system. This section completes 

the model validation.  
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Figure 8.13a: BJ model validation at low speed operation. 

 

 

Figure 8.13b: BJ model validation at average speed operation. 
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Figure 8.13c: BJ model validation at high speed operation. 

 

8.5 Model robustness analysis 

This section discusses the robustness of the identified model (section 8.4). 

8.5.1 Residual error and Model error 

To analyze model robustness, the laboratory operating speeds are selected to represent the 

rotary drilling process within its normal operational speed range. Rotary drilling operational 

speeds are mostly around 35 to 60 RPM.  The process is excited by command inputs of 8 RPM, 

38 RPM and 52 RPM.  The low speed operation is analyzed to understand the drill string behavior 

in the transient period. The experimental responses of the process are recorded and plotted in 

Figures 8.14, 8.15 and 8.18. The identified model is seen to have very close response to the 

process response. The residual signal graph between the process response and model response is 

seen to be very low with values around 0.180 RPM, Figures 8.16 and 8.17. This suggests that the 
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model provides a good fit for analyzing the process behavior.  However, the presence of the 

residual and its causes need to be analyzed. These sections discuss the probable sources of error. 

 

Figure 8.14: Process response and model response for low drilling speed  

 

 

Figure 8.15: Process response and Model response at average drilling speed 
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Figure 8.16: Residual signal for low speed analysis 

 

 

Figure 8.17: Residual signal for average speed analysis 

 

 

Figure 8.18: Experimental and simulated response at 38 RPM. 
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 In spite of the close match between the simulated and process response, very small vibrations 

in the speed of the process at the output due to the unbalanced mass are noticeable, Figure 8.18. 

Here the unbalanced mass was 5.2 % of the mass of the lower rotor representing the drill bit. This 

mass will represent only a very small bend in the drill string. However, in reality, drill strings 

when they are bent slightly, present more severe vibrations due to the presence of well bore 

friction and higher mass of the bottom hole assembly. The black box model of the process was 

identified in a Box Jenkins model format specifically because the Box Jenkins models are good 

for processes in which disturbances enter late in to the system. 

The residual error, Figures 8.16 and 8.17 presented a model robustness issue which needed to 

be dealt with. One suggestion is to combine the black box model with a separate model describing 

the effect of the unbalanced mass using analytical principles and larger degrees of freedom Liao, 

et al., (2011).  

 

Figure 8.19: Bode plot of the model with lower (green) and upper (red) bounds. 
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The drilling system prototype concerned here can be seen to be a strictly proper system. In 

other words, in the bode plot, the gain tends to zero in the limit as frequency tends to infinity, 

Figure 8.19. This can be attributed to the presence of inertia in the system. The model itself will 

have robustness errors and they need to be analyzed further by looking for right hand plane (RHP) 

poles and zeros, cancellations, and analyzing the internal stability of the model. The next section 

analyzes the probable sources of modeling error. 

8.5.2 Modelling error 

 Real time systems are nonlinear, time varying, infinite dimensional, and very complicated. 

Modeling error is due to two major reasons.  

The model obtained here assumed third order transfer function; this approximation lead to a 

simpler model and lack of robustness in the model. This was one of the major sources of 

modeling error. Assuming that the real plant model is Gp(s), and the best model approximation of 

the plant is G(s); then 

)()()( sGsGsGp 

         (8.1) 

Where, ΔG(s) is the modeling error, or the difference between the real plant model and the best 

possible plant model. 

If ,     
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Then this would imply,
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 are the numerator and denominator of the plant transfer function.  

 Another source of modeling error can be deduced from analyzing the frequency response 

magnitude; Figures 8.20 and 8.21.The frequency response gains are plotted for two different 

conditions, for 2.6% mass unbalance and 5.2% mass unbalance. It was noticed that as the 

frequency increased, the size of the resonant peaks tended to decrease after a certain point ω’. In 

the frequency response gain plots, the point ω’ of the drilling system was seen to be around 150m 

Hz for the two cases studied.  This particular frequency ω’, was noticed to be constant for a 

particular system and did not vary with added disturbance, here the unbalanced mass. Hence it is 

safely assumed that for frequencies higher than ω’ the magnitude of the frequency response will 

never exceed the gain at that value. 

i.e.; 
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         (8.5) 

Where ρ is the value of gain at ω’ and it represented an upper bound on the magnitude of the 

frequency response of the modeling error. 
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Figure 8.20: Frequency response magnitude plot for small mass unbalance. 

 

 

Figure 8.21: Frequency response magnitude plot for large mass unbalance. 

 

Another probable source of error in modeling is from parameter uncertainty. The parameters 

estimated to obtain the model will have a tolerance associated with their values. Hence at every 

frequency, the gain and phase response will have an uncertainty associated with its value. These 

uncertainty bounds are plotted in the bode plot (Figure 8.19) with the upper and lower bound of 

the magnitude and phase curves. 
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However, it is concluded that for laboratory scale assessment of vibration and related control 

the Box Jenkins model can be considered appropriate enough due to residual error values not 

exceeding 0.2 RPM which is 0.4% of the rotation rate.  

The next section will discuss the development of an analytical model to further validate the 

identified model. 

8.6 Validation with analytical model  

8.6.1 Analytical model development and simulation 

This section presents the development of an analytical model for the rotary drilling system 

with an unbalanced drill bit (configuration 4).  The objective of the model development is to 

further validate the BJ model by comparing with siimulations of an analytically developed  model 

simulations.   

The rotary table is represented by a rotating disc with moment of inertia I1, the drill string with 

negligible mass and the drill bit is represented by a rotating disc with moment of inertia I2.  The 

entire system is assumed to rotate in an anticlockwise direction about the rotational axis, in the X-

Y plane. The unbalanced mass is represented by a mass mb at a distance ‘e’ from the rotational 

axis (known as the eccentricity) placed on the drill bit. The analytical equations for defining the 

dynamics of the system model were derived using the energy method by Lagrange equations. The 

derivation of the equations is discussed in the next section. 

 Four DOF analytical model development 

Analytical modeling approach has been used by many researchers for similar dynamical 

systems. Jansen [1991] modeled the bottom-hole assembly from analytical principles as an 

unbalanced rotor supported by two bearings. Following this effort, Melakhessou et al. [2003] 
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developed a four degree-of-freedom (DOF) reduced-order model to study the bending and torsion 

motions of the drill string as well as the interactions with the outer shell. Liao et al. [2011] 

developed a four degree-of-freedom model for similar laboratory set-up, and considered contact 

conditions in detail, which studied bifurcations that arose due to discontinuities in the system. 

Their model includes the rotary inertia associated with the unbalanced mass. They also developed 

a five DOF model with the tilt angle of the drill bit as the fifth DOF. 

The system discussed in this research work does not include the borehole friction effect, the tilt 

angle of the drill bit, and the rotary inertia effect due to the unbalanced mass. Hence, the four 

degree-of-freedom model developed does not take into consideration the contact or friction effects 

of the borehole on the drill bit. 

The Lagrange Equations states that the equations of motion of a multiple degree of freedom 

vibrating system [Widnall, S. (2009)] can be derived using the equations (8.6-8.9). Φ is called the 

Lagrangian; and is defined as the difference of the net kinetic energy T and the net energy of 

deformation U of the system. Further the net kinetic energy is computed for each degree of 

freedom defined by qi , using the equation 8.9. Here q is the rotational coordinate for the 

concerned degree of freedom, i is the n
th

 degree of freedom and δW is the virtual work. 
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The system in configuration 4 has four DOFs. These DOF can be represented using the 

schematic in Figure 8.22. The various DOF are : 

   , the upper rotary speed  

  ,  the lower bit speed  

 ρ, the displacement of lower disk in radial direction  

 φ, the tangential bending angle  

 

Figure 8.22: Schematic of laboratory arrangement (front and side perspectives) displaying 

degrees-of-freedom. 

 

In order to derive the Lagrange equations, it is essential to develop the quations for the net 

kinetic energy, the net energy of deformation and the virtual work.  

1. Net kinetic energy: 
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The net kinetic energy equation for the system consists of the kinetic energy of the upper and 

lower discs, the kinetic energy associated with the unbalanced mass Tb and the kinetic energy due 

to the radial displacement of the lower disc VG.  
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Where 
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OM  is the coordinate of the unbalanced mass. 
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Hence the net kinetic energy of the system is:  
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Where )(              (8.15) 

2. The energy of deformation of the drill string is due to three components: bending along 

radial direction (kr), tangential direction (kt), and torsion (ktor) of the rod. 

 Hence the net energy of deformation is: 
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3. The virtual work associated with the system is the external torque ( M ) applied at the 

upper disc to rotate the system.   is the change in angular position of upper disc affected 

by the external torque. 

 
 extMW  ;         (8.17) 

However, material damping is to be considered and hence an additional term is added; ‘c’ is 

the damping coefficient and the energy imparted due to damping is negative because this force is 

in the opposite direction to M . 

 
 cMW ext 

         (8.18) 

Applying the Lagrange equations 8.6 – 8.9 using 8.14- 8.18;  

The equations of motion for the rotational coordinate for the degrees-of-freedom 

),,,( iq  are correspondingly: 
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The above equations 8.19- 8.22, represent the dynamic equations of the analytical model for 

the system in Figure 8.22. The system represents a four DOF rotational drilling process with an 

unbalance. It represents lateral and torsional dynamics displayed by the drill bit during drilling.   
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8.6.2 Single DOF model development 

Initially only one DOF, α, is considered as unknown. The transfer function model for the single 

DOF system with unbalanced mass mb, is developed assuming,   , the upper rotary speed is 

known,    the lower bit speed is unknown, ρ, the displacement of lower disk in radial direction 

and φ the tangential bending angle are zero(neglected). The Lagrange equation for DOF α 

(equation 8.22) is reduced to apply the above assumptions, to obtain: 

0)(][ 2

2  torb kemI 

        (8.23)

 

In order to simulate the transfer function model, the numerical values of the terms in equation 

(8.23) are calculated as follows: 

1. I2  is the moment of inertia of lower bit. 2.0016 * 10
-3

 Kgm
2 

 It is calculated using the well known formula;  

2

22
2

1
rmI  ;           (8.24) 

(m2 is the mass of lower disc (1.112kg); r = 60 mm)   

2. The second term consists of the unbalanced mass mb and its eccentricity e.
 

mbe
2
 = 92 * 10

-6
 Kgm

2 

( mb = 57.5 g; e = 40 mm) 

3. The third term in equation (17) consists of the torsion constant of the drill string, ktor = 

7.742 * 10 
-12

 Nm/rad. 

The torsion constant is obtained using the formula, 
L

GJ
k

p

tor 
    (8.25)
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 Where the shear constant 
)1(2 


E

G ;        (8.26) 

E is the elastic modulus found experimentally for the drill string material to be 193GPa, and the 

Poisson’s ratio, μ is 0.29. 

Jp, the polar moment of inertia is
2

4r
; r is the radius of the drill string 1.49mm, L is the length of 

the drill string (1m). 

Substituting the above values in equation (17), 
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        (8.27) 

 

To obtain the s domain transfer function, Laplace transform is applied to (21) and zero initial 

conditions are assumed. 
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In the equation (8.23) developed, air damping (or drag) is not considered since the speed is 

low. However, material damping is significant and is to be included. The amount of material 

damping is identified experimentally using free vibration. The disc representing the drill bit and 

BHA mass is spun manually and the observed responses are recorded. The damping ratio is 

obtained from the decay. 

It is found using the formula: 
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where x1 and x2 are two consecutive maxima in the plot of the under damped oscillating 

response of the system. The damping coefficient is obtained experimentally (Shear test). It was 

found to be around 0.995; 

 

The transfer function model is now changed by adding the 0.995s in the denominator. The TF 

model is: 
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8.6.3 Single DOF Model analysis and validation 

MATLAB
®
 is used for simulating the analytical model response. The input and output of the 

transfer function model obtained in equation (8.30) are in radians. However the data obtained 

experimentally is the speed in RPM. Hence the data is first converted to radians per second and 

integrated to get the position data in radians. The output of the transfer function model is similarly 

differentiated and scaled to get the model simulated response in RPM. The MATLAB
®
 Simulink 

block diagram developed for the simulations is displayed in Figure 8.23.  In the below block 

diagram: 

The experimental input (upper rotary data; outlined in red block) is fed to the transfer function 

model (green block) to simulate the model response. The model simulated response is then 

compared with the experimental output (lower bit data; outlined in blue block) and displayed in 

the plots in the Figures 8.24 and 8.25. 
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Figure 8.23: MATLAB
®
 Simulink block diagram developed for simulating the SDOF model. 
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The data flow in the Block diagram is explained using color-coded routes for easier 

understanding. 

The Pink line route (method 1): The upper rotary data recorded by the incremental encoders 

is in RPM, it is converted to radians per second and then to position (radians). The position data is 

fed to transfer function block. The model response in radians is derivated to radians per second 

and converted to RPM. The RPM simulated response is compared with the experimental output. 

The compared plots are displayed in Figure 8.24. 

 

Figure 8.24: Analytical model validation 

 

The Blue line route (method 2): This part is only to compare the simulation of the model 

response when the angular velocity or position data is input to the model. The upper rotary data is 
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directly fed to the transfer function block. The model simulated response is compared with the 

lower bit data and displayed in Figure 8.25. 

 

Figure 8.25: Comparing BJ model and analytical model simulations. 

 

Conclusion: 

A very good match is obtained between the analytical model and the Box Jenkins model 

simulated responses. The analytical model is popular and widely used for researches. This further 

strengthens the accurateness of the identified Box Jenkins model. The next section develops the 

matrix format for the 4 DOF system dynamic equations. The matrix format representation is 

widely used to simulate multi DOF systems. A 4 DOF analytical model is also developed for 

future reference in Appendix 6. 
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Chapter 9. Analyzing solutions to mitigate drill string 

vibrations  

 

This chapter presents experiments conducted to determine the natural frequencies of the 

laboratory set up. The findings of the experiments are evaluated and incorporated in the following 

chapter 10 to develop controller to mitigate drill string vibrations. A short analysis of vibration 

controllability challenges when vibrations are induced by unbalanced drill bit or a bent drill string 

is also presented. 

9.1 Vibrations and critical speeds  

The experiments in Chapter 6, proved that the vibrations were noticeably higher when 

operating at some particular speeds. These operational speeds at which vibration intensifies are 

called critical speeds. Dareing (1984) stated that the various vibrational modes (lateral, torsional 

and axial) have separate excitation frequencies associated with each of them. When the drilling rig 

is run at these particular critical speeds, these vibrational modes get excited and aggressive 

vibrations take place. Hence there is a need for the identification of these critical speeds in order 

to avoid these speeds during operation. They developed formula which proves a directly 

proportional relationship between the critical speeds and the natural frequencies of the drill collar. 

However, the drill collar length changes during the drilling operation as the drill borehole gets 

deeper. Due to it, the natural frequencies of the drill collar associated with each of the vibrational 

modes will hence change [Dareing, (1984), Cobern, (2005, 2007)]. The importance of the relation 

between the critical speeds and operational speed was utilized by Bailey et al., (2008) when they 
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developed a BHA modeling tool which, for a particular operating range will avoid the critical 

modes causing resonance. 

However, most of the recent technologies have not incorporated the above concept in 

designing new vibration mitigation active and passive controllers. In the next section, the 

frequencies of the system and critical speeds are identified and used for developing controller in 

chapter 10. 

9.2 Identifying the presence of natural frequencies  

Realizing the important role of natural frequencies and their relation to vibrations in rotary 

drilling, tests were conducted to detect the natural frequencies of the laboratory set-up. The most 

common and reliable method to detect the natural frequencies of a system is to find the fast 

fourier transform (FFT) spectrum of the system output. Here, the FFT of the drill bit angular 

velocity was computed and plotted using MATLAB
®

. For increased accuracy of the findings the 

system was operated at three velocities (37, 53 and 98 RPM) within the operating range of rotary 

drilling rigs. Tests are conducted under configurations 3 and 4 of the laboratory set up.  

The laboratory set-up with configuration 4 is operated at three speeds spanning from the low to 

high operational speed range (30 – 100 RPM) of rotary drilling. The frequency response (FFT) of 

the drill bit angular velocity is plotted using MATLAB
®
 for analyzing and detecting the system 

natural frequencies. The part of the MATLAB
®
 program used for plotting the FFT spectrum is 

added as Appendix 5. 

Figure 9.1 displays the FFT spectrum of the drill bit rotational velocity data while 

experimenting for the bend drill string dynamics. The laboratory operational velocities are 

selected such that they are within the operational range of rotary rig operating velocities.  
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Figure 9.1: FFT spectrum for configuration 4 laboratory set up. 

 

In order to analyze the borehole effect on the drill bit whirl dynamics, the following test is 

done with configuration 3 and 4 of the laboratory set up together. This combination ensured that 

well defined prominent vibrations were now present by the system. The FFT spectrum of the 

output data for the whirling tests under borehole influence was plotted in Figure 9.2. It was 

noticed that the frequency of the whirling is higher and sharper than the whirling due to the drill 

bit imbalance. The frequency response plots had sharper spikes and laboratory observations in 

Figures 9.1 and 9.2, both proved that the vibrations exhibited by the drilling system were 

aggravated in the presence of borehole friction.  
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Figure 9.2: FFT spectrum for laboratory set up configuration 3 and 4. 

   

Analyzing the plots, it was noticed that the system had more than one natural frequency, and 

the resonant frequencies of the system did not vary with the operational speed. Comparing the 

FFT plots (Figures 9.1 and 9.2), it was noted that the resonant modes are excited and more 

prominent when the external borehole effect was present. Experimentally, the lateral and torsional 

vibrations exhibited by the drilling system were noticeably more severe under the borehole 

friction effect. The laboratory system had 4 degrees of freedom, hence the natural frequencies can 

be corresponded to this number of degrees of freedom.  

Using the data in the frequency response plots, the critical speeds for the system for the various 

excitational modes (Section 9.1) are calculated using the formulae (equations (10.5), (10.6), (10.7) 

) developed by Dareing, (1984). If the system was operated at operational speeds near or at the 

critical resonant frequencies in the plots above, high vibration would be seen. In order to verify 
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these conclusions, laboratory tests under borehole influence were conducted. The presence of 

resonant vibrations was reflected in the angular velocities recorded during the above tests with 

configuration 3. Critical speeds of operation and subsequent high vibrations were noticed at 53 

and 83 RPM of operation (Figure 6.6b and 6.6d).  

9. 3 Controllability of Bit whirl  

The preceding analysis of drill bit whirl revealed that the bit whirling phenomenon occurs due 

to two major causes: (a) Drill bit imbalance and (b) bent drill pipe. It is notable that both the 

causes are physical. If the cause of the unbalance is manufacturing bit imbalance, the solutions 

currently available are to design newer and better drill bits [Warren T., (1990), Pastusek, (1992), 

Chen S.L., et al., (2002), Johnson S., (2008)]. However, if the cause of the bit whirl is an 

eccentricity in the pipe or a bent drill string this could be a difficult control problem with few, if 

any solutions, as discussed below.  

The drill bit is not directly energized and hence there is lesser number of actuated 

elements when compared to the degrees of freedom for the rotary drilling system. Thus the drill 

string system is an example of an under actuated system. 

Realizing the drill string as a special under actuated system, it now follows to investigate the 

possibility of applying control principles of under actuated system control (Chapter 3, section 3.2) 

to the drill string set-up.  

9.3.1 Conclusion on applying under actuated control laws to bend drill string 

dynamics   

Under actuated control objective is to control the position or a specified movement. But not 

velocity and position control together which is the control objective. In the swing up control of 
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Jerome, (1991), discussed in section 3.2, the control objective is to make the linearized degree of 

freedom, link1, to track a suitable trajectory. Here, the controller objective is to control the 

pendubot only at the equilibrium positions. No external disturbance is affected at link 2. The 

positions of the links are not synchronized during the control operations. 

Moreover the full state feedback controller is designed by initially linearizing the model in the 

required or set equilibrium positions. Thus control principle can only be applied to simple 

linearized models of the drill system, and cannot be proven practically on a nonlinear laboratory 

set-up. Moreover, the problem is to set two trajectories to be followed in the presence of 

unexpected disturbance. Also, the control is achieved in case study 1 for only a short period of 

time. Control can be well said to be near impossible to be achieved in the drilling system, which is 

operated in a highly unpredictable environment for an extended period of time.  

The flatness based control solution of case study 2 (section 3.2) is used to model a rest to rest 

maneuver. It should be noted that external friction/ damping force is not affecting the under 

actuated disc. Here again, the positions and velocities of the actuated and under actuated parts are 

not synchronized and are widely different at the time of application of the control law. Such a 

situation in the rotary drilling will the induce torsional vibration because of the friction developed 

at the drill bit by the bore hole and could result in more severe phenomena like backward whirl. 

From the above analysis, it can be concluded that the physical causes inducing drill bit whirl 

can be overcome only by using other physical solutions; like new drill bit designs or dampers near 

the BHA. However, the effect of borehole friction and critical speeds of operation could be 

minimized by using controllers.   
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Chapter 10. Control methodology and implementation 

This chapter discusses the control design law development and implementation on the 

laboratory set up under configuration 3 . Previously, it was concluded that the control strategy 

which would minimize the vibrations affecting the drill string and stabilize it would have to 

ensure that the drill string set-up is operated at a velocity away from its critical speeds of rotation. 

 It is known that the drill string natural frequencies and critical speeds vary during the drilling 

process as the well deepens and the drill string length changes. This posed a challenge to have a 

method to identify the critical speeds of the system during drilling operation. However, new tools 

which were developed like the BLACKBOX down hole dynamics data recorder, can log dynamic 

data, and researchers have identified methods for online detection of natural frequencies for 

complex nonlinear systems [ K.J.Kim et al., (1984), M. Bodruzzaman, et al., (1994), X. Xu, 

(2003)]. The controller developed should adapt its control output to effectively stabilize the 

system based on the identified natural frequencies and critical speeds. The complete control 

system has four objectives: to detect the vibration of the system above an acceptable threshold 

value, to force the system to operate at a stable operating speed away from the system’s critical 

speeds, to pull / free the axially displaced drill bit from the fluid /mud forces to a point near its 

center of rotation, and to resume normal operating speeds as soon as the vibration decreased 

below the threshold.  

The point of the control law is that the rotary drilling system is a stable system, affected by 

external disturbances which make the system unstable. So the control law effectively returns the 

system to its initial stable dynamics by helping the system to free itself from the de stabilizing 

forces and forcing the system to operate in its stable region. 
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10.1 Self tuning adaptive control: 

As per the definition, an adaptive control changes or adapts the design of the control algorithm 

to accommodate changes in the plant or its environment. There are two major types of adaptive 

control: self tuning and model reference. This research used self tuning adaptive control. Model 

reference control requires a reference model. Because the drill string length changes as rotary 

drilling progresses, the model for the system would also change. This would imply the necessity 

of using an additional system to identify the model for the system continuously and developing 

the controller based on its performance. This would unnecessarily complicate things further, 

because as detailed earlier it is important to detect online the natural frequencies of the system to 

generate an efficient control law. Model reference control applied here would then necessitate a 

twofold online identification system: online identification of process model and process natural 

frequencies. Adaptive control applied to complex systems itself is quite complex and requires 

good data synchronization. Based on the fact that it’s better to simplify where possible without 

losing quality results, this research developed an adaptive control law which was also proven 

experimentally.  

Self tuning control of a plant has three major parts: feedback control law, a control design, and 

an online identifier. The feedback control law should be designed to give control performance 

based on the data from the online identifier. The online identifier should provide good estimates 

of the data required to form the control law. The control design algorithm uses the estimate of the 

online identifier to update the feedback control law.  

For the current research system the above three parts are defined as following: the adaptive 

control signal served as the feedback control law, the synchronization of the flow of data using a 
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vibration detector, the command signal selector and signal generation as the control design 

algorithm, and the online natural frequency identifier served as the online identifier. 

The adaptive controller developed for the research was a combined application of minimum 

variance and gain scheduling algorithms. 
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10.2 Controller development and implementation 

Developing a minimum variance control law: 

Consider a discrete process model 
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where y(t) is the output, u(t) the input and n(t) is white noise at any sampled instant t and k is the 

process delay. For schematic and details of the equation (10.1), please refer section 7.5. 
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Then the control law for minimal output variance is obtained as  
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by solving for: )()()()( zGzzFzAzC k .       (10.4) 

However, the rotary drilling system is an under actuated system (chapter 2) with the drill bit 

being the under actuated part [F. Abdul Majeed (2011)]. It is also the part affected by external 

disturbances and the source of nonlinear phenomena such as bit whirl, stick-slip, etc. The under 

actuation of the drill bit posed a serious problem to the results which could be obtained practically 

by the application of any control law. This is because the control objective was to minimize the 

vibrations of the under actuated part. Moreover, the control objective is more complicated by the 

fact that the under actuated part was affected by unpredictable and uncontrollable external 

disturbances (like well bore hole friction, hard rocks, etc). However, application of control 
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technology is proven in simulations and this has been widely demonstrated in numerous 

publications [Eva.M & D.Cortes, (2007), Shi Fubin, et al., (2010), Li. L, et al., (2011), etc]. 

Here, in order to achieve the control objectives practically a new control mechanism based on 

gain scheduling was applied. Research suggestions from [Dareing, (1984), Cobern, (2005, 2007)] 

were carefully considered and incorporated. They suggested the importance of avoiding the 

critical speeds during rotary drilling operation as the better predictable method of minimizing the 

drill bit vibrations. Dareing, (1984) had developed equations relating the critical speeds of 

resonance to the natural frequencies of the rotary drilling system.  

nfN .60
;           (10.5) 

i.e.; for a natural frequency fn (Hz) of the drilling system, the critical speed of operation of the 

drilling process to excite it will be N (RPM). 

However, the natural frequency is inversely related to the length of the drill string [Dareing, 

(1984)] and hence the natural frequencies corresponding to different modes of vibrations will 

change continuously as drilling progresses.  

The natural frequency of the fundamental drill collar longitudinal mode is: 

;
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And the natural frequency of the fundamental drill collar torsional mode is: 
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Where E and G are the compression and shear constants of drill string material, ρ is the material 

density and L is the length of the drill string. 

The above equations were used for developing a control law which selected the appropriate 

speed of operation for the drilling system based on gain scheduling the natural frequencies of the 

process obtained by an online identification procedure. An example online procedure of obtaining 

the natural frequencies is detailed in Appendix 6. 

The applied control law is: 

;2sin.60)( ntftu           (10.8) 

where f  is a frequency (Hz) in the low frequency of operation of the drilling process which is 

also not near any of the natural frequencies of the system and n is the original frequency (Hz) of 

operation of drilling. This frequency f was selected using equation (10.5) so as to avoid all the 

critical speeds of resonance. The selected f was taken up by the adaptive controller which 

produced the control signal as defined by the control law in equation (10.8). The controller is 

termed adaptive, due to it necessity of adapting the operational frequency according to drill string 

length variation. The next section describes the simulation of the plant model in configuration 3 

with the controller. Testing of the controller on laboratory set up is provided in following sections. 
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10.3 Simulation of Closed loop control 

This section presents the simulation results of the controller developed in the last section. The 

laboratory set-up is operated with configuration 3. In order to model the system dynamics, a chirp 

input is applied to the laboratory set-up , the data are recorded and a Box Jenkins (BJ) model is 

estimated using the Lab VIEW System identification tool kit (detailed in Chapter 7 and 8).  

A fourth order Box Jenkins model is estimated using the tool kit for configuration 3. The 

transfer function and the pole-zero plot obtained for the model are displayed in Figure 10.1. The 

poles and zeros for the estimated BJ model are seen to be inside the unit circle and well placed in 

the left half plane, indicating a stable model. The response of the model is plotted as the 

‘estimated BJ model response’ in the plot. The external effect induced by the rubber sponge lining 

is modeled separately using signal generation functions and added to the estimated model. The 

complete model (the estimated model with the external effects modeled) is termed ‘BJ model’. 

The response of the ’BJ Model’ is simulated and validated by comparing the simulated response 

to the process response (Figure 10.1). The objective of the simulation is to analyze the controller 

effect in mitigating vibrations. 

The developed model is simulated in closed loop with the controller developed in the last 

section. The closed loop simulation showed good vibration mitigation results. The programs were 

developed using LabVIEW
TM

 control and simulation module. The results obtained are plotted in 

Figure 10.2. Analyzing the plot in Figure 10.2, it was noticed that the controller detected the 

vibrations in a matter of seconds, injected the control signal and resumed normal operation by 

switching control in around 5 seconds.  



162 

 

However, as discussed in the earlier chapters, the rotary drilling system being a special case of 

under actuated system, the control law applied can only be verified if the simulations are proven 

experimentally. The next sections discuss the data communication interfacing and deployment of 

the control law on the laboratory arrangement. 
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Figure 10.1: Estimated model and open loop model simulations. 
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Figure 10.2: Open loop and closed simulation results.  
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10.4 Closing the loop - Laboratory Data synchronization using LabVIEW
TM

 

The control objectives detailed in section 10.2 were met by a complex synchronization 

achieved between the operating command signal, the developed adaptive controller signal 

(section 10.2) and the laboratory rotary drilling set-up. Figure 10.3 displays the schematic of the 

flow of data between the software and hardware parts of the closed loop system. The various 

parts synchronizing to apply the self tuning adaptive control law is also displayed in the Figure 

10.3.The angular velocities of the upper rotary and drill bit are the data used by the vibration 

detector and the online natural frequency identifier. The data are measured by incremental 

encoders and logged using LabVIEW
TM

 programs. The vibration detector plays an important part 

in deciding the level of vibrations. It is also responsible for switching the motor excitation signal 

between the operating speed and control signal. The threshold value is determined by the amount 

of vibration levels the system could withstand and will vary depending on the system. The 

amplitude of the control signal is selected by the adaptive controller using the system natural 

frequency data to operate the system at a speed away from system critical frequency. The control 

signal is designed to be sinusoidal so that the system can force itself out of any friction or 

holding force at the drill bit end. The vibration detector is responsible for the switch back of the 

excitation signal to normal operating speed to resume normal operation once the vibration level 

is reduced and maintained below threshold level for a specific time. The next section describes 

the recording and logging of vibration data about all the three axes. 
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Figure 10.3: Schematic of flow of data during synchronization of the operating command signal 

and adaptive control signal. 
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10.4.1 Experimental closed loop configuration 3 observations  

The controller discussed in the previous section was implemented using LabVIEW
TM

 on the 

laboratory drilling arrangement. The block diagram and front panel view of the developed 

LabVIEW
TM 

VI are given in Appendix 4. The closed loop of the control scheme (Figure10.3) 

applied experimentally to the configuration 3 laboratory set up. In Figure 10.4, the laboratory set-

up configuration 3 was operated at 54 RPM. The drill bit angular velocity was recorded and 

plotted in the Figure. The drill bit was seen to rotate with no major vibrations. Whirling vibrations 

are introduced by affecting the drill bit with the braking system (section 6.1). Under open loop 

operation, the drill bit was observed to be in prolonged whirling condition (green signal). 

However, when operated in closed loop (red signal), the adaptive controller detected the increased 

vibration levels, and started closed loop control action. When the vibration persisted above the 

threshold value for a specified time, the vibration detector switched the command to the 

controller. The controller took over the operation of the system and forced the upper rotary to 

rotate according to the control law in equation (10.8). This initialization of control action is 

depicted by the sudden dip, (Figures 10.4, 10.7 and 10.8) which is induced by the control signal to 

minimize the vibration. The control signal produced by the controller was observed to force the 

drill bit to equilibrium by operating it such that it is taken away from its resonant modes of 

frequency. The vibration detector now detected the vibration levels of the drill bit to have come 

down and remained within the threshold value. The switch is then switched back to the command 

signal to resume normal operation. 

 The blue and purple signals (Figure 10.4) are the differences in angular velocities of the upper 

rotary and drill bit during the open and closed loop tests respectively. On observing these signals 

it is noticed that the upper rotary and drill bit are operating at different magnitude and phase 
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during the vibrations. This indicated the presence of lateral and torsional vibrations at the same 

time.  

During closed loop operation, the controller minimized both the vibration effects and the 

residual signal (purple) was seen to be stable and near zero. This is further strengthened by 

monitoring the vibrations using a Kionix 3 axis accelerometer during the tests. The accelerometer 

recorded the linear vibrations in all three axes during open loop bit vibrating condition as plotted 

in Figure 10.5. The acceleration data recorded during closed loop operation was plotted in Figure 

10.6. The plots proved the presence of vibrations in all the 3 axes and the minimizing of the 

vibrations about all the 3 axes by the controller in closed loop operation. 

 

 

 

Figure 10.4: Experimental open and closed loop observations at 54 RPM operation. 
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Figure 10.5: Three axes acceleration data of the drill bit whirl control in open loop. 

 

 

 

Figure 10.6: Three axes acceleration data of the drill bit whirl control in closed loop. 
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Figure 10.7 displays the plot of the open and closed loop operation of the system at 84 RPM. 

Results similar to above discussion were seen. A clear reduction in vibration and fast resuming of 

the normal operation was achieved by the controller. 

It should be noted that during experimentation in laboratory, the controller was effective in 

minimizing vibrations in a very short time. However, in real system if this control effect gets 

prolonged due to drill bit borehole friction etc, the controller has been designed to move in 

opposite direction , thus aiding to retrieve the drill bit from being stuck in the borehole.  

 

 

Figure 10.7: Experimental open and closed loop observations at 84 RPM. 
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10.5 Testing controller on configuration 4 laboratory set-up 

This section presents results when the developed controller is tested on the laboratory set-up 

configuration 4. An unbalanced of 5.2% was added to the drill bit (Chapter 6). However, due to 

the smaller scale of vibrations displayed in this case, the vibration detector was tuned to a 

vibration threshold value of 0.5 RPM. The set-up was operated in open and closed loop 

conditions. Small vibrations were noticed under open loop conditions due to the presence of the 

unbalanced mass. Under closed loop operation, a slight disturbance was induced as previously by 

the braking arrangement to increase the vibration levels to levels which could be detected by the 

controller. The controller immediately detected the vibrations, minimized the effect and resumed 

normal operation as can be observed from the experimental data recorded in Figure 10.8. The 

Figure 10.9 displayed the residual signal between the upper rotary and drill bit speeds, the 

vibration level and closed loop vibration minimization are clearly visible in the plot.  

 

Figure 10.8: Drill bit angular velocity in open and closed loop configuration 4 operation. 
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Figure 10.9: Residual signals in open and closed loop operation. 

 

The experiments proved that the controller actively mitigated the effect of the added 

disturbance inducing high vibrations in a very short time of 6 s. However the controller could not 

affect the vibrations caused due to the unbalanced mass. These vibrations were present in the 

system and were visible even after normal operation was resumed by the controller. This further 

verified the conclusions drawn in section 9.3 that the vibrations induced by the physical causes 

can be overcome only by using other physical solutions; like new drill bit designs or dampers near 

the BHA. The next section compares the results obtained in this section to other researches which 

have applied control technologies to mitigate drill string vibrations. 
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10.6 Comparison to other experimental research  

Much research has been conducted in the field of drill string vibration mitigation. However, 

most of the attempted control schemes have used simulations to prove their predictions. 

Previously, the drill string in rotary drilling was discussed in chapter 3 as a special case of an 

under actuated system. The upper rotary table being the actuated part, with its actuation derived 

from the electric generator. The drill bit however, is kept in the drill bore hole by ensuring a 

narrow bore hole and the drill collars which provide heavy weight on the bit. Thus the drill bit is 

positioned on the borehole and its actuation is done by conducting the driving torque provided by 

the electric generator through the upper rotary table. The drill bit thus forms the under actuated 

part; i.e., not directly actuated. Most of the power imparted to the upper rotary is lost during 

transmission to the drill bit at the tool joints and as heat. The drill bit is also the most subjected 

part of the process to external influences and thus forms the source of all damaging vibrations. 

Due to this, the drill bit performance cannot be accurately simulated.  

Simulations of any system response will be accurate only if the driving force applied is directly 

coupled to the system and the external disturbances are well known. Here, the drill bit, the 

‘output’ of the system concerned is neither directly coupled to the upper rotary (due to the 

transmission loss and deflection freedoms of the tool joints, J.Gallagher et al. 1994), nor are the 

bore hole effects on the drill bit completely known or predictable. Hence, for control purposes, a 

control model in closed loop simulation of the drill string is never an alternative or even a 

predictable result for its robustness in even a laboratory scale assessment. However, the control 

methods used by simulations are worthy to be noted as new control approaches; and should be 

verified only after practical demonstrations. Hence the next section presents a conclusion on 
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comparative study to experimental verifications of vibration mitigation in rotary drilling, 

discussed section 3.4. 

10.6.1 Conclusions of the comparative study 

On analysis of the experimental control strategies discussed in section 3.4, it can be inferred 

that damping at the drill bit or tuning the upper rotary torque are by far the only practical means of 

minimizing drill string vibrations. J. Gallagher, (1994) and Jansen, (1995) have used damping 

technology to mitigate the drill string vibrations. Jansen 1995 have implemented the active 

damping technique and proven by field tests its applicability. The  H-infinity controller proposed 

by Serrarens et al., (1998) used active tuning of upper rotary to cure stick slip phenomenon 

occurring at angular velocities of <10 RPM. Pavkovic et al., (2011) have also used active tuning 

of upper rotary. Their control objective was to mitigate stick slip and back spinning problems. 

However their major drawback was that the drill bit has to be lifted off the borehole bottom 

during the auto tuning, and its time and efficiency is not clear.  

This research work has concentrated on developing control methodology which will actively 

tune the upper rotary torque. The significance of the research lies in the fact that the control law 

developed uses and automatically updates according to the drill string natural frequencies. The 

research has ensured that control law adapts itself so that the destructive vibrations are detected 

and the critical speeds are avoided to restore normal operation in as less time as possible. The 

technologies required by the research like online natural frequency identification and switching 

from operating command to adaptive control signal and vice versa are available, simple and easy 

to implement. The research also stands out in many other factors listed below.  

It was stated earlier on, that many other researchers have used similar laboratory arrangements 

for rotary drilling system analyses. However, the laboratory arrangement used in the research is 
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unique in that, a universal joint connects the upper rotary to the drill string and drill bit, which 

gives the lower parts, their  flexibility to move in any of the directions such that a complete 

picture of torsional and lateral vibrations are obtained. Moreover, careful analyses and research 

was made so that the operating speeds are as close as possible to the actual rig operational 

velocities. The research has only relied on corresponding measurements of the available to log 

measurements from the drilling rig for implementing and updating the adaptive self tuning 

controller. The controller has experimentally proven its effectiveness to control a drill bit lateral 

and torsional vibrations and resume normal operation within less than 10 seconds time (section 

10.4). 
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Chapter 11. Conclusions and future work 

The major contributions of the research are divided into three categories: Black box modeling 

using system identification procedures, analyzing rotary drilling dynamics in presence of lateral 

and torsional vibrations and in the field of application of control techniques.  

In the field of system identification, the research developed Box Jenkins model of the rotary 

drilling system by black box method of system identification. This model represented unbalanced 

drill bit dynamics. A two-fold validation procedure was used to verify the accurateness of the 

model. Further verification of the model was done by comparing the model simulations with a 

single degree-of-freedom analytical model. A four degree-of-freedom model was developed to 

facilitate the online natural frequency identification method discussed in Appendix 6 and for 

future dynamics analysis of the various states. 

The analysis of rotary drilling dynamics: The research experimentally analyzed the dynamics 

presented by the rotary drilling while drilling with an unbalanced drill bit. These are the major 

reasons for the outset of lateral vibrations, causing bit whirl, known as the most destructive 

phenomenon in rotary drilling. The research findings were in accordance with the control 

solutions in literature, i.e.,  to minimize the drill bit whirl by designing new drill bit models  or 

adding dampers near the bottom hole assembly (BHA).  

This research also analyzed control solutions applied in under actuated systems, to control drill 

bit dynamics. The study was concluded with the findings that the rotary drilling objectives cannot 

be synchronized with the objectives of under actuated system controllers. However, this is a vast 

field requiring further analysis; and this research suggests elaborating the studies by combining 

current physical methods like active damping technology with under actuated control solutions.  
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The research analyzed and demonstrated how borehole friction and critical speeds of operation 

aggravated the lateral and torsional vibrations during drilling. The research observations verified 

and confirmed the literature studies. The research also developed and implemented a controller to 

mitigate the effect of these causes. 

The application of modern control techniques: The research was successful in developing a self 

tuning adaptive controller which could mitigate the vibration aggravating causes. The controller 

automatically detected the vibrations and developed control signals to minimize the vibrations and 

resume normal operation. The effectiveness of the controller was proven by simulations and 

verified experimentally. The automatic controller developed in this research proposed the use of a 

torsional vibration information detector and online natural frequency identifier to adapt the 

control output to suit the systems’ changing characteristics. The vibration detector developed in 

this research could be extended to detect the vibrations about the x, y, and z axes. It could then be 

implemented in conjunction with an online identifier to develop a control law aimed at 

minimizing specific axis vibrations. This could be beneficial, because the various vibrations cause 

specific phenomena such as stick-slip due to torsional vibrations, bit whirl due to lateral 

vibrations, etc., and these phenomena occur at different operational speeds. Hence the controller 

will then be able to detect and address specific phenomena separately.  

Literature study has also revealed that very few researchers were able to practically 

demonstrate stick-slip phenomena and the drill bit-well borehole friction dynamics. A very wide 

research potential lies in analyzing laboratory demonstration of stick-slip and drill bit-well 

borehole friction dynamics. This will facilitate the experimental verification of the many control 

solutions for stick-slip available in literature.  
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Appendix 1: Major equipment specifications: 

 

The specifications of the equipment used and their purpose are briefly explained in this 

section. The function of each equipment is explained in detail in Chapter 5 when the experiments 

are described. 

DC Motor:  

It is a Steel geared DC motor, 147RPM, 24V.This motor acts as the top drive of the drill system. 

  

Figure 1: DC Motor used as top drive. 

 

DC motors are popular in the industry, mainly in the control area, because they have high 

torque and response characteristics and are easy for linear control.  

  



193 

 

Incremental encoder: 

 

The incremental encoder is an electro-mechanical device that converts the angular 

position of a shaft or axle to an analog or digital code. A incremental encoder gives the speed 

data. The encoder used gives totem pole output and is used for measuring angular velocity of the 

shafts. 

 

Figure 2: Incremental encoder  

 

The incremental encoder used is the E40H 12- 3600 – T – 24. Here E 40 is the name of 

the encoder model, H stands for hollow type, 12 is the diameter in mm of the inner bore,3600 is 

the sensitivity in pulses per revolution, T stands for totem pole output, and 24 is the maximum 

voltage rating for the product. A totem pole output circuit, has 2 transistors and can both source 

current (drive the output high) and sink current (pull an output low). The incremental encoders 

are connected to the counter input of the BNC 2120. The data are then converted to speed by the 

LabVIEW
TM

 program. 
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I/O Card - NI DAQ BNC 2120: 

The I/O card is a multi function Data Acquisition (DAQ) device. The BNC 2120 Front 

panel is shown below. 

 

Figure 3: NI BNC 2120 used for data communication between encoder and LabVIEW
TM

. 

 

The encoders are connected to the digital/analog ports and counters of the BNC 2120. 

These data are called by the DAQ assistants in LABVIEW. The gray coded data are then 

converted to angle data in the program. The incremental encoders are connected to the BNC 

2120 using the counter inputs. The data are similarly converted to speed data by the LABVIEW 

program. The BNC is also used for closing the loop with PID control when the 

command/reference signal generated by the function generator has to be modified to get the 
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desired control output before being fed to the pulse-width-modulation (PWM) amplifier and 

motor. 

Amplifier: 

The amplifier used is a brush type PWM servo amplifier. It is used for amplifying the 

signals to act as a stimulus signal to the top drive of the drill system. 

 

Figure 4: Amplifier used for exciting the top drive. 

 

The function generator or the LabVIEW
TM

 can generate any signal required to drive the 

motor. But they will not have the sufficient current output to drive the motor. Hence the signals 

from the function generator are fed to a PWM amplifier before being used to drive the motor. 
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Linear push solenoid 

 

Figure 5: Linear push solenoid. 

 

The linear solenoid is a 25MM PUSH SOLENOID 24V DC. A linear push solenoid is 

used for providing the thrust required during the hard brake arrangement for the hard brake effect 

analysis experiments. When the DC voltage is above a specific threshold voltage, the solenoid 

pushes the shaft outside and remains so until the voltage is lowered below the threshold value.  
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Kionix Accelerometer and inclinometer evaluation board 

 

 

 

Figure 6: Three axes accelerometer used to detect and analyze vibration. 

 

KXPA4-2050 is a 3-axis ±2g accelerometer that detects and transforms motion changes 

into multiplexed analogue output. This sensor is used in the research to detect the accelerations 

of the drill bit in all three axes. It helped provide accurate vibration data about all three axes. 
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Appendix 2: Data Sheets   

1. Dc Motor 
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2. Incremental encoder 
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3. I/O Card – NI DAQ BNC 2120 
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Analog Output  

Field connection .....................................2 BNC connectors 

 

Digital Input/Output  

Screw terminals ......................................9 positions, no larger than  

24 AWG wire  

LED state indicators ...............................8, 1 each for lines P0.<7..0> 

 

Protection (DC max V)  

Powered off .....................................±5.5 V  

Powered on ......................................+10/–5 V  

Drive  

Vol ....................................................0.6 V, 8 mA  

1.6 V, 24 mA  

Voh ...................................................4.4 V, 8 mA  

4 V, 13 mA  
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4. Amplifier 
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5. Linear Push Solenoid 
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6. Kionix Accelerometer and inclinometer evaluation board 
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Identification Of a Box Jenkins Model for 

Rotary Drilling Laboratory Prototype. 

 Abstract – Conventionally, analytical modeling is used to 

analyze the dynamics of complex nonlinear processes. This 

paper presents identification of mathematical models by the 

Black box modeling method for nonlinear systems. The 

nonlinear system concerned in this work is a laboratory 

prototype of a rotary drilling rig. The system concerned is 

distinguished for its additive nonlinearity at the output end. 

The step by step analysis of the procedures and criteria used 

to select an accurate model for a nonlinear process by the 

black box identification method is explained. The model 

identified in the paper is a Box Jenkins model. The model 

selection procedure uses least squares method, pole zero 

plots and residual analysis. Accurate simulation results with 

less than 0.05% error are obtained. The identified Box 

Jenkins model is validated by a twofold validation 

procedure.  

Keywords: Modeling; system identification; nonlinear 

process; drill string; least squares; Box Jenkins model. 

Introduction and scope of research  

Increase in demand for oil and gas leads to an increase in 

drilling activities. Poor drilling performance and drill string 

failures cost oil and gas companies hundreds of millions of 

dollars every year and became a significant factor in the rise 

of production cost.  A major cause of poor drilling 

performance is drill-string vibrations and high shock loads. 

Significant improvements in overall drilling performance 

can be achieved by taking a proactive approach to the 

prevention or reduction of destructive downhole mechanical 

forces. Vibrations affecting drilling can be classified into 

torsional, axial, lateral, or combined vibration modes. The 

various vibrations affecting the drilling process and its 

causes are briefly discussed below.  Table 1 lists the major 

phenomena associated with the vibration modes and their 

effect on the drilling process. 

Axial/longitudinal vibrations arise due to interaction 

between the drilling bit and borehole [Melakhessou, H. et al. 

(2003) and Theron, A. et al., (2001)]. These interactions are 

also known as precession. Precession limits the performance 

of drilling and often endangers the safety of the operation. 

Bit bounce is another common phenomenon resulting from 

axial vibrations. It causes damage to drill bit cutting 

structure, bearings and seals. 

Bending/ lateral vibration occurs due to pipe eccentricity; it 

is also known as drill string whirl (particularly forward and 

backward whirl). Bit whirl leads to ledges in the bore hole 

as the soft rocks will be enlarged to a greater diameter than 

the hard rocks. A detailed study of drill collar whirling and 

the linear coupling between the weight on bit fluctuations 

and bending vibration of an initially curved BHA (Bottom 

Hole Assembly, i.e. drill bit and down hole equipments) are 

discussed in Liene, R.I. et al. (2002) and Berlioz, A. et al. 

(1996) Lateral shocks leading to washouts (Figure2) and 

parametric resonance causing borehole enlargement are 

common phenomena associated with lateral vibration. 

Torsional vibrations are mainly caused by the inherent 

flexibility of the drill string which is increased due to the 

nonlinear interactions between the bit and the rock or the 

drill string with the borehole. During torsional vibration, the 

upper rotary angular speed and position are not 

synchronized with the angular velocity and position of the 

drill bit [Dareing, D.W. et al., (1997)]. This results in the 

piling up of inertial energy within the drill bit causing 

sudden backward movement of the drill bit possibly leading 

to damage to the drill bit and down hole electronics. This 

phenomenon is better known as torsional resonance. Stick 

slip is another possible reason for drill pipe damage during 

which the BHA sticks to the borehole. The drill bit revolves 

in the drill hole sticking and slipping at the borehole wall 

thus causing a sudden decrease in the lower Rate of 

Penetration (ROP) which could lead to stalling and 

damaging the PDC (poly diamond crystalline) bit [Elsayed, 

M.A. and  Dareing, D.W. (1994) and Leine, R.I. et 

al.,(2002)]. 

The coupling of axial and transverse vibrations result in two 

types of bending: Linear and parametric coupling. 

Parametric coupling between axial forces in the drill string 

and bending vibrations is discussed in Dunayevsky, V. et al. 

(1993). Linear coupling is easily visualized and does not 

occur in any perfectly straight beam with axial loads. The 

main source of linear coupling is the initial curvature of the 

BHA. Modal coupling is another effect of the three major 

vibrations resulting in BHA and downhole tool failure.  

Many factors affect the nature of vibration of drill-strings 

like hole angle, drilling fluid types, rig electrical system, 

heave, bit type, bit-lithology interaction, lithology, borehole 

size, BHA stabilization, and back reaming with excessively 

high rpm.  Two examples of drill pipe failures are shown in 

Figure 1. 

 It is important to carefully model the various vibrations in 

order to analyze complex phenomena like stick slip, bit 

whirl, bit bounce, etc. Figure 2 displays the schematic of a 

typical rotary drilling rig. To facilitate research, the 

important features of the rig are incorporated in a laboratory 

prototype (Figure 3). Similar prototypes have been used by 

other researchers for analyzing drilling vibrations. The 

prototype used for this research stands out due to the 

presence of a universal joint connecting the drill string to 

the upper rotary disk. The joint provides an additional 2 

degree of freedom movement to the drill string and the 

lower rotating components. Hence, the set-up is more 

similar in dynamics and degrees of freedom to the actual 

drilling process.  
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Some recent researches in rotary drilling vibration analysis 

and their modeling methods are discussed briefly below. 

Mihajlovic [Mihajlovic, N. et al. (2004)] used experimental 

prototype to analyze stick-slip vibrations and limit cycling. 

They have used analytical modeling from first principles 

and then used parameter estimation to estimate the drill 

string model coefficients. They also developed a separate 

friction model analytically for the well borehole friction. 

The nonlinear properties are analyzed using bifurcation 

diagrams and a constant braking force is applied to the set-

up. However, the type of model obtained or the procedures 

of model selection are not discussed. It is also worthy to 

note that they have operated the setup at very low velocities. 

Navarro Lopez and Suarez [Navarro Lopez, E. and Suarez, 

R. (2004)] modeled the drill string torsional behavior as a 

two degree of freedom torsional pendulum using lumped 

parameter differential equation. Germay [Germay, C. et al. 

(2009)] have also used lumped parameter models to 

represent the drill string and their contribution is a new 

approach to modeling the stick slip phenomenon as a result 

of axial and torsional vibration coupling. Liao [Liao, C-M. 

et al. (2011)] have developed reduced order models for 

rotary drilling prototype from analytical principles.  

This paper identifies a model for an experimental rotary 

drilling prototype using Black box identification method. 

The method of system identification is the modern modeling 

tool and is used for a wide range of applications [Elkhalil, 

M., et al. (2010),Gao, Y., et al. (2011), Khaddaj, S.I., et al. 

(2011)]. The purpose of the work is to provide a detailed 

analysis of the model identification method so that the 

procedure can be applied to identify models of similar 

nonlinear systems easily.  

 Initially, the nonlinear properties exhibited by the drill 

string system when a mass imbalance is added (Figs.3 and 

4) are analyzed experimentally. Then, a mathematical model 

is identified for the nonlinear system using the Black box 

identification method. This model identification method is 

distinguished from other methods in that it requires no prior 

information about the process.   

The paper is organized as follows. Section 1 gives the  

description of the experimental set-up in the laboratory. 

Experimental tests conducted to analyze the effect of 

varying unbalance mass under varying rotor speeds are also 

discussed. Section 2 details the theory of the black box 

identification method using the parameter estimation 

procedure and the proof for the unbiased nature of the 

estimates of model coefficients. The step by step procedure 

of identifying the mathematical model, selection of model 

structure, model order etc. are detailed in  Section 3. 

Sections 4 and 5 compares two identified models for the 

system and presents a twofold validation results for the 

better fit model. Finally, some concluding remarks are 

presented in Section 5. 

1. EXPERIMENTAL SET-UP 

The dynamics of a drill string in the presence of well bore 

friction is highly nonlinear. The nonlinearities of the system 

usually lead to what is known as limit cycling. Under the 

assumptions of no wellbore friction and a straight drill 

string, the drill string system can be modeled as a two 

degree of freedom linear system. However, in the presence 

of wellbore friction, curved/inclined boreholes or 

unbalanced WOBs (weight on bits), the dynamics of the 

system become more complex and the degrees of freedom 

of the drill string and drill bit system increases.  The friction 

causes the drill bit centerline to deviate from the vertical 

axis and the lateral and torsional vibrations to appear. This 

results in high bending stresses in the drill string which 

could finally result in a bent drill string.  

To investigate the effects of the nonlinear behavior 

exhibited by the drill string, a laboratory set-up (Figs. 3 and 

4) featuring the major components involved in the drilling 

process is designed and built in our laboratory. A DC motor 

is fixed to the upper platform of a cubical frame and 

provides the torque necessary for simulating the drilling 

motion. A disc representing the rotary table is attached to 

the motor shaft. A flexible wire representing the drill string 

is connected to the disc via a universal joint.  The drill string 

is made of carbon steel and has similar material 

characteristics to the actual drill strings used in oil rigs. The 

universal joint provides the necessary degrees of freedom of 

movement to the drill string and drill bit. A second disk 

representing the BHA (drill bit and complementary 

components) is connected to the end of the drill string and 

hangs free. A casing is provided surrounding the lower disk 

to represent the bore hole. Incremental encoders are 

attached above the disks to measure the angular velocity 

data. 

Initially, the drill rig is set-up with no unbalanced mass on 

the lower disk and to represent an ideal linear system. 

However the addition of the unbalanced mass on the lower 

rotor representing the drill bit introduces and accounts for 

the nonlinear characteristics in the system. The nonlinear 

properties of the system introduced by the addition of the 

unbalanced mass were analyzed by Abdul Majeed et al. [F. 

Abdul Majeed et al. (2011)]. Unexpected and erratic 

changes in the system behavior were noticed even for minor 

changes in the system parameters such as frequency and 

magnitude of the applied input command.  

The addition of the unbalanced mass to the lower rotor was 

first proposed by Jansen [Jansen, J.D. (1991)]. He studied 

the causes of self excited vibrations in rotary drilling. 

Dykstra [Dykstra, M. et al. (1996)] suggested that the source 

of vibration is the bit and hence the centrifugal forces 

developed when an unbalanced drill string is rotated could 

be one of the major sources of vibrations. The tests were 

focused on drill collars and lateral shocks and backward 

whirl. Melakhessou [Melakhessou, H.et al. (2003)] modeled 

the drill string as an unbalanced rotor supported by two 

bearings and their research was concentrated on a contact 
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zone between the drill string and the borehole wall. Liao 

[Liao, C-M. et al. (2011)] developed a reduced order model 

for similar drill string system with a mass imbalance on the 

rotor. The trajectory of the bit for various mass and angular 

velocities was determined displaying bit whirl and stick slip 

characteristics. 

The working of the laboratory arrangement shown in Figure 

3 is detailed below. The motor is actuated by a command 

signal generated by a function generator and amplified by a 

power amplifier before being fed to the motor. The 

command signal is designed so as to run the motor shaft at 

speeds similar to those used with actual oil rigs. The motor 

shaft rotates the upper disk as well as the rest of the drill 

string and lower disk representing the drill bit and BHA. In 

the presence of unbalanced mass, the drill bit is forced to 

move in an elliptical and somewhat chaotic path at lower 

speeds. The following sections analyze the dynamics of the 

laboratory set-up under various unbalanced mass conditions. 

 

Experiment 1: Zero unbalance 

 Initially, the drill string system is allowed to rotate freely 

(zero unbalanced mass) condition. Some vibrations were 

observed at speeds around 8rpm which could indicate 

resonance; i.e., first mode of vibration and exciting 

frequency are close to each other (Figure5a).  As the speed 

is increased to above 36 RPM, the amplitude of vibrations is 

reduced significantly.  

The average drilling speed is about 50 – 60 RPM. It was 

noticed that the response of the drill string system lags 

behind the command speed input at low speeds; however, as 

the speed is increased the lag is reduced. This deficiency at 

low speeds can be attributed to power dissipation in the 

elements. It is seen that the drill string upper and lower 

velocities follow the command speed more closely at higher 

speeds.  

Experiment 2: 2.6% unbalanced mass addition 

A mass of 28g (2.6%) is added on the lower disk which 

represents the drill bit and BHA ( Figure 4). The amount of 

mass added represents a typical commercial drill bit 

manufacture imbalances (2-10%)[ Warren T.M., (1990)]. It 

was noticed that the drill string upper and lower velocities 

follow the command speed better than in the ideal condition 

(Figure5a). It is also noted that the self exited vibrations 

appear similar to Experiment 1 when rotated at low speeds, 

but they are less prominent due to the higher mass of the bit. 

The increased mass forces the system to keep close to the 

center and the self-excited vibrations are minimized. As the 

speed is increased to 50 RPM, the system now rotates at a 

speed slightly higher than the command speed; this could be 

attributed to the increase in the effect of the nonlinear 

properties of the drill string due to the unbalanced mass. 

 

 

Experiment 3: 5.1% unbalanced mass addition 

The unbalanced mass added to the lower rotor is further 

increased and now a 56 g (5.1%) mass rests on the lower 

disk. The drill string follows the command speed closer at a 

speed of 39 RPM, but faster at speeds of 50 RPM, this may 

also be due to increased centrifugal force and increased 

nonlinearity. Limit cycling vibrations are also more 

prominent, and a type of whirling can be noticed for the 

lower bit at higher speeds (Figure5b). This whirling will 

lead to stick-slip when there is increased friction between 

the well bore and lower bit.  It is worth noting here that the 

unbalanced mass can only represent the effect of constant 

friction on the lower drill bit. It cannot represent sudden 

friction or jerks imposed on the drill bit due to unseen hard 

rocks or obstacles in the drilling path. 

Displayed in Figs. 5a, 5b and 5c are the command speed 

applied to the system to be followed, the angular velocity 

data of the upper rotary and lower bit for the three 

experiments. The angular velocities are displayed and 

analyzed along with the angular positions. The vibration 

information is clear and the behavior of the drill  bit in the 

x-y plane can be better analyzed using the provided graphs. 

 

2. SYSTEM IDENTIFICATION BY PARAMETER 

ESTIMATION 

In the parameter estimation approach, the model of the 

system is directly obtained from the process or system 

inputs and output data. In other words, the parameter 

estimation approach estimates the parameters β of the 

mathematical model (Figure 6) by using the inputs u and 

outputs y of the process.  

Consider a linear single input single output (SISO) system; 

the system can be described by the equation,  
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where u(t) is the input, y(t) is the output at any time t. The 
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at any sampled instant K.                                                              

Here  
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where n is the process model order and m is the system time 

delay. 

Multiplying out and redefining the constants, k = K+m; 
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Equation (6) is now in the form of a difference equation. It 

relates the process output y(k) at time k to the past values of 

the system inputs u and outputs y and their respective 

weighting parameters. 

The above equations can be represented in matrix form as  

Y
      (7)

       

Where Y is the vector of the output of the process at any 

instant k; 

  is the matrix of the past values of inputs and outputs 

 )1(),.....,(:)1(),.....,( unuyny 
  (8) 

and    is the matrix of the parameters/ weighting 

coefficients of the past values of outputs and inputs. 

 Tnn bbaa ...... 11
    (9) 

The method of parameter estimation uses   and Y to 

estimate  . 

The schematic in Figs. 7a and 7b describes the ARX and 

Box Jenkins models where {u(t)} and {y(t)} are the input 

and output sequences of the system, respectively, {e(t)} is a 

white noise sequence 

with a zero mean, and A(z), B(z), C(z),D(z) and F(z) are 

polynomials of known orders (na,nb,nc,nd,nf), in the unit 

backward shift operator z
−1

 [i.e., z
−1

 y(t) = y(t −1)], defined 

by 
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The objective here is to develop a Box Jenkins model using 

least squares based iterative algorithms to estimate the 

unknown parameters ),,,,(
i

fdcba iiii  by using the 

available input–output measurement data {u(t), y(t): t = 1, 

2, . .,K, . ., N} to improve the accuracy of parameter 

estimation.  

The equations for the recursive algorithms used for the Box 

Jenkins model identification and their advantages are 

discussed in Liu et al. (2010). The least squares based 

algorithm converges faster than the gradient based 

algorithm and the stochastic algorithm used for the 

identification process. Chen, P. and Tang, X., (2010), Wei, 

H.L., et al. (2010) and Zhao, G. and Wang, Z., (2011) are 

some examples of the various applications were the least 

squares principle is applied.  

The least squares estimate is found by minimizing the sum 

of squares of the model errors. 

The least squares estimate is obtained as  

YTT  1)(̂
    (15) 

[Derivation of the least squares estimate is presented in 

Appendix 1] 

Substituting from (7); 

)()(ˆ 1 eTT   
;   (16) 

i.e;  
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 Multiplying by T
 on both sides; 
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Taking the Expected value; 
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 ][E  only if the mean values of the components of 

the noise vector (e) are zero and if the matrices Φ and noise 

vector are uncorrelated. 

In other words, the estimates of the parameters are unbiased 

if the noise input is assumed to be white and the white noise 

and data matrix are independent. This is true and the 

estimates will always be unbiased because in parameter 

estimation, the noise is always assumed to be white and a 

MA (moving average) filter is added to represent the colored 

noise factor. 

3. MODEL DEVELOPMENT AND SELECTION 

Referring to Figure 7, {u(t)} is taken as a persistent 

excitation signal sequence with zero mean and unit 

variance, and {e(t)} as a white noise sequence with zero 

mean and variance σ
2
. A flow chart of the data 

communication between the software and hardware 

components of the laboratory arrangement and the system 

identification procedure is shown in Figs. 8a and 8b, 

respectively. The steps detailed below of the system 

identification procedure are processed using the National 

Instruments Lab VIEW Signal Express tool kit. Lab VIEW 

Signal Express tool kit has all the built in functions required 

to carry out the identification procedure efficiently once the 

steps are known. Some recent researchers who have used 

Lab VIEW are  Kho, Y.Y. et al, (2004) and Lenaers, G. et 

al, (2003). 

The measured input and output data are raw and need to be 

normalized and de-trended to ensure good estimates. 

The mean level can be removed from the raw data by 

calculating  

ututum
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Where u(t) and y(t) are the raw input and raw output,   


N

tu
N

u
1

)(
1~

     (21) 

and      


N

ty
N

y
1

)(
1~

     (22)     

   

are the mean of the input and output, and N is the data 

length. The input transpose of the data matrix is, u = [u(1), 

u(2),….u(N)] and the output data matrix transpose is y = [ 

y(1),y(2),….y(N)]. The data obtained experimentally may 

have some drift in it. Slight drifts in data could be due to 

low frequency noise disturbance added to the system during 

data acquisition. It is however essential to do the de-

trending to ensure the data is drift free. Data in which there 

is slight drift can results in unstable models.  

The linear trend is removed as follows; 
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and 
uA and yA are the least squares fits for u and y 

respectively. The input and output data are the speeds of the 

upper disk and lower disk (Figure 6), respectively. The 

coefficient matrix, Φ, is calculated for various model orders. 

Each model is tested against the residual function tests and 

pole/zero (PZ) maps. An approximate model order estimate 

is made by analyzing the number of resonant peaks in the 

non parametric frequency response function. The order of 

the A(k)F(k) term is taken to be twice the number of peaks 

in the magnitude response. An ARX model consists of the 

auto regressive exogenous terms and a white noise model. 
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The delay order can be estimated visually from the model 

responses for various delay orders. The delay order which 

gives the maximum model fit, and minimizes the prediction 

error is selected. An ARX model is initially modeled for the 

data. The orders of A and B are finalized by a trial and error 

method of testing the model responses, the residual error 

correlation functions, and PZ maps. The test details are 

listed in Table 2. 

On a closer analysis of the process behavior, it can be seen 

that the non linear properties are introduced into the system 

at the lower bit end. In other words, the system can be 

described as one which has disturbances entering late or 

near the output end of the system. In such cases, it is better 

to fit a Box Jenkins model rather than an ARX model.  

Box Jenkins (BJ) model is of the form:  
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The A and B orders selected for the ARX model can be used 

as the starting orders of B and F in the BJ model 

identification. The noise model is generally selected at 

orders of range 1 and 2. 

The model order is selected by analyzing the Akaike’s Final 

Prediction Error (FPE), Akaike’s Information Criteria (AIC) 

and Minimum Description Length (MDL) criteria as well as 

the residual correlation test results. The AIC, FPE, and the 

MDL are the criteria used to determine the best model order 

for the system. As a rule, the lower these values are, the 

better the model is. Also, to be kept in mind is that if there is 

only slight changes in these values between the lower and 

higher order models, the lower order model is selected 

taking into account simplicity and complexity of the model. 

The results of the criteria and tests are listed in Table 2. 

 Comparing the AIC, FPE, and the MDL as well as the 

residual correlation test results, an ARX model with a 

process model order A=3, B=2, and a BJ process model 

with orders B=2, F=3, and noise model coefficient orders 

C=2 and D=2 is selected (Refer to equations (10-14) for 

coefficient order details). 

 The basis for the selection is that no major difference is 

found in the reduction of confidence bands of the cross 

correlation tests beyond a model order 3 and the auto 

correlation test graph is more symmetric on either side of 

the middle high. However, the BJ model gives lesser 

estimation criteria results than the ARX model. Figure 9 

illustrates the auto correlation test of the model residuals 

and the cross correlation test between the input and the 

model residual and the prediction error graph.  

Results are only compared for model orders greater than 1 

because the system is clearly nonlinear.  

The cross correlation tests results are passed when the test 

graphs are within the confidence intervals and should decay 

to zero on both ends. The auto correlation graph should 

have a maximum overshoot in the middle to infinity 

(ideally) and should decay to zero on both ends.  The 

residual correlation tests in Figure 9a for the ARX model 

show good results and features of a good model. However, 

when compared to the correlation test results for the BJ 

model (Figure 9b), the autocorrelation function for the ARX 

model tends to transgress the confidence bands more often 

and is not smooth. The cross correlation function is not 

symmetric for the BJ model; however, it falls within the 

confidence bands. 

 Unbiased estimates are ensured when the residual signal 

(also known as prediction error) is reduced to a white noise 

sequence. If the estimated process or noise model is 

deficient or biased, the residual will be colored. The 

prediction error graph (Figs. 9a and b) for both the models 

shows good ranges and has a white noise pattern; however, 

the levels of error are less for the BJ model than for the 

ARX model. Based on the above discussion, a BJ model is 

selected as a closer process model and analyzed for further 

validation results.  

 

4. PZ MAP ANALYSIS FOR DIFFERENT MODEL 

ORDERS  

Further analysis of the model can be performed by 

analyzing the locations of the poles and zeros of the 

developed model. Pole zero plots of ARX model A =3 and 

B=2 with delay = 0 is plotted in Figure 10a. The model has 

one marginally stable pole on the imaginary axis. It has 2 

poles and two zeroes which have their confidence intervals 

overlapping. The position of these poles suggests a stable 

but oscillatory system. Figure 10b displays the pole and zero 

locations when order of A=4, B=3 with delay = 0. There is 

now an extra pole on the imaginary axis indicating stable 

pole. But the confidence intervals of the complex conjugate 

poles and zeros now almost coincide/overlap indicating the 

model order need to be reduced.  

For a Box Jenkins model with orders B=2,F=3,and noise 

model C=2 and D=2, and delay =0, the PZ plot is shown in 

Figure10c. The pole on the imaginary axis is a stable pole, 

the poles in the left half circle is inside the circle indicating 

stability but has an oscillatory response. The BJ model is 

more stable and less oscillatory than the ARX model. Figure 

10d presents the PZ plot for a Box Jenkins model with 

process model orders B=3, and F=4, and noise model orders 

C=2, D=2 with delay =0. The pole zero positions are good 

and the criteria also has small values. However, in the 

model simulation tests, this model does not provide any 

better results for simulation errors when compared to the 

previous simpler BJ model (A=2, B=3, C=2, D=2). The 

process model coefficients for the selected BJ model are 

listed in Table 3. 

5.  MODEL VALIDATION TESTS 

Command signal type variation 

To support model validation, ramp and step speed 

commands are given to the laboratory system. The 

responses are then compared with the ARX and BJ model 

simulated responses for same inputs. The signals are plotted 

in Figure 11. This stage of the validation ensures the model 

and the system responses are similar for different speed 

input commands. The analysis of the plots in Figure 11 

shows the ARX model provides a good fit for the 

experimental data. However, on close inspection; it is seen 

that the residual error of the BJ model has smaller amplitude 

than the ARX model. Moreover, as discussed in the 
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previous section, the BJ model has more stable PZ locations 

than the ARX model. 

Varying operational speeds 

The next stage of validation is to operate the model and the 

drill system at different speed ranges to analyze if the model 

efficiently captures the nonlinear properties exhibited by the 

system. For this purpose the process model is subjected to 

low, average and high speed range inputs for normal drilling 

operation. The results are plotted and compared in Figure 12 

below. It is noticed that the process model accurately 

simulates the system response and displays the self excited 

vibrations at low speeds. Limit cycling is prominent at the 

average speed range of 38 RPM. The vibrations ease out 

and limit cycling is less noticed at speeds around 100 RPM, 

with the assumption of no further additive frictions affecting 

the system. 

6. CONCLUSION: 

This paper analyses and identifies a mathematical model for 

a laboratory prototype of a rotary drilling rig. The nonlinear 

characteristics and dynamics presented by the system are 

briefly described with plots. The step by step procedure for 

applying black box modeling techniques of system 

identification using least squares principles are detailed. The 

data used is collected from an experimental setup and 

identification is done offline. ARX and Box Jenkins model 

structures are selected, and compared. The better fit Box 

Jenkins model is validated by a twofold validation 

procedure.  
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Abstract 

Conventionally the method of analytical modeling is used to analyze the dynamics of complex nonlinear processes. This paper 

discusses an alternate procedure for converging to the mathematical model of a system by the method of system identification for 

a nonlinear rotor system with an un actuated end. The experimental set-up for the model identification consists of two rotors 

connected by a flexible shaft vertically with a mass imbalance at the un actuated rotor end. The mass imbalance on the un 

actuated rotor can also represent widely the dynamics of systems with added friction near the output. The paper details the 

procedure and criterions applied to identify an Auto Regressive Exogenous (ARX) model for the process. The criteria for the 

selection of various parameters like model order and type are also discussed in the paper. The least squares method is used to 

confirm unbiased estimates for the process model coefficients. Simulation results of the developed model for various inputs are 

presented to validate the model. 

 

© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of GCSE 
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1. Introduction and scope of research 

This paper describes the identification of a mathematical model which accurately simulates the dynamics of a 

nonlinear rotor system with an un actuated end by the system identification method using parameter estimation. It is 

motivated by the need to explain the various steps required to identify a model for a typical nonlinear system by 

using data from the system. This method of model identification is also known as black box modeling, because no 
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priori information is required about a process other than the data going into and coming out from the process. It is 

the most popular alternate modern means to derive models of complex processes. 

 

2. Experimental set-up 

The laboratory set-up (Figure 1) consists of a rotor connected to the shaft of a motor. The DC motor is fixed to the 

upper platform of a cubical frame. A flexible string is connected to the rotor by a universal joint (possess two degree 

of rotational freedom). A second rotor with a mass imbalance is connected to the end of the string and hangs free. 

Similar non linear systems with one actuated and other un actuated end is seen in many physical systems. The mass 

imbalance at the un actuated end can also be representative of damping caused by friction due to mechanical and 

environmental reasons. Some examples of similar systems are industrial and domestic robots, turbine blade dampers 

or drilling rigs [1,2]. [3] presents an analysis of similar experimental model with mass imbalance. They have 

suggested mass imbalance studies to represent bottom hole friction found in drilling wells and they propose reduced 

order models to represent such systems. In the laboratory set-up, when the motor is actuated, the shaft rotates the 

upper rotor. This rotation forces the un actuated lower disc also to rotate. The presence of the mass imbalance forces 

the lower disc to move in elliptical and unexpected paths of rotation at lower speeds. 
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3. System Identification 

It is essential to develop well defined suitable models to describe the dynamic behavior of nonlinear systems in 

order analyze the dynamics and develop better controllers.  

Analytical modeling has the disadvantage of many assumptions. This will eventually fail to capture all the modes of 

the system and hence leads to less accurate models on which to base the further researches and experiments. Hence 

the deficiencies in the model together with the uncertain behavior of nonlinear systems make it all the more 

complicated. 

The System identification method of modeling presented here is void of assumptions and dependent only on actual 

process data and the method can be extended to any physical or real process easily. The typical non linear system is 

selected to analyze the validity of modeling non linear systems by this approach. This paper presents an auto 

regressive exogenous model of the rotor system (ARX).  Least squares based parameter estimation approach is used 

to converge to unbiased process model coefficients. The speed of the upper and lower rotating discs (Figure 1) form 

the data used for deriving the model. This paper details the process of selection of model order and the criteria and 

tests required to choose the correct model by the identification procedure. 

System identification is a linear regression technique used in controls theory. It allows a representative model of the 

system to be developed by systematical selection of model order and using regression analysis to solve for the 

algebraic coefficients in the model. This approach can be applied online in real time when the drilling operation is 

being done with the minimal disturbance to the system because this involves exciting the system with a PRBS or 

white noise input. The method can be easily extended to complex and multiple input multiple output processes 

without increasing the complexity of the approach. The real time drilling process is very complex, nonlinear, and 

has many outputs and inputs. Unlike analytical modeling, this method makes use of very little assumptions and 

depends on the data directly obtained from the process. 

 

 

 

Figure1 : Laboratory experimental set-up (Upper) and unbalanced mass on rotor (Lower) 
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4. Parameter Estimation Procedure 

In parameter estimation approach the model of the system is directly obtained from the process or system input and 

output data. In other words, the parameter estimation approach estimates the parameters β of the mathematical 

model (Figure 2) by using the inputs u and outputs y of the process. 

 

Consider a linear single input single output (SISO) system; the system can be described by the equation, 
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 where n is the process model order and m is the system time delay. 

 

 

  

 

Figure2: Schematic of actual process and its mathematical model  

 

Multiplying out and redefining the constants, k = K+m;  
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This is now in the form of a difference equation. It relates the process output y(k) at time k to the past values of the 

system inputs u and outputs y and their respective weighting parameters. 

 

The above equation can be represented in matrix form as  

 

 ;Y           (7) 
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where Y is the matrix of the output of the process at any instant k; Φ is the matrix of the past 

values of inputs and outputs. 

 

= [ -y(n), …….…-y(1): u(n),……..,u(1)]       (8) 

 

and β  is the matrix of the parameters/ weighting coefficients of the past values of outputs and 

inputs. 

 

  Tnn bbaa ...... 01          (9) 

 

The method of parameter estimation uses Φ and Y to estimate β. This can be extended for models in which additive 

noise terms are considered. Theoretically the quality of the estimates can be proved by least squares method. It can 

also be proved in real time by analyzing the prediction error graph. The prediction error is defined by the schematic 

in Figure2. The prediction error is also popularly known by the term ‘residual’. If the residual plot remains close to 

zero then it can be said that a good estimate of the parameters is obtained and hence the model is accurate.  

4.1.  Data Preprocessing 

The measured input and output data are raw and needs to be normalized and detrended to ensure 

quality data to get good estimates. 

 

The mean level can be removed from the raw data by calculating  
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where u(t) and y(t) are the raw input and raw output ,   
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are the mean of the input and output, and N is the data length.  

 

The input data matrix transpose is , u = [u(1), u(2),….u(N)] and  

 

the output data matrix transpose is y = [ y(1),y(2),….y(N)]. 

 

Raw data signals will sometimes have linear trends, noticed by a ‘drift’ in the signals with time. The process of 

removing the trend from the input and output is called the detrending operation. 

 

The linear trend is removed by the operation  
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and AѲu and AѲy are the least squares fits for u and y respectively. 

 

The raw input and output are the speeds of the upper disc and lower disc respectively directly measured from the 

process by rotary angular encoders placed on the rotors (Fig 3).These form the input ( upper disc) and the output ( 

lower disc) data of the system. The mean removed and detrended input (Upper rotary table speed) and output 

(Lower Bit speed) data are plotted in Figure 4. 
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Figure3: Raw input (Black) and output data (Red)   

 

 

 

 

 

Figure4: Mean removed and detrended input (Black) and output data (Red)  

4.2. Fitting a model structure and estimating parameters  

From the processed data, Y and Φ matrices (7) are chosen to estimate the parameters β. In nonlinear system 

modeling, it is better to initially assume a zero noise model and estimate coefficients for an ARX model. An ARX 

model consists of the auto regressive exogenous terms and a white noise model. 
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   Here e(k) is white noise and ‘m’ is the time delay. The model order is selected by analyzing the 

FPE, AIC and MDL criteria and the residual correlation test results. The results of the criteria 

and tests are listed in Table 1. 

na

nazazazazA   .....1)( 2

2

1

1



 

229 

 

   Comparing the Akaike’s Information criterion (AIC), Akaike’s Final Prediction Error Criterion 

(FPE), and the Minimum Description Length criterion (MDL) and the residual correlation test 

results, an ARX model with a model order of 3 is selected. The AIC, FPE, and the MDL are the 

criteria used to determine the best model order for the system. As a rule, the lower these values 

are, the better is the model. The basis for the selection is that no major difference is found in the 

reduction of confidence bands of the cross correlation tests beyond a model order of 3 and the 

auto correlation test graph is more symmetric on either side of the middle high. The 

identification results of the estimated parameters are given in Table 2. Figure 6 illustrates the 

auto correlation test of the model residuals and the cross correlation test between the input and 

the model residual and the prediction error graph.  

Results are only compared for model orders greater than 1 because the system is clearly a 

nonlinear one. The cross correlation tests results are passed when the test graphs are within the 

confidence intervals and should decay to zero on both ends. The auto correlation graph should 

have a maximum shoot in the middle to infinity (ideally) and should decay to zero on both the 

ends.   

Unbiased estimates are ensured when the residual signal (also known as prediction error) is 

reduced to a white noise sequence. If the estimated process or noise model is deficient or biased 

the residual will be colored. 

   The Auto Correlation Function of the model residual (Figure5) resembles white noise ACF and 

lies within the confidence interval. This indicates that the process and noise model estimates are 

unbiased. The CCF graph (Figure6) denotes the cross correlation between the model input and 

the residual. It dies out to zero on either side and is bounded within the confidence interval which 

denotes that the process and noise model are correct and the estimates are unbiased. If the noise 



 

230 

 

or process model is biased then the CCF will not die out to zero, and the estimates will be biased. 

In  Figure 7, the residual fluctuates around zero( in the range of +/- 200a) with very small 

deviations. This indicates that the estimated model displays good prediction.  

   A comparison of the measured output and the one step and 100 step ahead prediction results 

from the model are plotted in Figure 6 .A good match is found in both the cases with the Mean 

Squared Error levels at 0.00197 and 0.00810 respectively indicating good model performance. 

 

 

Table 1.Identification results for nonlinear rotor system dynamics data 

Model 

order n, 

Time 

delay 

=0. 

 

FPE 

 

AIC 

 

MDL 

Auto 

correlation 

test 

(+) : Pass 

(-) : Fail 

Cross 

correlation 

test 

(+) : Pass 

(-) : Fail 

2 0.492 0.492 0.512 + + 

3 0.204 0.204 0.216 + + 

4 0.200 0.200 0.216 + + 

5 0.172 0.172 0.190 + + 

 

 

Table 2. Least squares based parameter estimates for nonlinear rotor system data 

 Terms Parameter 

estimates 

Terms Parameter 

estimates 

a 1 -0.9614 b0 1.0559 

a2 0.6546 b1 -1.1143 

a3 0.0759 b2 0.8576 
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Figure5: Autocorrelation function of the model residual (model order 2) 

  

 

Figure6: Cross correlation function between input and model residual (model order 2) 

 

  

Figure7: Model residual (model order 2) 

 

 (MSE 0.00197) 
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(MSE 0.00810) 

Figure8: One step ahead (Upper) and 100 step ahead (Lower) predicted outputs and measured output.   

The parameter estimates obtained by the method of Least squares ensures the estimates to be unbiased. The least 

squares estimate is found by minimizing the sum of squares of the model errors. In vector form, using the 

representations of equation (7); assuming the error is e; 

 

Y = Φβ + e;          (20) 

 

Defining cost function J as, 

  

J = 1/N. Σ (e)²;          (21) 

 

i.e. the sum of squares of model errors for N measurements; least squares method converges to the solution by 

minimizing. The estimates of the parameters are unbiased if the noise input is assumed to be white and the white 

noise and data matrix are independent. This is true and the estimates will always be unbiased because in parameter 

estimation, the noise is always assumed to be white.  

5. Model validation 

The identified ARX model is validated by comparing the model responses with measured responses for various 

inputs. This method of validation procedure ensures the model and the system responses similarly to different speed 

variations. Step and ramp inputs are applied to the laboratory set-up and the responses are recorded. The input 

signals are also logged and they are input to the identified model using LABVIEW virtual instruments created for 

the purpose. The model simulated responses are then compared with the logged experimental responses. The 

compared responses are plotted in Figures 9 and 10. On analysis of these plots, it is noticed that the ARX model 

provides a good fit for the experimental data. The close match between the measured response and the model 

response further validates the correctness of the developed model. 

 

 

 

Figure9: Measured output (-) and model response (*) for step input.  

 

Figure10: Measured output (-) and model response (*) for ramp input. 
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Conclusion  

This paper discusses the method to be followed for selecting the model order for a nonlinear system by the system identification approach of 

modeling. An Auto regressive exogenous model is initially developed to represent the non linear rotor dynamics by the Least squares based 

parameter estimation method of system identification. The method initially assumes white noise / disturbance added to the process. Once the 

model orders are successfully selected, the model can be extended to represent the colored noise / disturbance which accounts for the added 

nonlinear behavior of the process. The accuracy of the model is proven by residual analysis and validated by subjecting the model to various 

signals. The experimental set-up featured is a non linear rotary system with a mass imbalance on the unactuated end. The model is characteristic 

of many similar systems with a friction / imbalance with an un actuated end. The developed model can now be used as a basis for identifying 

complex nonlinear models for the process which include the colored noise or disturbances which add to the nonlinearity of the system. 
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 Nonlinearity And Spectrum Analysis Of Drill Strings With Component Mass Unbalance. 

Abstract— This paper analyses the non linear properties exhibited by a drill string system under 

various un balanced mass conditions. The drill string is affected by continuous friction in the 

form of drill bit and well bore hole interactions. This paper proves the origin of limit cycling and 

increase of non linearity with increase in speed of the drilling in the presence of friction. The 

spectrum of the frequency response is also studied to detect the presence of vibration 

abnormalities arising during the drilling process.  

Keywords— Drill strings, Nonlinear, Spectrum analysis, Unbalanced mass  

 

INTRODUCTION 

HE performance of drill string and their effect on drilling performance has been investigated  

and analyzed by using the latest technologies of the time. The various vibrations affecting drill 

strings during drilling are mainly classified into three, axial , lateral and torsional. Axial 

vibrations are caused by sudden bit bouncing and cracks of the drill string. Lateral vibrations 

(bending) and torsional vibrations are caused by drill bit well bore friction. These vibrations 

require to be modeled carefully to analyze and understand the  important and severe phenomena 

of stick slip, bit bounce and drill string rupture experienced in the drilling process . Many 

different models were set-up to analyze drill string vibrations including lateral vibrations (whirl) 

and mode coupling [1-3]. Other researchers have focused on models which represent torsional 

vibration and have attempted to suggest methods to avoid stick slip behavior [4,5].We have set-

up a model which works in the same principle as [4].However taking into consideration recent 

researches in the field , [6] has modeled the drill string as an unbalanced rotor supported by two 

bearings .[7] explains that the source of vibration is the bit and hence the centrifugal forces 

developed when an unbalanced drill string is rotated can be one of the major sources of 

vibrations.[8] has modeled reduced order models for such a a drill string system with a mass 

imbalance on the rotor and has analyzed the trajectory of the bit for various mass  and angular 

velocities displaying bit whirl and stick slip characteristics. 

   This paper intends to analyze the nonlinear properties displayed by the drill string system when 

a mass imbalance is added to the system. Further the paper also attempts to provide a discussion 

on the spectrum analysis of the system outputs in the no mass and mass imbalance cases. The 

discussion is based on the analysis done in [9] where vibration analysis of an electric motor with 

a mass imbalance is studied to detect abnormalities or cracks. 

Description of the laboratory set-up 

F. Abdul Majeed, H. Karki, Y. Abdel Magid, M. Karkoub  
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To investigate the effects of nonlinear behavior exhibited by the drill string a  laboratory set-up 

(Figure 1) is arranged. A DC motor is fixed to the upper platform of a cubical frame, and 

provides the torque necessary for simulating the drilling motion. A flexible string representing 

the drill string is connected to a rotary table fixed to the motor shaft by a universal joint (possess 

two degree of rotational freedom). A second rotor representing the BHA ( drill bit and 

complementary components) is connected to the end of the string and hangs free. An unbalanced 

mass is added to study and analyse the nonlinear effects of bottom hole friction found in drilling 

wells. In the laboratory set-up, when the motor is actuated, the shaft rotates the rotary table. This 

rotation forces the lower disc also to rotate. In the presence of unbalanced mass the lower disc is 

forced to move in elliptical and unexpected paths of rotation at lower speeds.  

  
 

Figure 1 Laboratory experimental drill string set-up and mass unbalance on lower rotor  

 

Case 1: Ideal Zero Friction Condition 

Initially the drill string system is allowed to rotate freely ( 0 unbalanced mass) condition. In this 

state the system can be compared to the state when the drill string rotates and there is no friction 

( ideal case) between the well bore hole and drill bit. It can be noted here that when the drill 

string is rotated in the ideal case with no friction at speeds of around 8 RPM, there  exists some 

vibrations (Figure2a). These can be termed as self exited vibrations, which arise in the drilling at 

very low speeds. However it can be noted that when the speed is increased to around 36 RPM, 

the self exited vibrations disappear , and vibrations similar to limit cycling appear. At a speed of 

51 RPM , the drill string now rotates smoothly with lesser limit cycling and self exited 

vibrations.  

The average speed of the drilling is at 50 – 60 RPM. Analyzing the graphs for case 1 angular 

velocity data, it is also worthy to note that the drill string  system lags behind the command 

speed required to be followed at lower speeds of 8 RPM and almost reaches up to the command 

speed at 51 RPM. This deficiency at low speeds can be attributed to power dissipation in the 

elements. It is seen that the drill string upper and lower velocities are follow the command speed 

more closely at higher speeds due to the fact that the power received by the system is much 

higher than the power dissipated in the system.  

 

Case 2: Small Unbalanced Mass Condition Representing Low Drill Bit - Well Bore Hole 

Friction 
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Utilizing the arguments from [6] and [7], we add a mass of 28gm on the lower rotor which 

represents the drill bit. Note the casing around the lower rotor in Figure 1, which represents the 

borehole, so as to study the effects of stick slip and whirling. It is seen that the drill string upper 

and lower velocities follow the command speed better than in the ideal condition(Figure2). It is 

also noted that the self exited vibrations appear similar to case 1 when rotated at low speeds , but 

they are less prominent due to the higher mass of the bit. The increased mass forces the system to 

keep closer to the center and vibrations of the self exited type are minimized. This can also 

provide an explanation for the use of drill collars in the drilling rig to provide increased weight 

for the bit. As the speed is increased to 50 RPM , the system now rotates at a speed slightly 

higher than the command speed, this could be attributed to the increase in nonlinear properties of 

the drill string with an unbalanced mass addition. 

Case 3: Large Unbalanced Mass Representing Higher Drill Bit – Well Bore Hole Friction 

The unbalanced mass added to the lower rotor is further increased and now a 56 gm mass rests 

on the bit. The drill string follows the command speed closer at a speed of 39 RPM , but higher 

at speeds of 50 RPM, this may also be due to increased centripetal force and increased 

nonlinearity. Limit cycling vibrations are also more prominent, and a type of whirling can be 

noticed for the lower bit at higher speeds (Figure2). This whirling will be changed to stick slip 

when there is increased friction between the well bore and lower bit.  It is note worthy to 

mention here that the unbalanced mass can only represent the effect of constant friction on the 

lower drill bit. It cannot represent sudden friction or jerks effected on the drill bit due to unseen 

hard rocks or obstacles in the path of drilling. 

 Displayed in the Figure 2a, 2b and 2c are  the command speed applied to the system to be 

followed, the angular velocity data of the upper rotary and lower bit for the three cases. The 

angular velocities are displayed and analyzed in contrast to angular positions, because the 

vibration information is clearer and the behavior of the drill string at the lower bit in the x-y 

plane can be better analyzed in this manner. 
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Figure 2 The command speeds and the responses of the drill string system for different un 

balanced mass conditions and various speeds. 

Nonlinearity analysis: Minor change in initial condition 

Case 1: Minor Change In Initial Condition: Frequency 

Analysis of the system behavior for a minor change in input frequency signal for ideal and 

unbalanced mass conditions. Figure3a displays the system response to a change in the frequency 

of applied input signal for the system under no mass or ideal condition. The residual signal from 

the system is plotted. It can be noticed that there is no major or erratic behavior displayed by the 

system in this case. The pattern of vibration is the same and there is only a slight change in the 

magnitude of the residual. 

 

 

 

Figure 3a Command signal (upper) and residual signal (lower) for zero mass condition  

 

Figure3b displays the command signal and the residual plots for the system when the input signal 

frequency is changed under un balanced mass condition. It can e noted here , that now the pattern 

of the residual signal has changed with a sight change in magnitude also. This implies that the 

vibration pattern of the lower bit when compared to the upper rotary has changed. It is interesting 

to note here that the implication is the increase of nonlinear properties of the drill string in the 

presence of continuous friction, represented by the unbalanced mass. 
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Figure 3b Command signal (upper) and residual signal (lower) for un balanced mass condition  

 

Case 2: Minor Change In Initial Condition: Magnitude 

Here, we present an analysis of the drill string system behavior under ideal and unbalanced mass 

conditions, when a slight change in magnitude is made to the input command signal. Figure4a 

displays the response of the system to a magnitude shift of the applied input signal under no 

mass or ideal condition. A command speed of 50 RPM is applied to the drill string system, and 

shift to 52 RPM is made at a time of approximately 150s.The residual signal from the system is 

plotted. It can be noticed that the residual initially decreases in magnitude slightly, but returns to 

the original magnitude soon and there is no evident change in vibration pattern.  

 

 

 

 

 

Figure 4a Command signal (upper) and residual signal (lower) for no mass condition  

 

The command signal and the residual plots for the system when the input signal magnitude is 

changed slightly under un balanced mass condition is plotted in Figure 4b. The shift takes place 

at approximately 265 s and the magnitude of the command signal is varied from 50RPM to 52 

RPM. Analyzing the residual plot, it is seen that following a delay of around 30 s to follow the 

command, the residual signal displays a slight decrease in magnitude and does not return to the 

previous magnitude or pattern of vibration. These experiments prove the increase of nonlinear 
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properties of the drill string in the presence of continuous friction, represented by the unbalanced 

mass. 

 

 

 
 

Figure 4b Command signal (upper) and residual signal (lower) for un balanced mass condition 

 

Spectrum analysis 

Spectrum analysis of the drill string system in the presence of small mass unbalance and high 

mass unbalance is discussed below. Referring to [9], where they have identified vibration 

abnormalities from spectrum analysis, we can see the same pattern in the drill string analysis. 

Figure5 (upper) shows the frequency response spectrum of the drill string system in the presence 

of a small un balanced mass on the rotor. Figure5 (lower) plots the frequency response spectrum 

of the drill string system for a large un balanced mass on the rotor. The ‘high peaks’ in the 

magnitude of the spectrum for large mass implies the presence of larger vibration in the system. 

The spectrum analysis of fig 4a also shows that the system initially experienced vibration , but it 

is trying to overcome it during the rotation. Both the spectrum  are taken from readings when a 

sweeping sine signal is applied to the system under the respective mass unbalance conditions. 

 

  

 
Figure 5 Drill string vibration frequency response spectrum under small mass (upper) and large 

mass (lower) unbalance. 
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Conclusion: 

  This paper analyses the study on the underlying causes for the non linear properties exhibited 

by drill string when affected by continuous friction. The study proves that the nonlinear 

properties exhibited by the drill strings increase with increase in the friction between the drill bit 

and well bore hole interactions. The nonlinearity and the increase in limit cycling tendencies are 

also proven. Further recommendations are for study of the dynamics under various other friction 

conditions affecting the drill string . 
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Appendix 4: LabVIEW
TM

 Virtual Instrument Block diagrams 

 

1. Data acquisition using Incremental encoder 

Block diagram connection diagram section of LabVIEW
TM

 Virtual Instrument created for 

facilitating online data acquisition from laboratory set-up using BNC 2120 devices and 

incremental encoders. 
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2. Closed loop vibration control using adaptive controller 

Block diagram connection diagram section of LabVIEW
TM

 Virtual Instrument created for 

facilitating open and closed loop control of the laboratory prototype of rotary drilling using 

adaptive control algorithm, vibration threshold monitor, automatic switching and online data 

acquisition from laboratory set-up using BNC 2120 devices and incremental encoders. 
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Appendix 5: The part of the MATLAB
®
 program used for plotting the FFT spectrum. 
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Appendix 6: 4 DOF analytical model development and Online identification method of 

natural frequency detection for multi DOF system by wavelet transforms 

 

Four DOF model simulation 

 

The four DOF model can be simulated in MATLAB
®
 by rearranging the equations in 

matrix form. 

  

            (1) 

M, C, K are matrices functions of the state and x is the state vector. 

Hence, rearranging these equations, the matrices M, C, K and F are formed. 
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            (3) 
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And state variables 





























x

        (6)

 

 

The equations developed in this section are in the matrix format. This can now be simulated to 

obtain the 4 DOF analytical model responses. Useful references for multi DOF systems 

simulation using MATLAB
®
 are T. L. Heine (1994), M. R. Hatch (2001) and H. B. Petterson 

(2002). 

Online identification method of natural frequency detection 

This section discusses a method of online identification of the natural frequencies of a multi 

DOF system [B.Basu et al. (2008)] after writing it in the matrix format (refer chapter 10). 

A linear MDOF system with m degrees of freedom represented by 

        )()]([)]([][ tfRXtKXtCXM    

is considered where, [M], [C(t)], and [K(t)] are the mass, time varying damping, and time 

varying stiffness matrices, respectively; {R} is the influence vector for forces at different degrees 

of freedom and f(t) is a forcing function. The displacement response vector is denoted by{X(t)}. 

If the elements mjltK lj ,....,1,);(   in the stiffness matrix have discontinuities at a finite 

number of points, then it is possible to divide 

the time in several segments with indices arranged as to 
nttt  ...10
 such that all 
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mjltK lj ,....,1,);(  are continuous function in ],[ 1 ii tt 
. Further, it is assumed that the 

variations of all )(tK lj  are slower than the fundamental (lowest) frequency of the system 

(corresponding to the longest period). It subsequently follows that assuming a variation of {X(t)} 

with slowly varying amplitude k

i
t)( and slowly varying 

frequency )(tki at the k
th

 mode, in the time interval ],[ 1 ii tt 
the displacement vector and its 

derivatives can be represented by 

    ttik

i
kiettX

)(
)()(

  

    ttik

iki
kiettitX

)(
)()()(


 

    ttik

iki
kietttX

)(2 )()()(


 

Substitution of Equations (11a)–(11c) in the homogeneous free vibration equation corresponding 

to Equation (1) leads to the time-varying eigen value problem with eigen values )(2 tki  and eigen 

vectors   .,...,2,1;)( mkt
k

i
  If the system in Equation (1) is assumed to be lightly damped, 

then using wavelet transformations, the natural frequency corresponding to the k
th

 mode in the 

jk
th 

band can be obtained as  

jkajk


 .

2

1
0


   

Where ajk is the discrete parameter used for wavelet transform and 
j

ja  where σ is a scalar.  
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