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SYNOPSIS

The work presented constitutes an original approach to the
phenomenological modelling of combustion in wall-wetting direct
injection diesel engines. Starting with the modelling of fuel £film
development on the piston wall, the model covers essehtiai aspects
involved in mixture preparation in the engine and its subsequent
combustion. Experiments using optical methods were undertaken to
measure various characteristic dimensions of the fuel film along the
piston wall. Predicted results are compared with empirical data
obtained in engine experiments and used to improve the formulation of
wall-jet equations used to describe fuel film flow. Velocity-and'
scalar quantity profiles in the region close to the film surface are
described, based cn the theory of turbulent boundary layer flow over a
porous flat plate with mass injection from the surface. This is done
for conditions' with and without combustion, thus defining the
distribution of mixture strength in the gaseocus stream adjacent to the
wall. These principles were incorporated in an existing thermodynamic
model to 1llustrate their influence on important engine parameters
such as pressure, temperature, and heat release rate. Predictions for
the formation of smoke and NOx emissions are carried out to address
the problem of poor exhaust emissions associated with wall-wetting
diesel engines. A description of the alterations made to improve the
computational efficiency of the existing thermodynamic model is also
provided. These make the implementation of the program possible cn all
machines equipped with starndard. FORTRAN 77_ Compilers.
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Mass Transfer Number

Friction Coefficient

Specific Heat Capacity (kJ/kg.K)

Equivalent Injector Nozzle Diametei: {m)
Binary Diffusion Coefficient (m2/s)

Froude Number

Mass Transfer Conductance for high transfer rate (kg/mzls)
Mass Transfer Conductance under Reynolds Anology Conditions
Heat Transfer Coefficient (kW/mz/K) |
Enthalpy of Vaporisation (kJ/kg)

Lower Calorific Value of the Fuel (kJ/kg)
Charge mass moment of inertia (kg.mz)
Turbulence kinetic energy (kJ)

Integral length scale of turbulence (m)
Non-Dimensionalised mass flux

Mass Flux (kg/mzls)

Radical nucleil number density (particles/m3)
Soot particle rumber density (particles/m3)
Pressure (Pa or Bar) '

Prandtl Number

Charge heat content (kJ)

Heat Flux (kW/mZ)

Stoichiometric Adr/Fuel Ratio

Radius of the fuel spray (m)

Gas Constant (kJ/kg.K)

Reynolds Number

Film Thickness (m) 7

Sauter Mean Diameter of the fuel spray (m)
Time (s)

Temperature (K) _

Local velocity in the fuel spray (m/s)
Injected fuel film equilibrium velocity (m/s)
Velocity normal to the direction of flow (m/s)
Volume (m3)
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Weber Number

Cartesian Coordinates

Non-Dimensional velocity

Swirl Angular Momentum (kg.m2/s)

Mass Transfer Coefficient (m/s)
Isentropic Exponent

Boundary Layer Thickness (m)

Turbulence eddy dissipation rate (mz/s)
Film Spray Angle (Degrees)

Dynamic similitude length scale factor
Dynamic viscosity {Pa.s)

Kinematic viscosity (m2/s)
Non-Dimensicnal height above the film surface
Surface tension of the fuel (N/m)

_ Shear stress (N/m?) or Turbulence mixing time (s) (in context)

Angles
Swirl Angular velocity (rad/s)

Boiling Point condition

Charge mean condition

Cambustion

Conduction

Convection

Critical condition

Evaporation

Relating to the fuel

Relating to the bulk gas stream
Relating to thermal properties
Fuel spray Jjet

Conditions at the axis of the fuel spray
Conditions at injector nozzle exit
Oxygen

Radiation




s Pertaining to the fuel film surface
wall On the piston wall
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CHAPTER 1 : LITERATURE SURVEY

1.1 INTRODUCTION

The need for an enhanced understanding of diesel engine combustion has
grown significantly in the past several years due to the demand for
improved fuel ecommy and exhaust emissions in passenger cars.

Combustion models have been used by researchers to gain useful insight
into the nature of diesel engine combustion. Heywood (1), and Mehta
(2) have both given reviews of the varicus models available for this
purpose. The models are generally classified into the following major
categories:

i. Zero~dimensicnal
ii. Quasi~dimensional
iii. Malti-dimensional

A detailed discussion of these classifications has been provided by
Heywood and also by Mehta. As a general rule, multi-dimensional models
tend to involve long and laboriocus computational algorithms which,
though they provide detailed information about the flow field, take up
large amounts of computing time. As a result, one of the major
drawbacks of multi-dimensicnal medelling, besides the effort required
to code the algorithm, is the wuncompetitive cost effectivenscss.
Parametric studies in diesel engines require rapidly resolving
algorithms in order +to highlight the significant trends on which
detailed experimental investigation may be based. So it is essential
when developing combustion models to apply the correct dimensional
detail, bearing in mind that too simple a model will give incorrect
results, while a very camplex model may unnecessarily increase costs.

Phenamenclogical models cambine atiributes from zero and quasi-
dimensicnal . models to produce rapidly resolving algorithms that have
found wide application in engine diagnostic and parametric studies
such as that of Shahed et al (3). They are structured around
thermodynamic analysis of cylinder contents, and empirical or semi-




analytical equations to describe the transfer of mass, momentum, and
energy during engine opefation. Unlike models that are based on the
prediction of cylinder pressure fram a heat release rate empirically
correlated with fuel injection (Iyn (4)), several phenomenological
mcdels incorporate turbulent mixing processes using semi-analytical
entraimment functions (Shshed et al (5), Dent and Mehta (6), Dent
et al (7)). This enables the modelling of exhaust emissions to be
related to the level of turbulence in the engine cylinder.

The present work describes the development of a mathematical model
designed to evaluate the performance of a wall-wetting direct
injection diesel engine. The work forms part of a more extensive
project to develop a phencmenological model for predicting the
performance of quiescent and swirl assisted direct injection diesel
engines. Various aspects of this project have been reported in
several publications (6,7) which provide a fairly accurate guide to
the different stages in the development process, and more recently
Kyriakides et al (8) have given the updated version.

1.2 THE CASE FOR DI DIESEL ENGINES

It is a widely held view (Mcnaghan (9), Cichoki and Carteliieri (10))
that the fuel economy advantage of the diesel engine is unsurpassed by
any other internal cambustion engine. So the rise in the cost of
petroleum, coupled with supply interruptions witnessed in the last few
years have inevitably led to increased research activity in the
application of diesel engines to light and medium load conditions.
The direct injection (DI} diesel engine offers a better fuel economy
(around 10% gain) than the indirect injection (IDI) engine (9), vet
almost all of today's commercially available passenger car diesel
engines utilise the IDI engine (10). To understand the reason for
this, it is necessary to lock at the differences in design between the
two types of engine.

To achieve optimum performance in diesel engines, combustion processes




need to be controlled so as to avoid excessive pesk pressures in the
cylinder, and rate of pressure rise. At the same time it is essential
to ensure that a large proportion of the injected fuel is burnt early
in the expansion strcke. Appropriate design of the cambustion chamber
is thus necessary to attain the desired goal.

In the DI (also referred to as the open chamber) engine, fuel is
injected directly into a coambustion space, usually located on the
piston crown. Figures 1.1 to 1.4 show several such designs, starting
with the quiescent DI engine (Fig. 1.1) in which the fuel spray is
used to create the turbulence necessary for fuel/air mixing, through
to the high swirl engine (Fig. 1.4).

The design of the IDI engine differs from that of the DI in that it
makes use of a combustion space divided into two compartments,
separated by a restricted passage (Taylor (11)). The passage
ig designed to dinduce large pressure differences during
combustion, between the compartments. The chambers illustrated in
Figure 1.5 come under this classification. In some versions of the
1DI, the pre-combustion chamber, into which the fuel is injected,
is designed to generate intense swirling air motion (swirl chamber)
to enhance the mixing of fuel and air (Fig. 1.5(a)}). The large
pressure rise during combustion in the pre-chamber forces the hot
gases containing unburnt fuel wvapour into the cylinder, through the
restricted i:assage, at a high velocity. This produces intense
.turbulence and fuel-air mixing, resulting in excellent conditions
for combustion and reduced levels of éxhaust smoke (9). As the
formation of NO, in engines is largely dependent on temperature, and
linearly on the availability of oxygen {Whitehouse and Baluswamy
(12), Lavoie et al (13)), the rich mixture in the pre-combustion
chamber results in relatively low NO, formation which "freezes" as
the temperature drops below 2100K due to the throttling effect of
the throat. Consequently, IDI engines are known to produce lower
NO, emissions (9, 10). The smoke-limited power output of a
high speed DI engine can be up to 15% worse than an equivalent IDI
engine (9). Fig. 1.6 shows a comparison of the smoke limited power



output, between an IDI and some DI engines. Engine speed in IDI
engines is not limited by the combustion process because fuel-air
mixing is controlled largely by the rate at which the charge emerges
from the pre-chamber (11). In high speed engines, mean piston speeds
may reach 12.2 m/s before friction' horsepower 1limits any further
speed increase (Fraas (14)), whereas combustion gases and rich fuel-
alr mixtures from the pre-chamber have velocities from +ten to
thirty times the mean pistcn speed (Judge (15)). The major
disadvantages of the IDI engine relate to the very high compression
ratios (typically 22:1) required for operation, which result in
unfavourably high thermal stresses. Also the high heat loss due to
intense air motion when combined with a high surface to volume ratio
results in poor cold starting characteristics, which necessitate the
use of glow-plugs, and significant loss in thermal efficiency. Due
to high pressure in the pre-chamber, design of the IDI cylinder head
needs to be more robust, which is more expensive. 1In view of the
disadvantages assoclated with the IDI engine, research activity
directed at +the DI engine, has therefore been aimed at improving
emission and noise levels, while maintaining the superior fuel

1.2.1 Quiescent Chamber DI Engines

The quiescent DI engine finds much use in industrial and marine
applications where, because of the low engine speed, sufficient time
is avallable for mixture formation, based only on the turbulence
generated by the spray. A very efficient fuel injection system is
required in order to distribute the fuel adequately and so promote
mixing, Robusiness of the engine permits use of high injection
pressure. As a result, quiescent chamber engines tend to use multi-
hole nozzles with up to twelve holes (Lilly (16)), depending on engine
bore. The use of more than 10 orifices generally results in
interference between adjacent sprays, and so 4 to 10 orifices are more
common  (Burman and De Luca (17)). High injection pressures of the
order of 1000 bar (8) are not uncommon with this design. These have a




two-fold requirement: to atomise the fuel sufficiently, and also to
give the spray a high initial velocity needed for good alr entrainment
(Chiu et al (18)). For high speed engine applications, however,
the rate of mixture formation in quiescent engines is not
adequate, hence the application of the swirl chamber design is
adopted in 2all passenger car ergines.

1.2.2 Swirl Chamber DI Engines

In oxder to improve mixing processes, a well controlled air movement
consisting mostly of swirl and squish (16) is introduced in the DI
engine cylinder. This creates an enviromment favourable for the
generaticn of turbulence, which has been identified (Dent (19)) as a
significant mechanism for enhancing fuel/air mixing. The swirl
element is generated by a suitably designed inlet port, shaped in one
of the following most commonly utilised designs:

i. Masked valve: a typical example is shown in Figure 1.7. These
are seldom used in production engines due to poor
volumetric efficiency. ‘They find much use,
however, i1n research applications (for example
Urlaub (20)) due to the versatility they offer for
varying swirl ratio (i.e. Ratio of Swirl
Revolutions to Engine Revolutions).

ii. Helical port: this generates swirl by imparting a spiral flow to
the inlet air (Fig. 1.8).

i1i. Directed port: here, the inlet port is introduced into the
cylinder tangential to the wall in order to
deflect the flow into a forced vortex (Fig. 1.9).

Although the helical port is aerodynamically better suited to the
generation of swirl (16), 1limited cylinder-head space favours the

directed port, hence its wider application.The squish component,




which is also essential in the formation of turbulence, depends on
the ratio of the bore to the combustion chamber diameter (Fig. 1.10).

Thae optimisation of cambustion chamber design to produce optimum swirl
over a wide range of engine operating conditions is usually done
experimentally. In spite of the advantage of working with in-cylinder
measurements of swirl, the practical difficulties encountered lead to
methods for evaluating swirl, based on steady state flow laboratory
rigs as in the work of Urlaub (20), Watts and Scott (21), and Davis
and Kent (22). The principle involved in relating steady flow rig
data to in-cylinder swirl has been well illustrated by Morris and Dent
{23) who demonstrated that similarity between the two systems is
characterised by a ratio of the Jet momentum flux to that of the cross
swirl. A review by Morris (24) of variocus studies on the effects of
swirl on engine performance shows evidence of an optimm swirl
intensity for mixture formation at any given engine speed. The
results of Watts and Scott (21), illustrated in Figure 1.11, show fuel
consumption passing through a minimum, and the mean effective pressure
through a maximum, as swirl level is varied, corresponding to the
cptimun swirl wvalue. Similar trends were also reported by Alcock
(25), and are corroborated by the results of Urlaub (20) shown in
Figure 1.12 to illustrate the effect of injection timing on optimum
swirl, represented by maximm mean effective pressure, and in Figure
1.13 +to show swirl effect on smoke emission. At each engine speed,
four values of amoke emission are possible corresponding to different
mask heights (hence swirl intensity), and for engine speed higher than
about 1350 rpm, the 10 mm mask gives minimum exhaust smoke. Any
further increase in the mask height (e.g. to 14 mm) leads to higher
smcke vwvalues. Care should be taken when attributing the results in
Figures 1.12 and 1,13 solely to the effect of swirl since masked
valves can also produce a tumbling air motion (Gosman et al (26)) and
large scale turbulent mixing which will have an influence on the
course of cambustion. However, this appears to be dependent on the
configuration wused for positioning the shroud (Pinchon and Baritaud
(27)). The configuration used by Urlaub (Figure 1.7) is designed to




direct the intake flow to provide maximm swirl. An identical
configuration (Fig. 1.14) used by Pinchon and Baritaud (27) was found
to geherate mostly swirling motion. In any case, the photographic
results of Lee (28) demonstrate that only swirl motion pers:Lsts in the
vicinity of 'TDC and in the expansion stroke at a lewvel that would
significantly influence the mixing of fuel and air. Urlaub's results
may thus be taken to demonstrate the effect of air swirl.

1.3 THE DI ENGINE MODEL

The phencmenological DI diesel engine model being developed in a
project of which the present contribution is a part, was first
reported in a paper by Dent and Mehta (6). The phenomenological
approach was chosen due to its competitiveness, in terms of processing
time, to produce fairly accurate parametric and diagnostic results of
performance over the full load range of an engine. This method of
analysis addresses the problem from observed physical and empirical
characteristics, such as the dominant role of air entrainment and
turbulent mixing in diesel engine mixbre formation, and avoids
unnecessary computational rigour in favour of empirically derived
expressions. As a result, the method can sometimes suffer from over-
simplification of very complex phencmena, leading +to inaccurate
results. But once care and prudence have been exercised in the choice
of governing equations, it has been consistently demonstrated that
useful predictions such as those reported by Shahed et al (3), and
also Kyriakides et al (8) can be made concerning engine performance.

As the early version of the model only addressed the quiescent chamber
engine design, it was inapplicable to high speed diesel engines which
rely, for satisfactory fuel/air mixing, on a high level of air
movement. This reason, combined with the absence of exhaust emissions
predictions, established the need for extending the model. The
extended model, which included aspects of swirl and exhaust emissions
(smoke) was reported in a subsequent paper by Dent Lél (7). The
model showed good agreement with published experimental data, and




also attempted to address the problem highlighted by the results
of Nagao et al (29), and Watts and Scott (21), on the effects of
over-swirling on smcke emissions. However, the model still lacked
the accuracy to correctly predict magnitudes of smoke emission,
although the trends were favourably predicted. Further development
of the smoke model was thus necessary in order to improve the
magnitudes of the smoke, and to include NO, predictions.
Kyriakides et al (8) describe the incorporation of NO,
emissions predictions in detail, including the effects of Exhaust
Gas Recirculation (EGR). Once again the model predicted trends
favourably, although absolute magnitudes could only be approximated.
A point highlighted by the authors was that the program did not
perform well when details relating to engines with very high
injection pressure were to be modelled. This was attributed to the
impingement of a significant quantity of the injected fuel on the
piston walls, forming a thin liquid £ilm . This suggests that the
parts of the model used to describe mixture formation when jet
impingement occured, were unsatisfactory and needed to be addressed
once again. Although this problem was only observed in the quiescent
version of the model, and was not considered a significant drawback in
modelling swirl assisted DI engines, its importance is now felt when
the model 1s used to study high-speed diesel engines designed to
deposit a large proportion of the injected fuel on the walls of the
carbustion chamber (Neitz and D'Alfonso (30), Martin and Ahmad (31)).
This has brought about the need for a further development of the model
to take into account the wall-wetting direct injection diesel engine.

1.4 LITERATURE RELATING TO WALL-WETTING ENGINES

Pioneering work in developing the wall-wetting engine is attributed to
Meurer (32) who developed the M.A.N. M-Cambustion System. The engine
was designed for heavy duty vehicles, and differs from conventional DI
diesel engines in the method of mixture formation. In the M-system,
fuel injected through a single-hole nozzle is deposited as a thin film
on the walls of a spherical combustion bowl located in the piston



crown (Fig. 1.3). This creates extreme charge stratification in which
the reactants are separated physically as well as spatially. This
significantly reduces the fuel surface area to about 1/16th that
afforded by droplet surface area (Meurer (33)), with the benefit of a
reduced initial evaporation rate. Ailr swirl generated by a sultably
designed dinlet port, is intensified by forcing the charge into the
carbustion bowl during compression, so as to enhance evaporation of
the fuel. The fuel, thus, only leaves the wall in the form of vapour, _
and 1is then steadily supplied for cambustion through turbulent and
thermal mixirgy processes (20) set up due to air motion, and density
gradients. As a result of the reduction in premixed charge at the
start of combustion, the maximum c¢ylinder pressure is reduced as is
the rate of pressure rise.  As a consequence a significant reduction
in engine noise is obtained (Urlaub (34), Neitz and Muller (35)).
In addition, the engine has distinct advantages that make it
readily adaptable to multifuel cperation through the incorporaticm of
a sgpark plug (Chmela (36)). Compared to other DI engines, the
wall-wetting engine has relatively low NO, emission levels, due
to the lower combustion temperature that is associated with the
engine. Figure 1.15 illustrates some typical results, showing NO,
emissidn over a wide 1load range for DI (stratified and
conventional), and also 1IDI engines, together with those for a
wall-wetting engine.

The smcke and unburmmt hydrocarbon emission levels assoclated with
wall-wetting engines have been found to be poor under certain load
conditions (Martin and Ahmad (31), Zimner (37)). During low load
conditions (idling and start-up) the poor exhaust emission
characteristics have been attributed (35) to the fact that more fuel
reaches the walls, and the low temperature leads to a slower rate of
evaporation of the fuel. The incamplete combustion which results has
been held responsible for the unpleasant exhaust odour. This is
especially the case in wall-wetting engines where high 1levels of
 aldehyde concentration have been observed (35) in the exhaust. Urlaub
(38) identifies the level of aldehyde concentration as the significant
yvardstick for measuring the intensity of exhaust gas odour. Figure



1.16 shows the effect of the injector nozzle diameter on exhaust gas
aldehyde concentration. The results were obtained in a 125 mm bore and
142 mm stroke engine. It would appear from the figure that reducing
the injector nozzle diameter improves the quality of the exhaust
during low load operation. This may be attributed to the higher
injection wvelocity which leads to improved turbulent mixing between
fuel and air. This has been identified in quiescent chamber engines
(19), where nozzle diameter variation plays a significant role in the
generation of jet-induced turbulence. However there is a 1limit +to
which the reduction in nozzle diameter offers a solution for reducing
exhaust emissions due to the fact that satisfactory full 1load
operation caamot be achieved with very small nozzle diameters (35). A
way round this problem is to modulate the fuel spray throughout the
load range. At low load conditions the fuel spray is directed towards
the centre of the carbustion chamber while at high load most of the
fuel is deposited on the piston wall. This principle has been used to
design the "Controlled Direct Injection" (CDI) diesel engine (which
has been described by Neitz and D'Alfonso (30). The change in spray
direction is achieved by means of a specially designed pintle nozzle
illustrated in Figure 1.17. The adventages of the 'CDI' over the
conventional wall-wetting system apply conly when operating under low
lcad conditions and are given by Monaghan (39) as follows:

1. High relative velocity between fuel and air ensures good mixing
so that amoke is minimised,

2, Only about 10% of the injected fuel reaches the wall (campared to
around 90% in the conventional wall-wetting engine), so that
wnburnt hydroca::’oons are reduced.

3. The 1long injection period ensures that combustion noise is kept
low even at higher loads. |

A roticeable shortcoming with the 'CDI' design is the increase in fuel

consumption and smoke emission in the high-load range (35).As a
result of the difficulties associated with trying to control
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exhaust gas emissions In wall-wetting engines, the engine has enjoyed
little commercial success, and 1is mostly 1imitéd to heavy duty
vehicles such as in military applications where the need for multi-
fuel applicability, and reduced ergine noise, is overriding. This
poor performance, especilally when viewed in terms of the amount of
past research activity in the field, has been attributed (31) to a
general lack of understanding of the combustion processes involved.
It is therefore necessary to address the problem from a fundamental
standpoint, keeping in mind that an improved understanding of the
processes would result in marked improvements in the performance of
the wall-wetting engine. |

The difficulties encountered when attempting to formulate a
mathematical model for mixture formation in a wall-wetting diesel
engine are well documented (Urlaub (34), Meurer and Urlaub (40)). As
a result most attempts at modelling have only dealt with sub-processes
and have mostly been of a qualitative nature used to supplement
analysis of experimental data (Martin and Ahmad (31), Miller (41),
Klanner (42)). CQualitatively, mixture formation in a wall-wetting
engine is coonsidered made up of the following sequence of mutually
interacting subprocesses (34):

(a) Propagation of the film on the wall,

(b) Evaporation from the £ilm into a gaseous boundary layer formed
above the film,

(¢c) Turbulent mixing of the air distributed vapour and combustion.
A detailed look at each of these processes in turn follows, showing

the present. state of knowledge and understanding of the varicus
processes.

1.4.1 Film Propagation

Although the pattern of film propagation is central +to the
characterisation of mixture formation, it is dealt with only slightly
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in the 1literature (Urlaub (34), Meurer (43)), mostly by assigning
approximate or mean values for surface area covered by the film. For
example, Meurer (32) gives the area covered by the film as 40% of the
combustion chamber surface area which value is later improved to
50% (34,40). These values are based on a physical inspection of the
combustion bowl after running +the engine. Miltler (41) gives
detaliled experimental results showing the development of the film
during motoring (Fig. 1.18) as well as during firing (Fig.
1.18). No attempt was made by him to correlate the development
of the f£film with engine operating conditions. However the
experimental data cbtained constitute the most detailed experimental
analysis of fuel film development available in the 1literature and
are therefore very useful for providing an empirical insight into
the mechanisms involved, and for validating mathematical models.
His results show that the wetted surface area is not represented by
a constant percentage of the combustion bowl surface area, but
rather depends on the following parameters: )
| i. Nozzle geometry and direction of spray
ii. Swirl velocity
jii. Injection timing
iv. Load
V. Engine speed
vi. Physical properties of the fuel (especially density and
viscosity).

In any case, almost all of Miller's results were well below 40%. It
is possible that thehigher injection pressure in Mewrer's result
accounted for the increased wetted area.

In order to coampletely characterise the flow of the f£film in the
carnbustion chamber, the following parameters need to be determined;

i. Surface area of the film patch,
ii. Velocity of the film,
iii. Penetration,




iv. Film thickness.

Apart from the experimental work of Miller discussed above, the
fluctuation of these variables in the engine with crank position is
ot documented in any literabture. Meurer and Urlaub (40, 43) have
dealt, to a 1limited extent with the propagation of the film (Fig.
1.20) along the piston wall. They concluded that although their
experimental work on atestrigsrmacushim of wvapour forming
between the film and the combustion chamber walls (ladenfrost
rhenanenon), this can scarcely be expected to ocour at the coperating
pressures  in automotive operation. 2As a result, simpler fluid
mechanics formulations can be used to derive equations for penetration
and velecity decay. Urlaub's theoretical studies of £ilm propagation
are described (34) as based on a simplified friction-heat-mass
transfer analogy which is more commonly referred to as the Reynolds
Analogy. The actual equations employed are not provided, so ﬂxat it
is rnot Dpossible to evaluate the effectiveness of the model. The
results are given in terms of mass of fuel evaporated (Fig. 1.21) and
not penetration or surface area. The film velocity is assigned a
constant value once jet impingement has occured, representing the mean
relative velocity between the £ilm and the swixl wvelocity (Fig. 1.22).
But, as Klamner (20) has demonstrated, once the film has impinged on
the wall, it experiences an exponential decay in velocity from a
maximm value to a terminal wvelocity consistent with a balance of the
interfacial and wall shear forces. It is possible to carry out a
force balance on a control element of fluid shown in (Fig. 1.23) to
derive the equation obtained by Klamner for velocity of the film, Ug,

Vg = ———— + [Ug, - ] . e (- ——t)  (1.1)
4 b 4 P Pe.s ‘

'. where Ug,, is the nozzle exit velocity (i.e. velocity of time t = 0) of
the film and s the film thickness. By making t approach infinity, it
becames apparent that the equation is composed of a decaying component
resulting from loss of momentum due to friction, and a uniform
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camponent representing the effect of swirl. By non-dimensionalising
eqn. (1.1) in the form shown in eqn.(1.2), Klamner was able to show
theoretically, the xresponse of film thickness with time as shown in
Fig. 1.24.

Ues - U ‘ 2 t :
£~ Use He

—_— = eXp [—.__,T] (1.2)
Ug, P s

o ~ Us

e

Uge is the oonstant terminal velocity which is given by equation
(1.3), and illustrated in Figure 1.25, showing agreement with the
model results of Meurer and Urlaub in Figure 1.20.

2 4 2 21/2
Ufe=UG+——-—-[—-f‘£——UG+( 2 1 aw
Cf.pGS Cf-pG_.S Cf-pGS

The uniform ocomponent represented by equation (1.3) has also been
investigated by Squire (44) in considering flow visualisation in wind
tunnels. By assuming unit width (Fig. 1.26) on an element of f£ilm,
Squire shows that the change in thickness, ds, in time 4t is
represented by the amount of fluid flowing into the element, 1less the
amount flowing ocut. Mathematically, this can be expressed as follows:

) $
9 - 9 3
—_— e Udy__ de (1.4)
at dx J, dz 0

The partial differential equation in (1.4) is non-linear and not
amenable to an analytical solution. However, by neglecting variables
that have conparatively very low orders of magnitude, Squire (44)
simplified the equation to give a solution of the following form:

ds

— = - [as? + Bs9) (1.5)

dt
Both eguations (1.3) and (1.5) assume that flow in the liquid film can
be considered laminar, despite the air stream boundary 1layer
experiencing turbulent flow. In both equations the injected velocity
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component is much lower than that in wall-wetting engines where film
flow is turbulent and unsteady (34). In the case of equation (1.5),
the initial velocity is in fact zero (i.e. the £ilm is initially at
rest before the air stream acts on it).

It is clear from the foregoing, that some simplifying assumptions are
necessary in order to formilate a working model for £ilm propagation.
Urlaub (34) suggests the following simplificaticns:

(1) Uniform film thickness
(ii) Uniform surface temperature

(iii) Diminution of the film surface area occurs to an equal extent
with the overall thinning of the film. In other words, the
surface area of the film halves, due to evaporation, when the
£11m thickness has halved.

The first of these assumptions, though it greatly simplifies the
analysis, does not accurately represent observed physical phenomena.
It has been empirically demonstrated (41,42), and indeed a simple
continuity consideration would show, that if the breadth of a liquid
film increases as it flows, and mass conservation is assumed, then the
film tapers at its leading edge. The second assumption is not far
removed from observed phenamena, as work on liquid film cooling (45)
has demonstrated that after the initial adjustment in the film
temperature as it comes in contact with the hot gas stream, and the
canbustion chamber wall, the temperature settles for all practical
purposes,  at a uniform value. In the evaporation film case, 'this will
be the saturation temperature. By making the suggested correction to
the first assumption, the third assumption suggests a film patch
drying up on the edges first and moving inwards., It is, therefore, a
reasonable assumption to make.
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1.4.2 Evaporation of the Film

Events on the gas-side of the £ilm are much more complex and far 1less
understood or touched upon in the literature. Apart fraom the
vaporisation of the £ilm, there is also turbulent mixing between the
alr and vapour streams (by boundary layer entrainment). There is a
considerable body of published literature covering recent developments
in the vaporisation of thin films (Shembharkar and Pai (45), Kamury
(46), Wamer and Emmons (47), Zucrow and Graham (48), Zucrow and
Sellers (49)). The techniques that are being developed provide a
fairly reliable tool for analysing fuel film evaporation in the
engine. Qualitative analyses (34) show remarkable evidence (Fig.
1.21) that the rate of evaporation plays a major role in controlling
the heat release rate in wall-wetting engines. Klamner {(42) relates
the rate of evaporation of the fuel to the rate at which film
thickness reduces:

n" = - pf —_— (1.6)

where s is the film thickness. This means that the diminution of the
film has to be determined prior to the evaluation of evaporation. To
calculate change in film thickness with time, Klammer used an
exponential decay equation with fuel temperature as the controlling
. parameter: |

Ss.__ M  pp-B (1.7)

at Pe Ry T Tg
B’ is the mass transfer coefficient between the film surface and the
gaseous stream, corrected to take into account a phenomenon known as
the "blecking effect" (Marzman (50)) whereby the presence of mass
transfer at the surface leads to a reduction in the trensfer of heat.
The corrected coefficient is given in terms of the heat transfer
coefficient as:



h'
B' S — (1.8)

h |l - Pg
1

where h' is the heat transfer coefficient, similarly corrected between
the film and the gaseocus stream, Py the saturation vapour pressure on
the surface which is assumed to be at the fuel temperature, and P the
total cylinder pressure. The fuel film temperature, Tg, in equation
(1.7) is derived by carrying out an energy balance on the liquid £ilm,
giving the following differential equation:

| ar 1 : 'AL 1-Te/T..
f. [h'Tg - he T, - (h' + hg) Tf B (—_F e ,;0.38
| x exp (- B/Tg) (1.9)

hey is the heat transfer ccefficient between the fuel film and the
walls of the combustion chamber. The shortcoming in the foregoing
analysis appears to be that Klanner only considered laminar effects
ot Just within the liquid film (which would be acceptable according
to Squire's analysis (44)) but his method of calculating mass transfer
between the film and the boundary layer suggests that similar
treatment is assumed for the gaseous phase. It is therefore expected
that equation (1.6) would yield lower rates of evaporation than those
expected in the engine.

'Effects of High B on m"

Although the corrections made above to Jand h refer to laminar
diffusion whereby high vapour pressure results in an interference
between heat and mass transfer, an identical phenomenon in turbulent
heat and mass transfer has been identified by Marxman (50), and also

by Spalding (51). Instead of expressing mass flux from the f£film
surface in terms of the familiar expression given below:
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m" =gB (1.16)

in the presence of a high mass tranfer rate from the surface,
modification +to equation (1.16) to account for the effect of reduced
skin friction is necessary. This takes the following form:

C
=g (=) B (1.17)
Ct

o

where Cg is the resultant skin friction when mass transfer is high,
and Cg, is the friction coefficient in the absence of mass transfer.
This use of friction reduction to represent. a reduction in mass
transfer is based on Reynolds analogy between heat-mass and friction.
The factor Cg/Cg, can be shown (Kays and Crawford (52), Lees (53)) to
be given by the following expression:

C¢;  1n(1+B)
= (1.18)
B

Cro
where B is the mass transfer mumber defined as the ratio of enthalpy
difference between the bulk air stream, and the liquid surface assumed
to be at its boiling point, +to the enthalpy of vaporisation of the
film. The derivation of equation (1.18) can be better explained,
analytically, by considering turbulent flow over a flat plate (this is
11lustrated in Chapter 4) together with the analogy between the
transfer of heat and friction (Kays (54)).  Substituting equation
(1.18) into equation (1.17) gives an equation similar +to that
developed by Spalding (55):

m" = g* In(1l + B) (1.19)

where g* represents the mass transfer conductance which, from
Reynold's Analogy, can be given as:
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h
g* = g (1.20)
The mean heat transfer coefficient, h, between the £ilm and the air
stream 1s estimated from the standard correlation for turbulent flow
over a flat plate (Schlichting (56)), so that equation (1.20) can be
given as: |

Pely
g*:
/

Ry (1.21)

and the Nusselt number, Nu,, as:
Ruy, = 0.037 Re,9-8 prl/3 (1.22)

A oxnstant velocity based on half the maximum swirl magnitude has been
used in the literature to evaluate Re; (31). It is, however, the
instantanecus difference between ailr velocity and the velocity on the
filmsurface that must be used if accurate estimation of evaporation

is to be made.

The mass transfer number, B, defined earlier in this section, can be
formulated so as to include the effects of combustion as well as
conduction fram the piston and flame radiation to the vapourising
film. Eguatien (1.23) gives the resulting expression:

no q" + q
%f(ﬁrﬁw)+'—%g- . i
r

B = (1.23)
beg * Cor (Tpp ~ Trer)

The relative significance of conduction and radiation is minor
campared to convective effects. Radiation contributes an equivalent
of 20% of the contribution due to convective heat transfer, and
conductive effects from the wall are negligible (34). The following
simplified expression has therefore been used in the analysis of




evaporation in wall-wetting engines (31).

2 ¢

B = {1.24)
heg + G (Tpp ~ Tya1r!)

1.4.3 Combustion

Combustion in the wall-wetting diesel engine is a combination of
reaction in the boundary layer, and vapour phase combustion (20,31).
Initial mixture formation occurs in air layers directly above the
film, then a thermal mixing motion sets in (20) carxrying the 1less
dense burning masses on spiral paths towards the centre of the
combustion chamber, Fresh air is simultanecusly displaced towards the
periphery, providing more oxygen for combustion near the wall. This
thermal separation process is governed by a ratio of the density of
the surrounding charge, and that of the burning mass. The centrifugal
force on packets of burning mass, given by equaticn (1.25) below,
determines the rate at which these regions are moved towards the axis
of the combustion chamber:

Yp = w2 (1.25)

where @ is the swirl angular velocity, and r the position radius of
the burning mass under consideration, defined by Urlaub (20) as:

r =1, cos [(9 - 1)Y/2 ] (1.26)

where r, is the radius of the combustion chamber, ¥ the angular
displacement of the burning mass, and @ the ratio of the swrounding
charge density to that of the burning mass, Pg/0p.  Equation (1.26)
describes the path followed by burning mass towards the centre of the
combustion chamber, +thus by implicaticn, it represents the mixing
length for fuel and air on a large (integral) scale. It is, however,
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the intricate inter-mixing on a molecular scale that i1s responsible
for the reactions between fusl and oxidant {Magnussen (57)). In
free jets, and also in multi-hole nozzle diesel engines,
successful attempts at describing this mixing process exist (7,19),
and some of the generalised approaches can be adapted to the wall-
wetting engine (Plee (58)). However, no specific attempt has
been made in the literature to formulate a model for mixing
processes in a wall-wetting engine. Figures 1.27 +to 1.31 show the
results of a COONCHAS model calculation of the turbulence field in a
spherical combusticon chamber of a wall-wetting engine. The regions of
high turbulence in Fig. 1.27 (marked 'H') represent areas in which
fuel and air would mix and react favourably, and these con:espmd to
areas of high swirl wvelocities (55). The basis of the mixing
mechanism in an engine operating the MAN M-System was briefly
explored by Dent (19), who considered a reaction zone above the
film surface to separate the fuel and oxidant (Fig. 1.32). The
rate of combustion was then considered 1o be controlled by the
rate at which oxygen is supplied to the reaction zone. Figure
1.21 shows the result of a calculation for the rate of evaporation
carried out by Urlaub (34), compared with the heat release diagram
obtained on a wall-wetting engine. It may be concluded from the
comparison in Figure 1.21 that sufficient oxidant is available in the
layers above the fuel film to react with all the evaporated fuel.
Combustion thus proceeds at a rate proportional to the rate of
evaporatioﬂ, as suggested by Urlaub.

From the cbservations made in the last paragraph it is apparent that
combustion in the wall-wetting engine proceeds at a rate controlled by
the lower flux-between air entrainment and fuel evaporation and
diffusion - to the reaction =zone. Mathematically, this may be
expressed as follows: '

" " m"OZ
ey ©4 MIN [m"g, .r_.._] (1.27)

where x is the stoichiometric oxidant/fuel ratic. The experimental
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data depicted in Figure 1.21 suggest that evaporation rate is slower
than air flux to the reaction zone.

Marxman and Gilbert (50,59) have investigated air flux to the reaction
zone, in a burning boundary layer with mass diffusion from the wall, a
phenomenon very similar to that considered hei‘e, and conclude that
although the mass fraction of oxidant approaches zero in the vicinity
of the flame (Fig. 1.33) the gradient of oxygen concentration,
however, becomes very high in the same vicinity. So they suggest

~ calculating the transport rate of oxygen into the buming zone using

the standard transport equation:

002
My =Py (€+D) — (1.28)
day
A detailed examination of air entrainment in the wall region is
explored in a subsequent section of the present work dealing with the

mathematical basis for the proposed combustion model.

1.5 DISCUSSION OF THE LITERATURE STUDY

It is clear from the literature surveyed in this chapter +that much
work remains to be accomplished in order to arrive at a consistent and
coherent fundamental method of analysis for wall-wetting diesel
engines. Most of the literature quoted above set cut to inwvestigate
particular sub-processes within the very complex field of heterogenous
combustion in diesel engines, and so do not offer a complete picture
cn which engine development can be based for solving some of the
problems. For example, Urlaub devotes a significant portion of one of
his papers (20) to the evaluation of the effects of swirl and the
possibility of prescribing an optimal swirl intensity at any engine
speed. Muller's work (41), on the other hand deals entirely with the
behaviour and propagation of the fuel £ilm on the combustion chamber
wall using an entirely empirical approach and offering minimum
analytical solutions. Other papers have dealt with exhaust emissions
(35,38), potential of the engine for high speed applications (30), and
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various other aspects of the engine. Theorlépoint'tlaatcomesthrough
from the literature is the high potential that the wall-wetting engine
appears to have for replacing the IDI diesel as a prime mover in
high speed passenger car engines (58). The reasons for this
superiority can be atiributed to variocus reasons amongst which the
following are the most significant (31, 34, 35, 39):

i. Potential for lower fuel consumpticon than that obtainable from
IDT diesels.

ii. Much lower engine noise and rates of pressure rise than in
typical DI diesels. '

iii. Easily adaptable for multifuel application.

iv. Low fuel injection pressures.

Ve Low compression ratios.
vi. Reduced cambustion temperatures.
. Low NO, emission.

The high hydrocarbon emissions and exhaust gas odour, however, have
prevented a wider application of this engine, in spite of the
associated advantages outlined above. The need for an improved
understanding of the formation of pollutant emissions in this type of
engine has thus, been clearly identified.

1.6 OUTLINE OF PRESENT OBJECTIVES

The present work aims at providing a feasible and coherent technique
of formulating the processes of mixture formation in a wall-wetting DI
diesel engine mathefnatically, based on empirical and semi-analytical
equations. Starting from the impingement of the fuel jet on the

combustion chamber wall, a mathematical model will be develcoped to
study the interaction between swirl air and the film surface, and the
nature of combustion, through to the formation of exhaust soot and NO,
emissions., Processes outlined above have been made analysable by
certain simplifying assumptions consistent with cbserved physical
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behaviour, These are cutlined and given wherever they have been first

thermodynamic model developed and reported in an  earlier
publication (8), to show the resulting engine performance. Comparison
of the data with experimental results will be made and experiments to
characterise film developments will be undertaken to verify model

predicticns.

introduced. The developed model will then be incorporated into a



FIGURE 1.1: DIRECT INJECTION QUIESCENT CHAMBER GENERALLY USED
IN LARGE-ENGINES . (16)
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FIGURE 1,2:
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FIGURE 1.4: DIRECT INJECTION DEEP BOWL CHAMBER WITH
SWIRL (15)
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FIGURE 1.5: INDIRECT INJECTION COMBUSTION CHAMBER (15,16)
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FIGURE 1.7: SWIRL GENERATING MATKED VALVE (20)
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CHAPTER 2

ASPECTS OF EXTSTING MODEL

2.1 INTRODUCTION

Originally i1t was intended to develop a single program to cater for
both'swirl assisted and quiescent type engines, however, two programs
have developed dealing with the two engine types separately. The two
programs have developed from a commen source, and so exhibit a number
of similarities between them. |

In this chapter a general description of the two programs as updated
and reported by Kyriakides et al (8) is given. Points of weakness in
the design of some of the routines are raised and in the last
section of the chapter, modifications made by the present author +to
remedy these weaknesses are discussed. It must be pointed cut here
that most of these weaknesses do not refer so much to the accuracy in
the representation of the physical phenomena involved as to the
general convenience of applying the model to a diverse set of
conditions, A typical example, which will be discussed in detail at a
latter stage, has been to replacé all references in the program to a
commercial package available on the university mainframe, for solving
systems of linear eguations, with a Gaussian elimination routine.
This was considered desirable as it removed the restriction imposed on
the user; of having access to an identical commercial package, in
order to successfully implement the program on a microcomputer. This
and many other modifications will be discussed in some detail and,
wherever possible results of comparisons between the various
modifications and their corresponding original algorithms will be
presented in graphical form.,

Similarity between the two programs has meant that only a detailed

description of the quiescent model is sufficient. - Hence under the
heading for the swirl model, only differences between the two models
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lare highlighted, and a detailed description of the extra features is

2.2 THE QUIESCENT ENGINE MODEL

The objective in developing the quiescent model was described by Dent
and Mehta (6) as being the "accurate performance prediction over the
full load range of an engine ... with economic use of computer time".
To achieve this goal, the governing oonservation equations were
simplified by making use of similarity profiles for wvelocity and
scalar quantities, and an empirical function employed to describe the
distribution of fuel droplets in the spray. A simple chemically
reacting system was also assumed in which the reactants were only
allowed to combine in stoichiometric proportions. The theoretical and
conceptual basis of the model is ocutlined in reference (6) in a fairly
detailed but concise form.

A comprehensive listing of the computer code for the early version of
the simulation program, is given in reference (60). The model has the
capability to predict the effect of engine speed, load, injection
timing, and boost pressure when the 1lcad conditions, including the
level of exhaust gas recirculation, are specified and the following
input parameters supplied;

(1) Engine specifications:
- stroke
~ bore
- campression ratio
- comnecting rod length
- geanetrical description of the cylinder bowl
- injector nozzle dimensions

- valve timing.

(2) Discretised fuel injection pressure diagram (alternatively a
trapezoidal shape could be assumed).
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The model only simulates events during the closed period of the
engine cycle (i.e. from inlet valve closure to exhaust valve opening)
and yields instantaneocus values for the following variables at each
crank angle, for presentation in graphical form:

(1) Cylinder pressure (P,)
(2) Temperature in the burning zone (Tj)
(3) Mean charge temperature (Tch)
(4) Cumulative quantity of fuel injected
(5) The following fuel mass fractions:
- gvaporated
- burned
(6) Heat flux fram the charge to the cylinder walls
(7) Rate of air entrainment into the jet or bumming zone
(8) Heat release rate
(9) Net soot formed (i.e. formed less oxidised) and the oxidation
rate
(10) Equilibrium concentration of combustion product species
(11) Concentration of NO,, based on chemical rate kinetics.

The quantity of fuel injected, and fuel mass fractions are integrated
over the whole closed period in order to compare the results with the
experimentally obtained +total quantity of fuel injected. Similar
integrations are also carried out for the exhaust emissions (soot and
NO,), so that at exhaust valve cpening the values are corrected to NTP
and displayed as the level of engine emissions in the exhaust.

A brief outline flow-chart of the model is given in Figure 2.1 +to
illustrate the sequence of operations and their inter-relations.
Details of the swirl model are also included on the same figure, shown
in dashed enclosing boxes.

In the following sections, the computational methodology employed in

the model to calculate pressure, temperature and wvolumes of the
burning region will be addressed in some detail. The contents of the
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cylinder are divided into two conceptual regions referred to as the
surrounding air, and the burning zone (Fig. 2.2). During injection,
the burning zone is considered to be spatially distributed around the
fuel spray while the remainder of the air in the cylinder constitues
the swrounding zone. After the end of injection, the spatial
distribution of either zone is not explicitly defined, although it is
recognised that thermodynamic conservation laws may be applied to both
regions to determine their respective temperatures, wvolumes, and the
total pressure in the cylinder. Energy balancing has been applied to
the two regions by simultanecusly solving 'the ncn-flow energy
equation, (two equations - ane for each of the zones), and the semi-
perfect equation of state (another two eguations). The equations
involved are described in the following paragraphs.

2.2.1 HNon-flow Energy Fquation

Equation (2.1) represents the non-flow energy equation as applied to
the two hypothetical =zones, +taking into account the wvarious
constituents contained within each wvolume.

STy AT +D By T Amy + &Y, - AV - dmg . Hy = 0 (2.1)

The first two terms on the left represent the change in intermal
energy of the cylinder charge. The incremental loss of heat from the
region is represented by &)y, and pdV represents the work done by the
charge on its surroundings. The extra term, dmgH, only applies to
the burning zone and represents the chemical heat released due to the
combustion of a fixed mass of fuel, dmg, having a calorific value Heye

2.2.2 Eguation of State

The semi-perfect equation of state in differential form can- be
expressed as follows:

PAV + VAP = ) Ry T dmy +) Ry my dT (2.2)
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where m; represents the mass of component i in the zone under
consideration. The assumption of a simple chemically reacting system
implies that only three components are identified in either zone:
Fuel vapour, air and combustion products. R; is the specific gas
constant for the respective component.

2.2.3 Energy Balance

The four equations derived from equations (2.1) and (2.2) constitute a
linear system which must be solved simultanecusly. The equations,
which have been cutlined in detail by Mehta (2), can be shown to have
the following general form:

All de + Pde + 0 + 0 =B1
A21 drj "'Pde "deP-i'O =B2
0 —PdVJ-O "!'MacvdT =B3
0 +Wj - dpP + dT =B4

\'4 P T

To render the equations amenable to solution by numerical techniques,
they are presented in matrix form as follows:

— — e — s

A, P O O ary
Azl -P -Vj 0 . dVJ =

_Bl
P2 (2.3)
0 -P 0 MG, ap By
By

The Crout reduction method (61) was originally errpldyed to solve the
equations to yield the following values: increment in the temperature
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of the burning zone (dry); increment in the volume of the burning mass
(de); and increments in total cylinder pressure (dP) and the
temperature of the 'surrounding zone' (dT). The modified Euler's
method is used to integrate these quantities over the closed period of
the engine, from inlet valve closure to exhaust valve opening.

2.2.4 Spray Characteristics

The injected fuel spray is dealt with in two sections representing the
free jet portion, and the impinged region close to the piston walls
(Fig. 2.3). In each of these regions similarity profiles for the
distribution of welocity and mass concentration must be defined in
order to describe the process of fuel-air mixing.

i. Free Jet Region

The profiles of velocity and mass concentration in a circular two-
phase jet emerging from a nozzle with a uniform wvelocity, into a
stagnant fluid, are given by Abramovich (62) by the following
equaticons: '

U
Velocity profile :  — = (1 - Ypl's)z C(2.4)
m
c 1.5 ‘
Concentration profile : q =1 - Yp (2.5)

where U is the local velocity at the normmalised radius Yp (= Y/rj) and
U, is the jet centreline velocity. C is the local fuel mass fraction
and G, the mass fraction at the jet centre-line. The radial growth of
the jet with penetration is given by equation (2.6) which is also
based on the results of Abramovich:

ar P, + P
.o "3 (2.6)
dx PJ
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To determine the distribution of fuel droplet sizes in the spray, the
- representation of the fuel spray into dcmceptdal sectors needs to be
considered. In order to simplify the complexity of the two-phase jet
so that the phencmenological approach may be realistically applied,
the structure of the fuel spray was divided into eleven radial sectors
as illustrated in Figure 2.4. The radial positions of each of the
sectors was chosen so as to correspond with Simmon's (63)
correlation for droplet size distribution. The cum_ulative
volume fraction of injected 'fuel, having a normalised droplét
diameter of Dy (defined below) or higher, is given by Simmons as:

Veg = exp (0.05328 Dy - 0.54174 D;%) (2.7)

where V. ¢ = cumulative volume fraction of injected fuel constituted by
droplets greater and equal to Dy.

N 94

i "~ s
d; = droplet diameter in class 1 (as defined below)
SMD = Sauter mean diameter

Equation (2.7) .is valid in the range 0.082 < D; < 3. Mehta (2)
assumed eleven classes of droplet diameters to exist in this range,
with the largest droplets on the jet axis and the smallest at its
edge. The camputed radial positions of these classes correspond +to
the radial positions of the sectors in the spray model. Entrained air
is then distributed throughout the sectors according to the similarity
profile given by equation (2.5). Hence, each sector contains a
mono-disperse fuel spray with droplets of a uniform diameter.

The SMD is calculated from the follcmi_ng relationship based on the
experimental results of Knight (64):
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svp = 8 Ap~0-458 (P-209 ;,0.215 . (2.8)

where ¢ is the kinematic viscosity of the fuel, AP the pressure drop
across the injector nozzle orifice, and Q the volumetric fuel flow
rate. a

It is widely known, from experimental evidence, that mass flow-rate in
the jet increases as one traverses in the downstream direction. This
is because the jet entrains large amounts of the surrounding fluid as

it spreads (see Figure 2.4). This constitutes the most significant
integral scale mixing mechanism in quiescent chamber diesel engines.

The entrainment rate in the model is calculated from the expression of
Ricou and Spalding (65) given as:

M. + ' ‘

_f_mf.=o_32i'

g %

where e and Mg are mass flow rates of air entrained and fuel

in;jeg:ted in the time it takes the jet to penetrate to a distance x.
d,' is the equivalent jet diameter defined by:

(2.9)

p .
d' = &y (/2 (2.10)
pa
where d, is the nozzle orifice diameter.

The methods used in the original model to account for the effect of
cambustion on velocity and scalar quantitity similarity profiles and
to redistribute droplet sizes on evaporation are discussed in detail
in references (2) and (6). 'The modified approach is discussed in
detail in Section 2.4.9.

ii. Wall Jet Structure

The quasi-steady analysls for wall-jet flow, negiecting the effects of
wall friction, i1s described by Rajaratnam (66) and schematically
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illustrated in Figure 2.3. The onset of impingement in the engine is
determined from simple geometric considerations of the pisten bowl and
the jet penetration, based on the equaticns provided by Giralt et al
(67). Description of scalar gquantity profiles in the wall-jet are
based on the assumption that equations (2.4) and (2.5) hold over the
cross-section of the wall-jet by letting the wall correspond to the
axis of an equivalent free-jet. Variation of maximm wvelocity in the
wall-jet is given (66) by the following equation:

U

b« &'
X

where X, is the wall-jet penetration, obtained by integrating
equation. (2.11) with respect to time yielding:

U, = 1.03 (2.11)

X, = (2.06 Uy 6,'t)1/2 + C (2.12)

Entrainment of air into the wall-jet is calculated from the following

equation of Hertel (68):

+
_.______maw L 0.865 B (2.13)

g %
Thepossibility of interference between adjacent wall-jets when long
injection durations are involved, is accounted for by assuming
entrainment dinto the wall-jet to be negligible when interference
occurs.,

2.2.5 Turbulent Mixing

At the end of injection, the structure of the jet starts +to
disintegrate, and ailr entrainment as computed from equations (2.9) and
(2.13) is o longer valid. By assuming the idea of an idealised
turbulent mixer after Corrsin (69), Dent (19) postulates that the
transport processes by which available air continues to be drawn into
the jet plume are described by turbulent mixing which is controlled by
the kinetic energy input into the flow. This idea is developed to
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provide the dissipation rate of turbulence kinetic energy from which
the governing equations for mixing rate are determined. As the mixing
process in reacting media takes place on a molecular 1level (57),
Kolmogorov microscales of turbulence are employed. The length, time,
and wvelocity scales are defined in terms of the dissipation rate of
turbulence (€), and the kinematic viscosity of the fluid (»), by the
following relaticnships (70):

i. Length scale, = (v3/e)1/ 4
ii. Time scale, T= (v/e)l/2
111, Velocity scale, U = /t = (v e)1/4

The dissipation rate of turbulence (€) is defined, after Corrsin, as
follows:

€ =Y. [Specific rate of energy input to the flow]

where 7Y is a constant representing the fraction of the input energy
that is directly involved in the dissipations of turbulence. Dent
{(19) has .derived an expression for £ in quiescent diesel engines in
terms of injection variables and engine speed by the expression:

(2.14)

where N is the engine speed, Gipisﬂle:injectimperiodin degrees
crank angle, Vg the fuel volumetric delivery rate per stroke of the
injection pump. n is the mumber of holes in the injector nozzle, each
with a diameter §,, and C is a known constant.

For large scale eddy structure, the mixing time, 7, is charactervised
by:
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2 .
L
7= (‘5)1/3 (2.15)
where the length scale L, 1s taken t0 be the nozzle orifice equivalent
diameter, do' . By mass conservation considerations, Dent and Mehta
(6) show that the rate of mass transfer of air into the jet plume is

given by:

= =Cpmy/ 7T (2.16)

8 &

where m, is the mass of air available in the surroundings, for
‘entrainment. The constant C; was evaluated by equating the mean
entrainment rate during injection with the right hand side of
equation (2.16).

2.2.6 Exhaust Smoke Modelling

The modelling of exhaust emissions in the model is discussed in detail
by Kyriakides et al (8) and only a brief overview is outlined here.
The model adopts the soot formation mechanism postulated by Tesner
et al (71), with the eddy dissipation concept developed by Magnussen
. (57) to describe soot formation and oxidation in turbulent flames.
Tesner et al postulated that scot formation occurs in three separate
stages, viz; spontanecus formation of radical nuclei - which are the
pre-~cursors of soot formation, the formation of soot particles around
the nuclei, and the destruction of the nuclei. Formation of radical
nuclei was given by the following expression:

dn
(-31-: =n, + (£ - g)n - gN (particles/mS/s) (2.17)

where n, represents spontaneous rate for the formation of radical
nuclei, defined by the following equation:

N = A, Cpy, & (- .E_T) (particles/m3/s) (2.18)
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Cgy is the time mean concentration of fuel in the burning zome, in
kg/m3. The term -g N in equation (2.17) represents the rate of
destruction of active particles on the surface of soot particles whose
concentration, N, is derived from the following formation equation:

daN

—- =(a-bN)n (particles/m3/s) (2.19)
dat

A similar term for the destruction of active particles also appears
here, although the coefficient b is of the order of a hundred times
(1013) 1arger than g, ( 1071°). The mean rate of radical nuclei
conbustion is adapted from Magnussen (57) and modified by Mehta (2) to
account for the effects of instantanecus variation of Q;,, and Tg,
to give

dn .
— = - f* ¢nq“m (2-20)
at Ceu

which can be compared with the original expression:

én & i
—=-m V¥V .n (2.21)

dt =) T

Where m represents the transfer rate of mass between the fine
structure of turbulence, and the bulk fluid. It is dJdefined, for
nearly isotropic turbulence, as:

3/4
m = 23.6 (2€ (2.22)

K2
where y is the kinematic viscosity, € the rate of dissipation' of
turbulence kinetic energy, and k the turbulence Kinetic energy.
Methods of calculating k and € utilised in the model are cutlined in
detail by Kyriakides et al.

36



The possible cause for the departure between equations (2.20) and
(2.21) is that the model uses instantanecus cquantities for
cancentrations T, and §y,,- This implies that towards the end of
conbustion  the term r*y approaches unity, and also Cp, approaches
zerp, making equation (2.21) indeterminate. The conditions under
which these turbulence parameters were formulated, however, implied |
the use of the time mean value of ooncentration (72), expressed
mathematically as: '

T
G = J’ C dat (2.23)
o

| =

This is because, in the analysis of turbulence, time averaging is used
to treat statistically steady flows (e.g. bunsen flames), while
periodic flows (e.g. internal combustion engines) are treated using
ensemble averaging. Instantaneocus values camputed in the model at
each crank angle can be campared to the ensemble averaged value at the
same crank position, hence equation (2.20) is used in the existing
model.

The rate of oxidation of soot particles during combustion was
developed around the kinetically controlled mechanisms proposed by Lee
et al (73) for laminar diffusion flames and modified (6) to include
effects of turbulence to give the following expression:

AN 6.51 Po,
e o Nr*\!/ exp [- E] (particles/ms/s) (2.24)
dt g4y T KT

where Py, is the partial pressure of oxygen, and T the absolute
temperature of the burning zone. r* is the mass fraction occupied by
five structures, and \ the fraction of fine structures reacting. '

2,2.7 Modelling for NO, Emissions

The formation of NO in engines has long been identified to be a non-
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equilibrium process. Fairly accurate results have been obtained by
many researchers by assuming that it is controlied by the Zel'dovich
mechanism. This is represented by the follow:".hg two equations:

(a) Ny +OT=NO+ N | (2.25)
(b) O+ NT=NO+0O

with equation (a) as the rate determining step. The mechanism is
highly dependent on temperature and only linearly dependent on the
concentration of oxygen atoms. Consequently, NO, emissions are
largely produced early in combustion when both oxygen concentration
and temperaature are high. As a result, EGR is a very effective
method of reducing NO, emissions due to a reduction in temperature and
the available oxygen. The conceptual sectorisation of the spray
illustrated in Figure 2.4 allows the formation of emissions (NOx and
Smoke) to be related to the concentration similarity profile, and also
te the rate of air entrainment which determines the availability of
air in each sector. Both emissions subroutines are designed so that
they can either be called in each sector (only during injection),
using local wvariables as input, or called cnly once at each crank
position using global values as input.

Two assumptions are made in order to arrive at an approximate rate
equation for the rate of the kinetic mechanism:

i. The C-O-H system is in equilibrium and is not affected by
dissociations of N,.

ii, N abtoms are assumed to change concentration by a quasi-steady
process.

With these two assumptions, it can be shown (8) that the formation
rate for NO is given by:
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Ry

T7 ok (2.26)

<lr
5|

([No] . v)= 2(1 -62)

where K

[}

R1/Ry

Rl = kl [N]eq . [m]eq

Ry = kp [Nlgg - [0p]eq

k; and ky represent the forward rate constants for reactions (a) and
(b) respetively, in exp:f:ession (2.25), and &¢is the ratio of NO
concentration to its equilibrium concentration at the same temperature
and pressure. Square brackets indicate the molar concentration of the
species enclosed, and when subscripted by eq, refer to the equilibrium
concentration of the same species.

The method described by Kyriakides et al for evaluating equilibrium
concentrations in the cylinder at every crank angle, is based on a
partial equilibrium technique, in which only atom-mass balances of
Nitrogen and Oxygen are considered (i.e. for the following species:
N5, 0, NO, N and 02). The iterative algorithm adopted to solve for
these components was canputationally inefficient with the result that
to achieve convergence, CPU time much in excess of that utilised for
all the other computations in the program, was required. A different
procedure based on a total equilibrium consideration has been
incorporated dinstead. Details of the +technique are given in a
subsequent section of this chapter.

2.3 THE SWIRL ENGINE MODEL

The structure of the swirl model is similar to that described for the
quiescent engine. The presence of significant air movement, however,
means that the following features require modification in order for
the effects of swirl to be incorporated:
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a. Free Jet trajectory
b. Wall-jet flow

c. Alr entrainment function
d. Turbulent mixing rate

The predictions for soot and NO, are effected wi'l:h the same equations
utilised for the quiescent model, with changes made to the turbulence
characterising parameters in equations (2.21) and (2.24). In order
for these modifications to be implemented, it is necessary to
incorporate a routine for cc:rpgting swirl.

2.3.1 Generation of Swirl

The model does not campute the formation of swirl during the induction
stroke since, as earlier mentioned, only events during the closed
period are considered. However, from a given value of swirl ratio at
inlet wvalve closure, the model computes the intensity of swirl at -
every crank angle until exhaust valve opening.

The intensification of swirl motion in the model is based on the work
of Dent and Derham (74). By applying the principle of conservation of
angular momentum to the cylinder contents from inlet wvalve closure,
swirl iIntensity at any crank angle during compression is ocbtained.
Neglecting frictional effects on the walls, and assuming solid body

swirl results in the following expression for conservation of angular
momentums: '

d (I, .w,)=0 (2.27)
T c ¢

where I, and &), are the moment of inertia and the angular velocity,
respectively, during compression. For a deep bowl cylindrical chamber
of diameter dz in an engine with a bore B, Dent and Derham have
demonstrated that the moment of inertia of cylinder contents is given
by
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where my isbthe'trappedairmassin the cylinder, and ﬂ(@) the
instantanecus stroke. The volume Vg refers to the bowl. The moment
of inertia during the induction pericd can be approximated (74) by:

m B7

5 ) (2.29)

I (

2

Hence the angular velocity of the cylinder charge is given by:

woor.g_zﬂe) + V)

7B2.0(6) + V.(dp/B)?
4_

W= (2.30)
By specifying the swirl intensity at the closure of the inlet valve,
wor the instantanecus swirl at any angle during compression, can thus
be computed. The assumption of solid body rotatien results in the
following expression for the tangential wveloctiy at the walls of the
canbustion chamber:

Up = W.xp (2.31)

where rp is the radius of the combustion bowl. This method of
calculating angular velocity assumes that swirl increases undformly
throughout the cylinder, during compression. However, the angular
velocity in the cylinder will be higher in~the central zcne (Fig. 2.5)
directly above the cambustion bowl, +than in annular space (20).
This effect results fram the fact that the radial air motion (squish)
illustrated in the work of Dent and Derham (74) causes air packets to
be transported to the central zone, increasing the angular momentum
there. A different approach, based on the work of Urlaub (20), has
been adapted in the proposed wall-wetting engine model to account for
this effect. The simplifying assumptions of solid body swirl and
conservation of angular momentum have been maintained.
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2.3.2 Free Jet Trajectory

The +trajectory of a jet issuing into a cross-flow has been
investigated experimentally and analytically by Sinnamon et al (75).
Their analytical approach is based on conservation equations applied
to the jet as well as the air, to yleld equations for the following
variables.,

i. Decay of axial velocity with penetration (U, in Figure 2.6)
ii. Jet radial growth (b in Figure 2.6)

iii. Deflection of the jet due t©o entrainment of :Eluid with a
capenent  of momentum normal to the indtial jet spray direction
() '

iv. Fuel mass concentration at the jet axis, and its variation with
penetration.

The algebraic form of these equations are cutlined in section 2.4.8
when discussing modifications made by the author. The equations are
integrated along the length of the jet, so that it is necessary to

determine the penetration prior to carrying ocut the integration. This
is calculated from the empirical correlaticn of Chiu et al (18) given
below:

f_f_x“’ 0.35 (z‘;JJ%O -44 (2.32)
where X, = Penetration in the presence of swirl
J, = Cross swirl momentum
Je = Mamentum of the fuel spray
X = Penetration in the absence of swirl.
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Also derived from the work of Sinmnamon et al is the expression for the
rate of air entraimment into the jet, given by:

dig | _

= = 27y (R QY2 (@u, - U] +N|u, ] (2.33)
where subscript m refers to values on the axis of the jet, ¢ to the
tangential component of velocity, and n to the normal component. The
empirical constants & and A are assigned the values of 0.035 and 0.05

respectively by Simmamon et al. ‘

In order to derive all the dimensions of the jet from the equations of |
Simamon et al, 41t is necessary to solve simultaneocusly four ‘
‘differential equations representing conservation of mass (two
equations), and the conservation of momentum (ancther two equations).

To avoid solving the whole system of equations, radial growth of the

jet was assumed to follow the steady state equation of Abramovich (62)

given in equation (2.6), modified according to Adler and Baron (76)

as:

ar- A
—J = 0.11 ( 3 ) ( UUm ) (2.34)
ax Pa * Pj m+ -t

where AUm is the excess centreline velocity (U, - Ut)' and U; the
tangential camponent of air velocity.

Steady state similarity profiles are also assumed for the distribution
of fuel mass fraction, in line with cother workers (18, 75, Adler and
Lyn (77).



2.3.3 Effect of Wall Impingement

A model of the wall-jet structure, based on the work of Spalding (51)
and also that of Escudier and Nicoll (78) is used to characterise
- penetration along the piston wall, and air entrairment into the
impinged portion. Details of the analytical basis are discussed in
reference (8). Inherent in this treatment of the wall-jet is the
assumption that the fuel jet may be treated as a gaseocus jet, and air
entrainment is then camputed using the following equation from
Escudier and Nicoll:

m'gyp = PG Ug [0.03 Zg - 0.02] (2.35)
which has units of mass flux (kg/mz.s). Zg is the velocity
profile shape parameter defined (78) as the ratio of the law of the
wall velocity at the cuter edge of the boundary layer, to the bulk gas
velocity. This may be expressed algebraically as:

ut

g = — (2.36)
Usly =0

where Ut is the expression for the law of the wall velocity which will

be discussed in detail in Chapter 4. The method used in the model to

evaluate Zp is outlined by Kyriakides et al.

The resulting entrainment level is cbtained by adding the free jet to
the wall jet component.

2.3.4 Turbulent Mixing

The resultant mixing time in swirl engines combines the component due
toinjection with that due to air swirl so as to give the mixing rate

as (7):

R . R
inj * “swi (2.37)

Rk " ms R
Rinj + Rewi



where the mixing rate, R, is defined by the reciprocal of mixing time.
Equation (2.14), which has been used to derive the turbulence energy
dissipation rate in the quiescent model, describes the component due
to the injection process. In the swirl model, it is necessary to
include the effect of air motion on the level of turbulence, and hence
equation (2.38), based on the work of Dent et al (7), is used to
determine the swirl coampenent for the dissipation rate.
w3d82
€= -5 (2.38)

Once the mixing time has been evaluated using the relation given under
section 2.2.5 and equation (2.37), the rate of fuel-air mixing is then
calculated from the same expression as used in the qulescent model,
i.e. equation (2.16).

2.4 MODIFICATIONS MADE TO THE OOMBUSTION MODEL BY THE PRESENT AUTHOR

By taking advantage of the similarities between the two programs
discussed above, once again it is only necessary to describe in detail
the changes made to only one procgram, it being understood that similar
changes have been effected in the other version wherever
appropriate. The swirl engine model has been chosen for detailed
descrition as it includes most of the features of the quiescent
model.The following is a 1ist of all the changes made to the swirl
engine model, which will be discussed in the paragraphs that follow:

i. Incorporation of an 'Introductory Front-End' and associated
routines.

ii. Incorporation of a new routine for the characterisation of
piston bowl geametry.

iii. Use of Gaussian Elimination instead of a 'NAG' Library Routine.

dw. New Algorithm for evaluating the equilibrium composition of
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V.

viii.

xii.

. exhaust products.

Re-casting of the NO kinetic rate equatiocn.
Re-writing soot formation routine.

Replacing soot oxidation routine with one that accounts for
oxidation due to the OH-radical in fuel-rich regions.

New iterative routine, based on the assumption of Lewis number
equal to unity, soﬂla"t:themasstransfermmbersﬂmand By
should be equal.

Dispensing with the use of an experimental injection pressure
diagram in favour of a sinusoidal fuel delivery rate.

Development of an Exhaust/Induction routine.
'Replacement of vectorised solution of Sinnamon's equation with
an algebraic routine based cn the solution of the camplete set

of equations.

Redefinition of fuel spray dispersion.

The other significant change, which may not require separate
categorisation, but nevertheless having a profound influence on the
behaviour of the model, is the adoption of a cons:ant time step rather
than one that is determined by the chosen engine speed.

2.4.1 Introductory Front-End

In order to make the program easily accessible and 'user-friendly', an
Introductory f£front~end has been incorporated. This serves the
purposes of assisting the user to create the required input data files
in the right format, and also to be able to change run-conditions




rapidly and conveniently. Cnce the files have been created,
subsequent runs - of the program are achieved simply by calling the
relevant data files. This 1s a major change from the old versions of
the program in which the data (engine dimensions mostly) were
incorporated in the coding of the program. To model a different
engine, therefore, necessistated some re-programming. A sample
terminal dialogue, illustrating the working of this routine, has been
incorporated in Section 6.4.1.

2.4.2 Determination of Piston Bowl Geometxv

Although the nature of the model renders it less sensitive to piston
bowl geometry, certain aspects of the geometry have a very significant
and noticeable effect. The bowl diameter, for example, determines the
swirl intensity in the vicinity of TDC, which in turmm affects the
mechanism of mixing, a process central to the operation of a diesel
engine. Bowl depth, on the other hand has an effect on entrainment in
that it determines the impingement of the jet, which is associated
with reduced air entrainment - another form of mixing. The method
used to specify bowl geometry (surface area and volume) required
considerable input data, and was specific to a particular piston bowl
shape. This, cbvicusly, limits the effectiveness of the model in that
it becomes less versatile. A generalised approach has been developed
and incorporated into the model. This requlres only 6 dimensions (see
Figure 2.7) to characterise any combustion bowl shape. Details of the
method used are given in Appendix B.

2,43 Changes in Numerical Techniques

It was demonstrated in section 2.2.3 that the governing equations for
the energy balance of cylinder contents can be presented in a matrix
form, which is then solved using the Crout Reduction method. A 'NAG
package on the university mainframe was used to achieve this.
However, as the system of equations is very small (four equations),
there is no loss in computing time if a direct method, such as
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Gaussian elimination is employed. In fact, for systems of equations
less than ten, it is recommended practice (61) to use the direct
approach. A Gaussian elimination routine has thus been incorporated
in the program, dispensing with the need to invoke the 'NAG' library.
Due +to the simplicity of the system involved, no cbservable gains in
numerical accuracy or losses in computational time are noticed when
the above modification is implemented. The advantage in using the new
routine is that it makes the whole program "self-contained". 2As
mentioned in the introduction to this chapter, this removes the need
for the user to have access to an appropriate 'NAG' package to be able
to successfully implement the model on a micro-computer.

A rTapidly converging iteration routine useful in the solution of
equations of the form x = f(x), has been incorporated. Steffens
algorithm (given in detail in reference (61)), which has quadratic
convergence, i1is used to cobtain values of mass transfer under the
assumption of Lewis number equal to unity. A detailed discussion of
the equation iterated in the model, will be outlined in Chapter 4. In
Figure 2.8 the value of B as calculated from the new technique is
illustrated. '

2.4.4 Equilibrium Composition of Combustion Products

By assuming that the cambustion reaction can be approximated by the
following chemical reaction;

CnHm‘+Air—-H+O+N+H2+OH+CD+I\D+02+m2+N2 (2.39)
a new algorithm has been developed (Appendix A) which converges |
rapidly by making use of the Newton-Raphson iterative technique for

systems of non-linear equations.

The two techniques, as can be expected, vield different results with
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the new procedure converging much faster than that used by Kyriakides
et al. A further improvement was the use of a fixed mass (12, 13,
Shahe@ et al (79)) to define V,, the reguired volume in the rate
kinetic equation instead of Vj derived from energy balance
calculations. This i1s because Vj contains unburnt vapour and air
beside combustion products, whereas Vb represents a wvolume of
combustion products resulting from complete combustion of a fixed mass

of fuel,

The modification to the NO kinetic rate equation involves the use of
NO mass fractions rather than concentration (kg/m3) as is the case in
equaticn (2.26). @ The reason for this is that the rate of change of V
in equation (2.26) canrwt be defined analytically, and the method used
to evaluate it (from the energy balance matrix) causes instabilities
when charge temperatures become too high. The rate equation can be
expressed in terms of mass fractions of NO by the equation below
(Ferguson (80)): '

dXno 60 Ry
— = — (1-0?) — (2.40)
dt P 140K
vwhere Xy, = NO mass fraction
P = Change density
& = X0/ 0 eq.

R; and K retain the same definitions as in equation (2.26).

2.4.5 Modifications to the Socot Model

Although there have been some changes made to the soot formation
routine, these have basically been a re-casting of the equations of
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Tesner et al (71) with the turbulence considerations of Magnussen (57)
taken into account. So the discussion given earlier in 2.2.6 is valid
under the present modifications. The major changes have dealt ‘with
the oxidation routine. It is a generally held view, according to
Appleton (81), that the Nagle and Strickland-Constable model (82)
provides the best method for estimating scot oxidation in combustion
systems, However, according to a study by Nech et al (83), this same
model has been found to under-estimate oxidation rates in fuel-rich
zones or near stoichiometric conditions. To counter this under-
estimation, Ahmad, Plee and Myers (84) have included an extra term to
account for oxidation due to the OH-radical, as suggested by Fenimore
and Jones (85). Hence they express the rate of soot oxidation by the
following equation:

60 Ms
= - 2 . () [mgy + Mgyl (2.41)
Ps ds ‘
where 'y, is the reaction rate on scot surfaces due to oxygen (in
g/cmz.s), and flpy a similar rate due to the OH radical. The
calculation of 'y, is based on the Nagle and Strickland-Constable

model, expressed as follows:

# 2

ky « B

My = 12[———". X + Ky, . P (1-X)] (g/cm2.s) (2.42)
02 1+k,P oy b 02 g

where k,, k., and k, are defined as follows:

L = 20. exp(- 30 O00/RT) (g/cm?.s.Atm)

k. =
k, = 21.3 exp(4 100/RT) (atm™1)
Ky = 4.46 x 1073 exp (-15 200/RT)  (g/cm?.s.Atm)

Pgpy 1is the partial pressure of oxygen and X is the fraction of the
soot surface that is covered by reactive sites. This is defined by:
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Ky

1+ —
kbopoz

where ki = 1.51 x 107 exp (- 97 000/RT) g/em?.s for the OH-term, the
following equation, after Fenimore and Jones, is used:

1/4 1/2
Poo / ‘Pino /

" - 4
oy = 1.63 x 10%0n ——5

exp (- 37 800/RT) g/cm?.s (2.44)

where Q= Collision efficiency (A value of 0.1 is suggested)

Py = Partial pressure of Hy0 (Atm)
R = Gas constant (cal/mole.K)
T = Absolute temp.

Substituting equations (2.42) and (2.44) into (2.41) provides an
expression for the net soot mass concentration in g/cm3. Ahmad et al
(84) have also used Magnussen's approach to account for the effect of
turbulence on the chemical kinetics, and use the equation (2.41)) as a
source term for their multi-dimensional model. For the
phencmenological approach, however, the source term is a sufficient
parameter for characterising soot formation and cxidation, and it has
been demonstrated by Mehta (2) after Magnussen that turbulence effects
may be incorporated simply by multiplying all the kinetic terms by the
rate of transfer of mass between the bulk fluid and the fine structure
of turbulence. This is defined (57) by:

r*. = i (2.45)
Cpr + 4.45 Cg,




where cpr and Cg, are, respectively, the concentration of cambustion
products and fuel, in kg/m3. The constant 4.45 is the value for r,
defined by: |

r=1+ (':'2')stoic. (2.46)

C2

where (‘F—)stoic. = 3.45
Equation (2.45) has been applied to equations (2.17) and (2.19) to

include turbulence effects. r* and x!J have the same meanings as in
equation (2.24).

2.4.6 Sinusoidal Fuelling Rate

Among  the input data required to implement the model is an injection
pressure diagram. Kyriakides et al make use of pressure diagrams
experimentally cobtained at the conditions to be modelled. This was
considered an improvement over the earlier version of the model (2) in
which trapezoidal injection pressure diagrams were assumed. However,
as it may not always be possible, or even practical to obtain
injection pressure diagrams at every condition to be modelled, the
present modification makes it only necessary to specify injection
duration (©;) and quantity of fuel injection (Q) per stxcke. It is
worth pointing out here that 8;, and Q are mot additional input
variables as they were also necessary in the version discussed by
Kyriakides et al. So the number of input variables have been reduced
by the present modification. The following sinusoidal fuelling rate
is assumed :

gg_ =™ | sin (T8 (2.47)

20; oy
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where dq is the volume of fuel injected in the crank interval d@o.
Equation (2.47) is formulated in such a way that the following
relaticn is satisfied:

Gie

Q= g & (2.48)

9:.0
where 6,, is the crank angle at the start of injection, and 6;, the
angle at the end of injection. Based on equation {(2.47) and the
equation for injection pressure derdved by Dent (14), the
~instantanecus injection pressure, APinj' is then given by:

o o

-t 2

Apjnj = 2—' [W] (2.49)
4

where N is the engine speed in RPM, n the number of holes in the
injector nozzle, d, the diameter of each hole, C3 the discharge
coefficient, and Pf is the fuel density. Figure 2.9 compares the
injection pressure diagram resulting from the use of equation (2.47)
with a typical injection pressure diagram.

2.4.7 Exhaust/Induction Routine

Figure 2.10 shows a schematic diagram of the physical processes Of
exhaust and induction. A fundamental model of these processes has
been developed based on the work of Sherman and Blumberg (86). The
objectives of the model are as follows:

1. To describe mass flow during intake and exhaust processes so as

to estimate pumping and valve throttling effects on volumetric
efficilency.



ii. To allow for the inclusion in the program, of calculations for
mean effective pressure. ‘

The thermodynamic formulation is based on applying the open system

energy balance to the control volume consisting of the cylinder

working wolume.  This can be written, in terms of the change in

internal energy, as:

QU = & - @ + hydm; + h dm, (2.50)

where dmy and dmg flow through the intske and exhaust menifolds,

Jespectively, and h; and hy the respective enthalpies. dW is the work
term, and d) the heat transfer to the cylinder walls. Sherman and
Blumberg have written equation (2.50) in terms of temperatures and
heat capacities and show that by combining with the perfect gas 1law,
the change in cylinder pressure, dP,, is obtained as a first order
differential equation: '

ap, =% [-YPs &V + (Y- 1) &0 + RY(Tydm, + Todm))]  (2.51)

Frcm mass conservation considerations in the cylinder, Horlock and
Woods (87) have derived the following expression for the change in
charge temperature:

C "C
(my +m.) (2.52)
PCVC mi =]

gar, dP, . Ve ) R, T
Tc Pc Vc
Equations (2.51) and (2.52) are solved simultanecusly using a forth
order Runge-Kutta integration. Before the sclution to the two
equations can be sought, it is necessary to specify dv, 4&Q, dm;, and
dm,. AV is easily evaluated from the equation for piston motion which
is used in cother parts of the main model. Mass flow rate through the

inlet and exhaust valves (dmi and dme) are approximated by
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isentropic compressible flow equations as applicable to flow through
nozzles, and modified by means of a discharge coefficient. Steady
flow conditions are assumed during each time step, and the mass
flow rate through either valve is given by:

dm 2 .1/2
- =Cq . . P, F {—) (2.53)
gt a - v RT,, _

1

P P

F i/_'Y_ (—2"Y 11 - ()Y~ /Y] for subsonic £low
-1 Py Pu

1
Y (2 52/F) gor s
\/’Y-ﬂ (%‘1) or sonic flow (chcked)

Upstream pressure

Downstream pressure

Discharge coefficient

Minimm flow area at the valve
Upstream temperature.

]

n

PU
P

D
A,
TU.

The variation of discharge cocefficient with valve lift is given by
Shermman and Blumberg, after the work of Kastner et al (88) by:

Cp=1-1.5 () (2.54)

The high discharge coefficient (approaching 1) at low 1lift
(approaching zero) was attributed to the absence of a tendancy, by the
flow, +to separate, and so is approximated to isentropic flow. This,
however, neglects the effects of friction which increase drastically
as lift approaches zero. Thus, the results of Tabaczynski (89) which
show discharge coefficient approaching zero as valve 1lift becomes very
small, are considered more realistic. This is also the trend shown by
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Fukutani and Watanbe (90) which is illustrated, together with a 6th-
order Chebyschev polynomial fit used in the present model, in Figure
2.12. Equation (2.54) thus, only represents the discharge coefficient
for relatively large value 1lifts (typically L/D > 0.05). To
characterise the nature of the flow, it is assumed that the valve seat
has a conical shape, and that flow through it is divided into the
following regimes:

i. Early stages of wvalve lift when minimum area corresponds +to

the frustrum of a cone.

ii. When the minimum area corresponds to the annular area i.e:
' Port Area less area of valve stem.

These two regimes are illustrated in Figure 2.11. In the first
regime, it can be shown that the area is given as:

2 1 L
A =TD” Cosa. [1 + 3 (ﬁl-) Sin 20&.(5) {2.55)
where L = Valve 1lift
D = Inlet port nominal diameter

O = Valve seat angle (typically 45°)

Sherman and Blumberg suggest that this regime occurs in the range:

0« (II;.) £0.125

In the second regime the flow is through a section with an amnular
cross-sectional area given by:




whereﬁ is the ratio of the valve stem diameter to the valve nominal

diameter. By equating equations (2.55) and (2.56) and solving for %,
the limiting wvalue for the transition from the first to the second
regime is then given by:

[1 + (1—32) sincg1/2
¢ smom—— " (2.57)

| &

The variation of valve 1lift as a function of crank angle is derived
from the diagrams in Figure 2,13, as suggested by Sherman and
Blumberg. By defining the acceleration ratic (see Fig. 2.13(a)) as;

Ir=s — {(this is -ve) {2.58)

then it is possible to derive the following equations for the
normalised valve lift:

L e?
FOr 80 € © § Of 3~ = Apgy - o (2.59)
| L &2 &2
For 0] {8 < 8 t t— =gy -(— - 8.6+ ) +1 (2.60)
L e? Z
For 65 £ © < Qf ! —— = 8pay * 5~ ef.e+ _g_ (2.61)

where all angles are defined with respect to Figure 2.13. Once the
acceleration ratio, =r, has been specified, then the maximum
acceleration is defined by ap., = r. apy, where Qnin 1S
calculated as follows:

1l
82 +0,(x-1)8 - g)
2 2

8nin = (2.62)
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By assigning a value of zero at valve opening (i.e. when € = 6,),
then:

8¢ =[Valve closure]-[valve cpening]

O, = 9¢/2
o _ S
1 =
8y =6¢-6;

Hence it is only necessary to specify three variableé to characterise
valve lift:

1. valve timings

2. Valve acceleration ratio, r

3. Crank angle at which 1ift is to be determined.

Figure 2.14 shows the effect on valve 1ift, of the acceleration ratio,
r, and in Figures 2.15 to 2.18, typical solutions from the Exhaust-
Induction subroutine are illustrated. Where dimensions of the
valves are not specified, wvalues in the following range are
recommended by Lilly (16):

0.43B £D; £ 0.46 B
0.35 BE D, & 0.37 B

where B is the cylinder bore.

2.4.8 Modified Fuel Spray Characterisation

An analytical model consisting of integral continuity and momentum
equations for a steady-state gas jet has been developed, based on the
work of Simnamon et al (75), discussed earlier., The difference
between the present approach and that described in section 2.3.2 above
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is the comprehensive treatment in the present work,
equations expressing the conservation of fuel mass, total jet mass and

the conservation of horizontal and vertical components of momentum,

given below:

i. Conservation of Fuel Mass

The flow-rate of fuel mass at any cross-sectim. of the jet is
constant. This is expressed by the following equation:

a
% [|c upanl = 0 (2.63)

ii. Conservation of Total Jet Mass

At any cross-section of the jet, the rate of increase in the jet mass
is equal to the entrainment rate: '

drg
&

d
a_s_ [ Pu da] = (2.64)

The entrainment function of Ricou and Spalding (65) is used to express
express the rate of alr entrainment along the jet, leading to

equation (2.33) shown earlier,

iii. Conservation of Momentum

The horizental component of the jet momentum is given by the following
equation (see Figure 2.19 for the nomenclature):

d 2 _ de
E[c:<:>s GJ‘PU dA]l =Ug . cos @ = - Fq.sin@ (2.65)
The corresponding vertical component is:

d

e
= [sin effausz] = U + 5In @ —— + Fg.co80 (2.65)

of the four



Wheré Fg = Aerodynamic drag force an the jet.

Although +the effects of drag in changing jet momentum are included in
equations (2.65) and (2.66), Sinnamon et al argue, on the basis of
their experimental results, that if air entrainment rate is
sufficiently large, spray deflection can be adequately accounted for
by the component of momentum in the entrained air, having a direction
identical to that in which the jet deflects. 2And the drag cocefficient
can then be made equal to zero. This argument has also been adapted
in the present model, although provisions have been included for
making drag coefficient greater than zero to allow for conditicons
where computed air entrainment does not adequately account for
observed jet deflection.

Since the position of the jet has been moved to the centre of the
bowl, and the x and y axes are defined such that the y-axis is in the
dirvection of injection and the x-axis perpendicular to it (see Figure
2.19), the normal and vertical components of swirl air are re-cast as
follows: '

Up = Ug . Cos (8 + 9) (2.67)
U, = Ug . Sin (8 + @) | (2.68)

where Ug is the local swirl velocity defined bywr, and the angles ©
and @ have the definitions illustrated in Figure 2.19. Egquations
{(2.63) to (2.66) can be represented in matrix form as follows:
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The elements A; 4 are defined by Sinnamon et al. Gaussian elimination
is used to solve for the derivatives dC,/ds, dJ,/ds, drj/ds, and &
/ds, which are then integrated using the modified Euler's mmerical
technique. The solution gives values of fuel mass fraction and
velocity at the jet axis (G, and U, respectively), the radius of the
jet, Ty, and the deflection of the jet centre-line, ©, at any position
in the local divection of the spray. Additicnally, the entrainment
function is solved, thus campletely defining the jet. Sinnamen et al
recomend the use of a more general form of the steady-state
similarity profile expression in equation (2.5) in order to match
experimental with analytical results. Their equation, thus, takes the
following form:

= 1.5
f(Yp_) =K - Ky ¥y (2.69)
Constants K; and K, afford greater flexibility in adjusting the
model to respond to a wide range of injection nozzle designs. So
equation (2.69) has been used in the program although K; and K, have
both been assigned a value of one.
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24,9 Structure of the New Zones

The method proposed by Mehta (2) for the redistribution of fuel drops

in the spray, was based cn a calculation of the volume of fuel in each
sector from Simmon's correlation, given earlier in equatin (2.7).
This approach has several inherent weaknesses some of which are
briefly described below:

(1) Simmons' equation bears no relationship with the fuel
concentration profile as given by equation {(2.5). As a'result,
the fuel mass fraction in each sector becames : independent of
jet trajectory calculations.

(ii1) Droplet diameters in a given sector are uniform along the
entire length of the jet, varying only in the radial direction.

(iii) Fuel evaporation results in a reduction of droplet numbers, but
‘not diameters which are reduced, instead, by a camplicated
redistribution process.

Given that the representation of the fuel spray is the single most
important component of the model, it is essential to give as accurate
a method as can be achieved within the constraints of phervmenological
modelling. A new strategy has thus been incorporated to try and
improve on the weaknesses cutlined above. This new method, which has
the added advantage of simplifying the handling of the simultanecus
occurance of evaporation and the issuing of new fuel droplets into a
given sector, is illustrated in Figure 2.20. It is based on the
tracking of individual fuel/air 'packages' in time, spatial position,
as well as mass and energy content., The eleven radial sectors
described earlier are retained, but, in addition, the spray is also
progressively 'sectored' along its length, into discrete packages'
such as that 'shaded' in Figure 2.20. When the computation has been
advanced by the time step, dt, the change in jet penetration, dx,
defines the instantanecus length of the leading 'package' (i.e. fuel
injected in the first instant plus present increment in air
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entrairment rate). The rest of the trailing 'packages' are each
assumed to follow the history of their respective leading ‘package’
(only with respect to penetration and entrained air mass)., Each
'package' 1is further sub-divided into eleven radial sectors as
proposed by Mehta. Droplet diameters in each sector are detexrmined
from Simmons' correlation, based on the fuel volume fraction in the
sector as calculated from the equations of Simmamon et al (75)
described earlier. This is done only as the 'package' issues from the
nozzle. At subsequent time intervals, the mumber and diameter of
droplets in each sector reduces due to evaporation. Since no transfer
of mass is allowed between adjacent 'packages', fuel mass inall the
packages reduces only due to combustion and entrained air is
distributed into all the sectors by the oconcentration profile in
equation (2.5). To ensure mass conservation in the jet, equation
(2.70) is checked at every crank position during injection: '

R;
e =J'pc Uda (2.70)
o

The local velocity, U, is defined by equation (2.4), while density is
assumed to be linearly proporticnal to the concentration profile:

P =Pg+ClPe - Pg) (2.71)

In order that the rest of the program proceeds as before (i.e. with
cnly eleven radial sectors), quantities in the various packets are
integrated along the length of the jet before passing them on to the
other subroutines. The scheme associated with the new =zoning is
illustrated in Figure 2.21.

2.5 FINAL ADJUSTMENTS TO THE MODELLING CONCEPT

A subroutine (REDIST) to deal with the redistribution of both fuel
vapour and droplets at each time step has been included. This has been
necessitated by the fact that when the model is operated with all the
modifications described in section 2.4, the combustion rate during
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injection drops adversely after the initial sharp rise resulting from
ignition of the pre-mixed charge. This was initially attributed to the
low entrainment rate resulting from the use of Dent and Derham's (74)
equation fo::: computing swirl in the cylinder, which results in a
profile that remains low for most of the compression stroke and only
rises close to TDC (as illustra‘:c\ad in figure 2.22). The corresponding
air entrainment component due to swirl is thus lower. The swirl
generating equation used in the wall-wetting model (this is described
in detall in chapter 3), based on the work of Urlaub(20) was used to
try and alleviate this problem. However the reduction in heat release
rate after the initial pre-mixed charge was burned contirmed to be a
problem. This led to the incorporation of the new subroutine to
distribute fuel outwards from the core of the jet. This solves the
problem by providing additional fuel for combustion in regions of the
jet where all the fuel would, otherwise , have been burned in the pre-
ignition stage thus enhancing the mixing of fuel and air.

To demonstrate the effectiveness of the model in predicting engine
cvlinder parametres , the following conditions ,which refer to a
single cylinder experimental engine, were fed as input to the program.

Strcke = 90.54 mm
-Bore = 93.67 mm
Comm. Rod Length = 154.0 mn
Camp Ratio = 19.1
Injector Nozzle Orifice Dia. = 0.23 mm
Number of Holes =4

The data, which are tabulated in Table 2.1 below, cover four engine
speed conditions ranging from 1000 to 4000 RPM. Figures 2.23 to 2.26
show the resulting pressure diagrams, and the corresponding
temperatures, heat release rate and mass fractions are shown in
fiqures 2.27 to 2.30. Also shown are the respective air entrainment
fluctuations with crank angle,

To obtain reliable smoke emission trends, it was found necessary to
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make two changes to Tesner's equations in order to account for the
variable density in engine operation as opposed to the empirical

- conditions under which the equations were derdved, and also to aliow

for the contribution of swirl intensity to turbulence to be be
effective. The first of these tasks was achieved by incorporating a
ratio of the densities in the manner shown below:

[ Equation (2.17) and Equation (2.19)1.(0/p)

This is a falrly standard procedure for taking intc account density
fluctuations which is sometimes refered to as the 'Howarth-Dorodnitsym
Transformation' (50). It has the effect of correcting the fluctuations
in particle number density that are caused by the volumetric expansion
of the region under consideration. The second task was achieved by
slightly altering the application of Magnussen's eddy dissipation
concept so that the assumption that all the mass contained in the fine
structure of turbulence takes part in combustion was incorporated. The
result is that the term r*.\ll which was included by Magnussen in the
equations of Tesner in oxrder to account for turbulence effects, now
changes to just r*. This changes the response to swirl intensity
because the mixing time , which is a function of swirl intensity, no
longer cancels out of the equation, as was hitherto the case (this
latter case is demonstrated in equation 2.45).
k\ .

Figures 2.31 to 2.34 show the resulting smoke and NOx results when
cperating under the same conditions outlined ealier. The NOx results
are not affected by these later changes however.

2.6 CLOSURE

Generally, the results from the model compare favourably with
experimental data over a range of engine speed (from 1000 to 4000 RPM)
In their conclusion, Kyriakides et al (8) pointed out that more
work was required in further developing the NO model. The new
algorithm for calculating equilibrium composition of combustion
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products thus forms a contribution towards achieving that goal. It
is hoped that the new strategy for zoning the jet spray, may lead
to a better understanding of the causes of inaccurate performance in
the model, when handling thick sprays injected at high pressure.
Although the algorithm has slowed the program down tremendously, it is
still much faster than the NOx routine described by Kyriakides et al,
and so 1s an improvement on a comparative basis.
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Table 2.1: SWIRL INPUT DATA

'

DATA SET ENGINE SPEED INJECTION INJECTION IGNITION FUEL DELIVERY
NO. (RPM) TIMING DURATION  DELAY (mm**3/STR)
| (Deg. CA) (Deg. CA) (Deg. CR)

1 4000 -11.3 24.5 10.2 34.1
2 3000 -7.5 20.0 8.7 35.5
3 2000 . -13.9 13.9 6.8 34.1
4 1000 -8.1 8.1 6.1 28.1
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CHAPTER 3

ATR MOTION AND FIIM FLOW DEVELOPMENT

3.1 INTRODUCTION

In the review of the literature, an attempt was made at explaining the
camplexity of the nature of events that occur within the engine
- cylinder. It was pointed cut that, although much of this complexity
cannot be awvoided if a detailed analysis of the flow field is to be
obtained, fairly accurate equations can be derived by neglecting
details that are not essential to the general characterisation of the
flow. Examples of this are the assumpticon of wniform temperature in
the fuel film, and alsc linking the rate of diminution of the wetted
area due to evaporation, +to the rate of change in film thickness. In -
this and the next chapter, an outline of the mathematical equations
" that form the basis of the proposed model, are given. The equations
are derived from fundamental fluid mechanics expressicons, directed to
meet the specific requirements for wall-wetting type diesel engines.
This chapter deals with equaticns for the intensification of air swirl
during compression, and the development of the fuel f£ilm on the
conbustion chamber wall. As the model deals only with the events
during the closed period (i.e. from inlet valve closure to the opening
of the exhaust valve), methods of generating swirl during the
induction stroke are not discussed although a brief summary of these
processes may be found in a paper by Dent and Derham (74). In the
proposed model, swirl ratio at the start of campression is one of the
required input parameters.

In most wall-wetting engines, the combustion bowl takes a
hemispherical form such as that illustrated in Fig. 1.3. The flow
field in such a configuration requires a more detailed analysis than
is proposed here for accurate characterisation. In the present study,
an equivalent cylindrical chember (Fig. 3.1) is used, with dimensions
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chosen to coincide with the ratios illustrated in Figure 3.2, which
were also used by Urlaub (34), and also to yield the same campression
ratio.

3.2 AIR MOTION IN THE OOMBUSTION BOWL

The mixing of fuel with air within the cylinder, and the level of
convective heat 1losses are both influenced by the intensity of air
motion. In the case of wall-wetting engines, air motion is also an
essential requirement for mixture formation as it erhances the rate of
evaporation of the fuel film, and also induces turbulence. As the air
transfers from the cylinder into the combustion bowl, its motion is
coposed of swirl and squish components.  Swirl motion refers to the
rotational flow of air about an axis, while squish - a characteristic
of engines with a deep bowl - refers to the radial flow of air into
the bowl (Fig. 3.3)

It is possible to derive simplified equations to describe both
components by treating each camponent separately (74). However, it is
essential to 7realise that the two components are not entirely
Independent as  sqguish motion forms the mechanism by which angular
momentum  1s transferred into the central region, increasing swirl
intensity there. The method of analysis adopted in this work is based
on the approach of Urlaub (20), which takes into account the
reduction of angular momentum in the annular space as this gets
transferred to the central zone as illustrated in Figure 3.3. Details
of the derivation are given in Appendix C, and only a brief discussion
of the essential considerations is ocutlined below.

When the piston moves upward during compression, through a distance ds
as 1llustrated in Fig. 3.4, a portion of air in the annular space,
dm,, d1s transferred to the central zone. If the corresponding change
in the annular volume is given by dv,, then dm, is given by:

69



va
d'l'la = Pa (1 - ;—) dva . (3-1)

where V, is the volume of the annular space, and V the total confined
volume. All variables refer to an instantaneous crank position. av,
may be evaluated from equation (3.2).

vV, = Trgydr (3.2)
The distance y is made up of the clearance height, Yo and the
instantaneous strcke, s, so that equation (3.2) may be expressed in
the form shown in equation (3.3).

vV, =T I (yo + g) dr | (3.3)

By assuming that air in the cylinder rotates as a s0lid body, with
angular velocity w, then the transfer of dm, into the central region

will increase angular momentum there by do cr expressed
mathematically as follows:

where Ui is the tangential velocity in the central zone at radius rg.
At inlet valve closure, Ui has a known magnitude expressed by equation
(3.5).

Uto =0Jo . rB : (3.5)
Substituting egns. (3.1), (3.2), and (3.3) into (3.4) and integrating

from bottom dead centre to TDC, vyields the total angular momentum
transferred to the central zone:

¢ o Qv
oa=wg - | [rg+ 1P, (3.6)
A A g (Yo + S)
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The angular momentum in the central zone at TDC is the sum of the
camponent transferred from the annular space with that present in the
zene at the start of campression. This latter camponent is calculated
from the following equation:

0o = Iy - Wq (3.7)

whereIoisthemmentofinertiaofmassesinthecentralzmeatﬂae
start of compression, which is given by:

I, =Trg? ¥ Pa (3.8)

The - correspanding angular velocity in the central zone at the end of
canpression is given by:
0£+0£o

w = T (3.9)

where I is the moment of inertia in the central =zone at TDC,
calculated using an expression similar to equation (3.8).

3.2.1 Computational Algorithm

At the start of compression, the following variables are sufficiently
defined so as to be determined:

i. Volune of trapped air, Va,, which is present in the annular space:

Vag ="‘Z" (B% - &%) (y, + ) (3.10)

ii. Mass of alr contained within the central zone:

A

(s + ¥ *+ hg) (3.11)
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1ii. Moment of inertia of air in the central zone:

1
IO = .5 l'[‘lao . rB (3'12)

iv. The angular wvelocity in the central zone equals that in the whole
cylinder:
‘ 7.N.(SR)

w (3.13)
°© a0

where SR is the swirl ratio, and N the engine speed in RPM.
v. The angular mamentum in the central zone is given by:

0 = I . W, (3.14)

During the campression strcke, the following variables are calculated
at every crank angle:

av, =7Zr (8% - a52) as (3.15)
av,
Sg = a (3.16)

TR (Yo + S)

As the algorithm marches forward in time, $,g is summed at subsequent
crank angles so that the cumulative term, SI;, represents the inner
integral in egn. (3.6):

04 ‘

SIl = z Sle (3.17)

8=IvVC
vwhere IVC refers to the crank angle at inlet valve closure, which is
here taken to represent start of compressicn.
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The mass of alr transferred to the central zone in every crank angle
interval is calculated from equation (3.1), and the integration of
equation (3.6) is thus completed as follows:

S, = [(rs + SI1)% . an.] (3.18)
S2 9}=:IVC B 1 dm, | :

Multiplying S, by w,, calculated at the start of campression, yields
the cumilative angular momentum transferred to the central zone:

Ap =wg . Sy (3.19)
giving the total angular momentum in the central zone, @y as:
g =0ig +0 (3.20)

The total mass of air in the central zone is obtained by sumning dm,
values from eguation (3.1) to glve:

e

i
mag = ma, + ezlvcdma {(3.21)

so that the instantaneous moment of inertia in the central zone is
glven by eguation (3.22).

1
Ig = E may . ry (3.22)

and the angular velocity, wg, is obtained as in equation (3.23).

W= — . (3.23)

Ig
Figures 3.5 - 3.7 show the effect of varying speed, compression ratio,
and combustion bowl diameter, on the level of generated swirl, as
calculated £rom equation (3.9) above. The calculated velocity flow
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field is 4dllustrated in Figure 2.4, based on the calculations by
Meurer and Urlaub (40). A major shortcoming of the results is the
symmetry in the air flow about TDC. This would not be observed in
englne operation as viscous effects in the flow would lead to a decay
in swirl intensity. This, however, should not affect the results if,
during combustion, mixing related parameters are calculated using
variables that are less dependent ¢n swirl intensity. For example, it
may be necessary to relate turbulence level to the energy input into
the flow as used by Corrsin (69), which will increase with combustion.
Also, the swirl intensity at TDC is considered to be the significant
variable in evaluating the kinetic energy contained in the flow (7).
The dotted lines in Figure 3.5(a} and 3.6(a) show, qualitatively, the
effect of friction on swirl intensity.

3.3 FILM FLOW DEVELOPMENT

The theoretical treatment of flow in a thin liquid film has been dealt
with by Hewitt and Hall-Taylor (91) in the study of two-phase flow,
Lees (53) and Warner and Emmons (47), with regard to film cooling and
in the investigation of boundary layer separation on aerofoils, by
Squire (44). In all of these applications, flow in the film is
assumed to be two-dimensional without significant loss of accuracy.
However, unless more coamplicated considerations are included in  the
analysis , as in the work of Calvert and Williams (92), simple two-
dimensional analysis such as that used by Nicklin and Koch (93) 1leads
to inaccurate trends such as the increase in interfacial (i.e. between
the 1licuid film and the bulk gas) shear stress resulting in a
thickening of the film. Physically, this implies that as the swirl
intensity in the engine increases, so does the thickness of the film.
This is opposite to the cbserved trend both in the engine, as cbserved
by Miller (41), and in the experiments performed by the author. It is
also canmon practice to assume laminar flow within the £ilm (44, 45),
even when the gaseous stream may be turbulent (45). The flow regime
in the fuel film in wall-wetting diesel engines is, however, turbulent
and non-steady (34). It is also unsuitable for analysing with the
two-dimensional approach without some means of accounting for the
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spread of the jet as it develops along the piston wall (i.e. the
third dimensicn).

A brief look at the physics of thin liquid film flow is necessary in
order to ddentify the governing dimensionless parameters, Fulford
(94) suggests that flow in a thin film can be described as either
steady and uniform, steady and non-uniform, or unsteady and non-
uniform; depending on the respective magnitudes of three dimensionless
nurbers @ Reynolds, Weber, and Froude. The role of these nmubers in
characterising the flow regime in liquid films is ocutlined in same

detail below.

i. Reynolds Number

Both Fulford (94) and Craik (95) point cut that in thin film flow, the
characteristic dimension in the Reynolds number is the film thickness.
Hence the following equation is used to define the Reynolds mumber:

Us

Re, = — 24
s~ (3.24)

£
Fulford characterises the laminar-turbulent transition by Reynolds
number in the range 250-500. For a film develcoping in a typical wall-
wetting engine, Reg has maximum values in the region of 300, based en
the results of Miller (41).

ii., Weber Number

Weber number is defined as the ratio of inertial to surface tension

forces, and is important in flows which are characterised by free
surface effects. In the flow of a fluid in a thin film, Weber number
affects the velocity of propagation of surface waves (96). It is
defined mathematically by:
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U
Weg = T

f’s
where g is the surface tension of the liquid. Surface effects are
considered essential in the analysis of flow, when Weg; is small.
According +to Fulford (94) capillary surface effects in the film will
beccme significant when Wey is in the region of unity. When Wey is
large, it may be neglected in flow analysis calculations.

(3.25) ‘

iii. Froude Number

The Froude number is the dimensionless ratio of inertial forces to
gravity forces. In flows with a free surface, Froude nmumber has a
significant role in characterising the flow regime. It is defined, in
thin f£ilm flow (94), as the ratio of the mean film velocity to the
relative velocity of propagation of a wave carried on the film
surface. Mathematically it is expressed by the following equation:

U
Frg = —— (3.26)

" g2

Froude and Weber numbers, together, determine the condition of the

surface of the film, i.e. whether smooth or covered with waves.
Gravity waves appear when Frg is between 1-2 while capillary waves
become significant when Weg is about unity. Although turbulent flow
is invariably wavy, the presence of waves on the film surfaces does
not, of itself, signify turbulence (94). Hence the analysis of flow
in thin liquid films can be quite camplicated and not easily amenable
to analytical solution without the introduction of simplifying
assumptions. Since the film encountered in wall-wetting engines is
non-uniform (decelerates very rapidly upon impingement), unsteady
(being transient), and turbulent, the proposed model is only a
simplified approach to a very complex flow problem. The fact that the
development of the film is essentially three-dimensional means that
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methods of accounting for the spread of the film have to be
incorporated in the solution. In Appendix D momentum considerations
are applied to a two dimensional control element to derive the
following fundamental equation for the decay of velocity in the film:

= U, — (3.27)
at P s A

where Tiandfoamtheshearstress at the film/air interface and at
the wall respectively. q accounts for the loss of momentum due +to
evaporation, so that if the mass flux from the surface, m", is used,
then the following equation results:

a1
= [Ty = T = Uy m"] (3.28)
at PS
The reduction in film thickness due to evaporation can be expressed
as:
dS mll

dat 4
Fron the work of Squire (44), the variation in film thickness with
time may be expressed according to the following equation:

ds
— = - AS? - Bs3 (3.30)
dat

where the contants A and B are defined as follows:

3
A=g A (502
2 %
2
a
B = )—\ (?)
3 %G
(3.31)
AFC
He
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and C; is an empirically determined constant. Equation (3.30) does
not include effects of evaporation while equation (3.29) neglects jet
spread and atiributes all thinning of the film to evaporation. The
resultant £ilm thickness may be obtained by combining the two
equations:

mld‘

ds
— = = (As? + BSOS + ) (3.32)
at P

The shear stresses in equation (3.28) are calculated using standard
boundary layer equations for flow on a flat plate.

1
7=2Cepu? , (3.33)

2
For interfacial shear stress, 7, the friction coefficient is
calculated from the standard equation for turbulent flow over a flat

surface:

Ce
- 0.087 reg 02 (3.34)
2
where Reynolds number is defined in terms of the relative velocity of
the air stream:
_ IUG - xl ﬁ
ReG =

14

(3.35)
G

| Equation (3.34) is also used to calculate shear stress at the piston
wall, Cg by defining Reynolds number in the fuel film as shown in
equation (3.24).

Due 0 evaporation at the film surface, the friction coefficient at
the interface, Cg;, experiences a reduction which can be expressed
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mathematically according to the following set of empirical equations
as given by Marxman (50):

C'gy =Cpq In (L + B)/B.  B45 (3.36)

Cey (1.2) 87077 5¢B(100 (3.37)

Cley

vhere B is the mass transfer number whose definition and significance
will be given in a subseguent chapter. In Fig. 3.8 the effect of mass
transfer on the friction factor is illustrated by plotting the
equations in (3.37).

3.3.1 Simplified Consideration of 3-Dimensionality

From the iIntroductory discussion on film propagation, emphasis was
made of theimportanz_:eofa:s—dimensional approach +to the
investigation of the film under engine conditions. Fig. 3.9 shows a
simplified diagram of a f£film patch developing on a flat surface. The
velocity profile across the surface of the film is considered to be
parabolic, and given by the following equation: |

2

Z
Uy = Ug (1 - = (3.38)

In section 3.4.1 of this chapter, it will be shown that the velocity
C )
profile of the gas,the vicinity of a solid wall is described by the

following +two parameter profile equation, suggested by Escudier and
Nicoll (78)

Z=ZE(1+_1I?£)+%(1-ZE)(1-Cos7r§) ©(3.39)

where the variable ﬂ may be defined as:
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0.4 ZE
£=- 172
Cg
(—)
2

(3.40)

Z is the normalised velocity profile defined by U, /Ug, and £1s a non-
dimensionalised height above the solid wall, defined as vy/s. By
substituting equation (3.40) into (3.39) and considering no air
entraimment into the liquid film, So that Zy takes on a wvalue of
unity, then equation (3.39) takes on the following form:

2

AL
U, =U, [1+2.5( —f . inf] (3.41)

U, replaces Uy in equation (3.41) due to the fact that the surface of
the f£film is assumed to be at the same velocity as the air with which
it is In contact. Since equation (3.38) has been assumed for the
profile across the width of the film, it is clear that U, is not
uniform and so is preferred in place of the uniform U; which will
result in a straight line profile across the film width.

Fig. 3.10 shows quantitatively, the velocity profiles represented by
equation (3.38) and (3.41).

By applying the principle of conservation of mass between the nozzle
exit and any position along the flow direction, an expression is
obtained for the breadth of the film, b:

T2
s |

b %
dy.dz (3.42)
4 o

Q *0
Substituting equations (3.38) into (3.41) and the resulting expression
into equaticn (3.42) and integrating yields the following equation: -
7G> o 2b
v Uy = 2.8 [1-25 ()2 —)u,  (3.43)
2 3 '

4
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which may be re-arranged to give the breadth of the film patch as
illustrated in equation (3.44).

0.589 4.2 U,

b =
| RL
s[1 - 2.5 (—) ]JU
2

(3.44)

X

Equations (3.28) and (3.32) have to be solved similtanecusly to
provide s and U,, which are then used to evaluate equation (3.44).

3.4 WALL-JET APPROXIMATION FOR FILM FLOW

The results of experiments performed by the author, to be discussed in
detall later, demonstrate that by utilising wall-jet theory with minor
modifications to the empirical relations, simpler equations may be
derived that describe the motion of the fuel film on the piston wall.
This simplification improves CPU run time of the computer model, and
thus keeps within the target for developing & model for parametric and
diagnostic engine investigations with a reasoz‘u:ple accuracy and a
rapidly resolving algorithm.

3.4.1 A Review of Literature Relating to the Wall Jet

Historically, the first analytical treatment of the wall jet is
attributed to Glauert (97) who investigated both laminar and turbulent
flow cases. Basically, a wall jet is defined as the flow of a fluid
discharged from a nozzle, through a surrounding fluid, so as to
impinge and flow along a solid wall. The surrourding fluid may be
quiescent as in Glauert's case, or flowing at a steady or unsteady
velocity as in the work of Bradshaw and Gee (98).

Among its many uses, wall jet theory has been applied to the analysis
of the downward directed jet of a vertical take-off aircraft (97),
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protection of refractories in steel-making furnaces (Chesters et al
(99)), and the working of the blown flap on alrcraft wings (Kruka and
Eskinazi (100)) to provide additional thrust and 1lift. A sketch of
the tangential wall jet issuing into a moving stream is illustrated in
Figure 3.11, showing the assoclated fully developed velocity profile.

Based on physical reasonirng, Glauert was able to show that flow in the
wall jet cannot conform to a single overall similarity solution. He
thus divided the flow into an inner and cuter region on either side of
the maximum velocity, U, and treated each of the two regions
separately. Kruka and Eskinazi (100), Gartshore and Newman (101), and
Schartz and Cosart (102) have all made a similar division although the
point of division does not coincide with the position of maximm
velocity since the measurements of Bradshaw and Gee (98) demonstrate
the existence of significant shear stress there, whereas Glauert's
theory assumes it to be zero. The assumption of a division at the
maximm velocity is not expected to significantly affect the accuracy
of the simplified approximation adopted here as the work of Bradshaw
and Gee (98), and also that of Kruka and Eskinazi (100) shows that the
exact position lies just below maximum velocity (58, 60).

The presence of a point in the flow with zero shear stress implies
that loss of momentum in the inner region is due to frictional
stresses at the wall only, and not affected much by events in the
outer layer. A velocity profile with two components is thus
necessary, with one component accounting for mass and momentum
transfer to the wall, and the other dealing with interacticons between
the jet and the mainstream. Since there is considerable agreement in
the literature, concerning the suitability of the universal 'Law-of-
the-wall' eguation to describe flow in the immer layer (Kruka and
Eskinazi (100), Rajaratnam {62), Schartz and Cosart (102)) one of the
two caomponents in the velocity profile must be a representation of
this law, which has the form shown below:

z = £(y") (3.45)
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where z is the non-dimensionalised velocity defined by U/Ug, and y* is
a form of Reynolds number based on the friction velocity and height
above the wall:

L
To
+ Pl Y

Yy = (3.46)
v

Escudier and Nicoll (78) demonstrated, after the work of Spalding

(51), that the complete velocity profile function has the following
form:

In
z = zg (1 + 7) +%. (1 - zg) (1 - Cosm§) (3.47)

in which interactions with the free stream are represented by the
second term on the right hand side of the equation, which is based on
Coles' (103) 'Law-of-the-Wake' in a form recammended by Spalding (51).
Zg is a profile parameter, physically interpreted as the ratio of the
'Law-of-the-Wall' wvelocity at the ocuter edge of the wall jet to the
main stream velocity (78), and £ is given by the following equation:

£= 1n (E yg) (3.48)
where yg = value of y* at the outer edge of the jet
E = Empirical constant given the value of 6.542

The function for the 'Law-of-the-Wall' as given by Escudier and Nicoll
(78) is as follows:

Z = 2.5 In (EvH) (3.49)

For most practical purpcses, the hydrodynamic properties of the inner
region may be coonsidered identical to those of a thin ligquid f£ilm
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flowing on a solid surface in the presence of a parallel, co-flowing
air stream. This is because the significant cause for loss of
momentum in the film is due to frictional stresses at the wall, which
is also the case in the imner region of the wall~jet. The maximum -
velocity in the wall-jet may thus be taken to correspond with the
velocity on the upper surface of the liquid film.

The variation of maximm jet velocity along the wall has been shown
from considerable experimental evidence (66, 100, 104, 105) to have
the following form:

Uy = CU, (%)a (3.50)
X
where a, ¢ = Certain empirical constants
d, = Injector nozzle diameter
X = Distance along the wall, in direction of flow
U, = Injector nozzle exit velocity.

The exponent 'a' varies depending on the ratio between the bulk
stream, Uz and the injected fluid velocity at the nozzle exit, Us-
From the experimental results of Kruka and Eskinazi (100), equation
(3.51) gives the empirical correlation relating the exponent 'a' +to
the velocity ratio, represented by B

a=106_1 (3.51)
1-8 2
The constant C has been assigned various values by different workers,
although most of these are around 3.5. Table 3.1 shows empirical
values of 'a' and ¢ used by some of the researchers. For purposes of
this work a value of 3.5 was adopted.

To relate flow conditions in the wall-jet to those under a 1liquid-
film/air-stream system, the concept of the equivalent nozzle diameter
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iz used. This enables the injection of a liquid fuel through an
orifice of diameter 4, into gaseous surroundings, to be considered as
equivalent to the injection of alr through an orifice of diameter d,'
into air (23), where d,' is defined by:

&
&' = & (?f)lf2 (3.52)
G

where subscripts G and £ refer to the air and fuel respectively.

3.4.2 Penetration of Film Along the Wall

The equation for the penetration of the fuel film along the piston
wall, is derived by integrating equation (3.50) to give the expression
in eqn. (3.53).
1
x = [(a+1) CU, &' €173 4 x (3.53)

%, in equation (3.53) refers to the initial penetration when the
potential core is present in the cross-section of the jet. The
potential ocore refers to a 'wedge-like' region close to the injector
nozzle {66), in which the velocity is undiminished, at Uy. So xy may
be determined by subsituting U, = U, in eguaticn (3.50), yielding the
ecuation below:

xy = C/2 | g (3.54)

3.4.3 Surface Area of the Film

In Fig. 3.9(a) the assumed shape of the film patch was given to
illustrate +the parabolic welocity profile across its width
characterised by eqguation (3.38). The same set of equations that
describe the shape in Fig. 3.9(a) are also used to derive the equation
for the surface area. The hatched element in Fig. 3.9(b) represents
the elemental area, dA, expressed mathematically by:
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aa = 2 a0 (3.55)
2 .

where r represents the position vector for the outer edge of the film
as illustrated in Fig. 3.9(a). Derivation of this parameter is
ocutlined in detail in Appendix E yielding an expressicn of the f£ilm
shovm in equation (3.56).

i

_danfo]lj+a
1 (—IG)
r=x. (3.56)
cos? ¢

x is the film penetration given by ecuation (3.53). The total surface
area covered by the film patch is, therefore, obtained by integrating
equation (3.55) across the film surface width:

0 :
A= J -r—z-dQ (3.57)

2
)
3.4.4 Development of Film Thickness

Section 3.3 it was pointed out that the film thickness could be
evaluated through the simultaneocus solution of equations (3.28) and
(3.32) to give an analytical approach. However, by making use of the
implied momentum decay function in equation (3.50), together with the
principle of conservation of mass, as discussed in section 3.3.1, and
combining equation (3.44) with eguation (3.29) in order to account for
evaporaticn, the following expression is derived for the £ilm
thickness: | |

+

2

0.589 4.2 u "

S = %% _dt (3.58)
b(1-258)U, J P

where f is the square root of the friction coefficient term, Cgy/2.
The breadth of the film, b, is approximated, from experimental data
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obtained by Rajaratnam (66), and also those obtained by the author, to
have the following linear form:

b=x.tan6 + by (3.59)

Here again x 1s the penetration given by equation (3.53), and © is the
jet spread angle (see Fig. 3.9(a)) which was empirically determined.

The second term on the right hand side of equation (3.58) accounts for
the reduction in film thickness due to evaporation at the f£ilm
surface. The two campcnents are evaluated separately, and the results
canbined to yield the resultant f£film thickness, wusing the
camputational procedure illustrated in Fig. 3.12,

The following dimensions of the fuel £ilm are thus completely
satisfied at any spatial or temporal position during injection, by
means of the following equations:

i. Penetration
' 1l

[(a+1)C U, 4,'3] 178 4 x (3.53)

»
"

ii. Breadth

b= x.tan 6 + by (3.59)

iii. Thickness

0.589 d,2U, J‘* "

g = —b(1-2.5f)Ux - ? dat (3.58)
iv. Surface Area
‘ )
r2 .
A= > (3.57)
-0 , :

v. Velocity of the Film
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do')a

Un = €U (&~

(3.50)

The distribution of velocity and scalar quantities in the bulk stream,

especially in the boundary layer adjacent to the £film surface are
dealt with in the next chapter.

3.4.5 Modifications to Presented Theory

The basis of the theory discussed above for describing film flow
parameters, was based on one fundamental assumption:- that the flow of
a liquid f£film on a solid surface could be approximated to the flow of
the immer 1layer of a wall-jet. In order to take into account any
possible inaccuracies due, for example to the neglect of the effect of
momentum +transfer from the outer region into the dimner 1layer,
provision for incorporating experimentally cbtained correlations was
included. This was done by working out all the major parameters,
listed in the foregoing section, in terms of the penetration. By
making measurements of penetration, which will be discussed in detail
in Chapter 5, a correlated eguation could be used in place of equation
(3.53), to work out the velocity (by differentiating), the surface
area, and the breadth. These possible modifications are discussed in
Chapter 5 together with the discussion of other experimental results.
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Table 3.1: Empirical Values of 'a' and 'C' in the Wall-Jet Equation

WORKER VALUE OF C VALUE CF a

Rajaratnam (62) 3.5 ' 0.5
sigalia  (59) 3.45 0.5
Kruka & Eskinazi (60) 3.5 | variable
Bradshaw & Gee (58) 3.5 0.53
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FIGURE 3.4: AIR MOTICN DURING COMPRESSION
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FIGURE 3.9: NOMENCLATURE FOR FILM SURFACE DEVELOPMENT
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CHAPTER 4

ANALYSIS OF CARBURETION PROCESSES

The wvariation in density and composition of gases flowing past the
injected fuel surface, canbined with the high initial wvelocity of the
film produce turbulent, non-steady, ocurvilinear flow in the engine
(Urlaub (34), Meurer and Urlaub (40)). This transient and
heterogeneous flow is extremely difficult to model analytically with
sufficient accuracy. A phencmenological approach, thus, offers a more
practical means of attempting to describe the governing processes.

The major factors affecting the preparation of the cambustible mixture
in a diesel engine are those that influence the evaporation of the
fuel, and its subsequent mixing with air. The relative magnitudes of
such influences may 1logically be expected to vary, depending on
whether the periocd being considered is before combustion (ignition
delay pericd), or during combustion. The mixing processes between
fuel vapourandairarefurthermfluencedbythepu:esenceofthejet
structure (during injection), which induces +turbulence in the
cylinder. It has thus been necessary, in organising the structure of
the model, to sub-divide the processes into three time zones: the
period before ignition, +that with both combustion and injection, and
the post-injection period with or without cambustion.

4.1 MIXURE FORMATION: A OONCEPTUAL FRAMEWORK

The principle of operation of the wall-wetting diesel engine has been
cutlined in Chapter 1, and also briefly, in Chapter 3. The most
prominent feature has been identified as the deposition of a large
proportion of the injected fuel in the form of a liquid film on the
piston wall. 1In order to render the processes involved in mixture
preparation amenable to analysis, it has been necessary to define a
working conceptual framework.
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The first major assumption, which is inherent in the derivation of the
equation characterising air swirl motion in Chapter 3, i1is that the
rotation of air throughout the process does not experience a change in
direction. Secondly, it is assumed that all-the injected fuel in the
cylindrical chamber such as that shown in Figure 3.1, spreads on the
vertical walls of the bowl, and that the bottom of the bowl and the
top of the piston are not wetted. Figure 4.1 shows the resulting
schematic diagram of the flow structure between the fuel and the air,
based on the last two assumptions. The evaporating fuel is assumed to
mix with the 'entrained' air, forming a combustible mixture within a
boundary layer above the film surface.

Experimental work of Zucrow and co-workers (48, 49), on film cooliryy,
has demonstrated that when a liquid film evaporates into a gasecus
stream, it forms a layer of vapour adjacent to the wall, which
persists for relatively long time durations to allow for a boundary
layer type analysis to be used in determining concentration profiles.
Williams (106) has shown in his text, that significant simplification
can be achieved in the analysis of many combustion problems, without
much loss of accuracy, by applyiing the Shvab-Zel'dovich formulation.
Strehlow (107) points out that this approach is particularly useful in
diffusion flames. The major thrust of the formulation is summarised
in the following assumptions:

i. Steady flow 1s assumed
ii. Pressure gradient in the direction of flow is negligible

- 1ii. Diffusion coefficients for all species are equal (Binary

diffusion is assumed).
iv. Lewis nmnumber is unity
v. Chemical reaction occurs in a single step.
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4.2 MASS TRANSFER INTO THE BOUNDARY LAYER

Figure 4.2 shows an enlarged diagram of the elemental section with
length AX shown in Figure 4.1. The element is treated as a flat
plate, with a turbulent boundary layer flowing over a wvapourising
liquid surface. As illustrated, mass is transferred fraom the bulk
stream into the boundary 1layer, by the process of turbulent
entrainment. Simultanecusly, there is also the transfer of mass from
the fuel surface into the boundary layer as the fuel evaporates. In
the next two sections, the governing equations for these processes are
outlined in some detail.

4.2.1 Air Entrainment Function

The entrainment of bulk fluid into a turbulent boundary layer forms a
very significant element in the analysis of processes of mixture
preparation in wall-wetting engines. An inaccurate function here is
likely to 1lead to unreliable results from the model, since the
combustion process depends on the availability of air. When applied
to engine processes, the entraimment function should be able to
respond accurately to the effects of air compressibility, bulk stream
temperature fluctuations, bulk stream velocity, and the intensity of
mass injection from the wall into the boundary layer. It has thus,
not been possible to find a suitable function in the literature,
capable of representing the above requirements in the most favourable
form for developing a phenomenological model.

The equations of Escudier and Nicoll (78) were chosen to define the
entraimment function because they contain same of the wvariables
relating to the parameters that will influence air entrainment in
engine operation, as outlined in the paragraph above. The
mathematical expression of these functions are cutlined in (4.1):
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m"mﬁl = (0-03 ZE - 0.02),0G UG ZE)]'

where Pg and Ug are the density and velocity in the bulk air
stream. Zg is the velocity profile shape parameter defined (78) as
the ratio of the "Law of the Wall" wvelocity at the outer edge of the
boundary layer, to the bulk stream velocity, mathematically expressed
in Chapter. 2 by equation (2.36). A detailed expression for the "Law
of the Wall® velocity will be given in due .oourse, in the discussion
of the velocity profile in the boundary layer.

When the function given in (4.1) is plotted out, it shows a
discontinuity vhere Zp changes from being less than unity to being
greater. Since this discontinuity cannoct be related to any observed
phenomena in engine operation, the equation suggested earlier by
Spalding (51) for Zp?l, was considered more appropriate. This has the
following form:

Figure 4.3 shows the two functions plotted together to illustrate the
improvement in the function when equation (4.2) is included.

The work of Spalding (51), and later that of Escudier & Nicoll (78),
was based on boundary layers in which the injected fiuid from the wall
was also gaseous. In the case of boundary layers developing over an
evaporating liquid, Zp tskes on a slightly different meaning. Instead
of merely expressing the ratio of velocities given in equation (2.36)
and characterising the shape of the velocity profile, it is here taken
to represent the ratio of the momentum fluxes represented by the bulk
stream and the boundary layer velocity as calculated from the "Law of
the Wall" velocity at the edge of the boundary layer. This introduces
a new definition for Zg, given in (4.3), based on the principle of the
equivalent diameter.

Pe
Zg = Zgo (51 - (4.3)
. |
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where P is the density of the vaporising fluid, and Zpo 1s the value
of Zp calculated fram egqn. (2.36). This correction was made only in
respect of the particular applications of the model being proposed.
As will be demonstrated later, this modification leads to improved
results for entraimment during engine modelling.

4.2.2. Evapcration from the film surface

To define the rate of evaporation from the film surface, a conserved
property, @, is defined to satisfy the governing equation for species
concentration in a 2-dimensional boundary layer (54):

- d
‘3_+pé_§ ay()\“‘ay

where \ , =P(D +€g)

Neglecting derivatives in the x-direction and integrating, yields:
mug h a_y_ =m" Qo

where m" =p v

The equation may be re-arranged as follows:

™ Q-Qo

which, when integrated across the thickness of the boundary layer
vields:

P -1 8 ay
In ( ) = m"j )\— (4.4)
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scalar quantity, @, may be defined (54) as follows:

% - %
%5 - Op _
where @, refers to the value of the quantity @ on the surface of the
film (in the bulk stream), and @ is its value in the transferred
phase. Applying the second assumption in Section (4.1) to equation
(4.5), implies that @; has a value of zero. @p will have a value of 1

when @ refers to fuel vapour mass fraction. Hence the following is
the form in which the equation appears in some parts of the model.

B (4.5)

I ¢ .
B=__2 (4.6)
go - 1

Substituting equation (4.6) into (4.4) yields the following

0 gy
In (1L +B) =" . (4.7)
. (#]
which may be re-arranged to give the fuel masy flux from the wall by:
In (1 + B)
At - (4.8)
J'E.Y_
s Am

3
The quantity L1./( § 4Y) defines the mass transfer conductance (54),
more commonly referred to by g* which, from Reynolds Analogy, may be
defined by the following ratio:

g* = (4.9)

b
%

where h is the heat transfer coefficient between the gaseous boundary
layer and the film surface, and Cp the heat capacity of the bulk
fluid., In the proposed model, h has been calculated from the standard
correlation for turbulent boundary layer flow over a flat plate
of length L (56):
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- 0.8 p1/3K .
h = 0.037 R,0-8 p /3 = (4.10)

The combustion bowl diameter is used to represent the characteristic
length, L, and k is the thermal conductivity of the boundary layer.

4.3 MIXTURE FORMATICON BEFORE OOMBUSTICN

A system such as that represented in Figure 4.2 may be treated as flow
of a turbulent boundary layer over a porous flat plate, with mass
injection from the wall (51). This section presents the equations
that resuit from such a treatment, which are used to determine
velocity and fuel vapour concentration profiles within the boundary
layer. Equations are also provided dealing with rates of mass
transfer into the boundary layer due to the evaporation of the fuel
£ilm, and the entraimment of air.

4.3.1 Velcclty Profile in the Boundary Layer

The transfer of mass fram the wall into the boundary layer has been
shown by the experimental work of Wooldridge and Muzzy (108) to have
an effect on the nature of the velcocity profile. High rates of mass
transfer lead to a reduction in skin friction (109), which in turm
results in a variation of the velocity profile. The two-component
equation derived by Spalding (51) accounts for the effect of the bulk
stream on the velocity profile, by incorporating a "wake" component.
The mathematical expression is thus made up of the "Law of the Wall"
campenent - first term on the right hand side of equation (4.11) - and
the "Law of the Wake" campconent.

z =72yt s % (1-2g) (1-CosTE) (4.11)

Z is a non-dimensionalised velocity defined by U/Ug, and Zp is defined
earlier, in Chapter 2. £ is a non-dimensionalised height above the
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film surface, defined as y/0 where the boundary layer thickness, § ,
is illustrated in Figure 4.2. The friction factor, £, is more usually
expressed as cf/z.

By making use of the law of the wall expressimasderivedby Black
and Sarnecki (110), the effect of evaporation on the velocity profile
is accounted for. The equation is given in (4.12) below.

ut - 2.5{1n (") + —2  [1n (Ey"')]z} (4.12)
1.6£1/2

The quantity y+ is a ron-dimensionalised distance above the £ilm
surface defined by: ‘

Y (/P12

vV

+

Y (4.13)

and m, is the nommalised rate of evaporation from the surface, defined
by equation (4.14).

"
mo

(4.14)
& Ys

[no=

where [ and Ug are the density velocity pertaining in the bulk
stream respectively. The variable E is tentatively (51) defined as:

mo.zE):L/2
£

E = 6.542 (1 + (4.15)

The modified friction coefficient, taking into account 4its reduction
due to mass transfer effects, is given by:

Zg
£ = (0.4 o - 0:625 my. )2 (4.16)

where the value of / is inversely proportional to the turbulence length
scale in the boundary layer, and is defined by the following equation:

Z
/ = 1n[2.6168 R (7E + 1.5625 my.4)] (4.17)
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Substituting equations (4.12) and (4.16) into (4.11) end simplifying by
neglecting the (In £)2 term, yields the velocity profile in the

boundary layer as:

Z=DIng +zg+%(1-zE) (1 - cosTE) (4.18)

D is defined by equation (4.19).
D = 2.5 (£/2 + m.z)1/2 (4.19)

Equation (4.18) defines the required velocity profile, tsking into
account the effect of evaporation. Undexr certain operating
conditions (large m,) the friction coefficient as expressed by
equation (4.16) experiences a discontinuity which is not
explained by observed physical phenomena in the engine. So the
equations in (4.20), suggested by Marxman (50), were adapted

In{14B)
f=f, [—5g—1] for BLS5

(4.20)
£=12807 £  for 54B 10

= =

where f, is the friction coefficlent in the absence of mass +transfer
from the film surface. The total skin friction drag by a turbulent
boundary 1layer flowing over a flat plate of 1length g is given
by Schlichting (50), by the following correlation:

£,=0.037 RE*O-Z for 5 x 10°< R, & 107 (4.21)

where Reynolds number, Rﬂ' is defined as:

U,
R12 = I—P—G (4.22)

4.3.2 Fuel Concentration Profiles

As cutlined earlier, the distribution of fuel wvapour mass
concentration in the air stream is assumed to be entirely within the
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gaseous boundary layer above the film surface. The species mass
fraction of any gasecus constituent, is a conserved scalar property of
the boundary layer (54). So it must satisfy the following set of two
dimensicnal boundary layer equations:

(1) Momentum 3

M, D, @ o
PPV sy ey "= (4.23)
{ii) Conserved Scalar, @: _
ua_Q + va_g =§__ ()\g a_ﬂ) _ (4.24)

9x 3y dY dY
where)\g may be expressed as follows:

Ng = p(Dg +€g) (4.25)
Dg ig the diffusity for @, and E¢ the corresponding eddy diffusivity.

Equations (4.23) and (4.24), when canbined with the continuity and
energy conservation eguations, form a coupled set of parabolic
equations which Partankar and Spalding (111) have solved by means of
finite difference techniques. For purposes of the proposed
model, however, it is necessary that further simplification is made by
applying the principle of Couette flow analysis to the gasecus
boundary 1layer. This implies that derivatives in the direction of
flow are negligible when compared with those perpendicular to it
(56). Applying this simplification to equations (4.23) and (4.24),
and integrating, yields equations (4.26) and (4.27): |

du -
d
m"@ -Ag %ﬂ = m" g, (4.27)

where the mass flux, pv, in equations (4.23) and (4.24) has been
replaced by ', defined earlier. Eliminating 'y and combining the
two equations yields the following equation:

ag _ du
F-8, P &

ANg (4.28)
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Equation (4.28) relates the distribution of the scalar quantity, @, to
the wvelocity profile. A semi-empirical solution to the equation has
been derived by Spalding (51), based on the "two-parameter” principle
utilised earlier to describe the wvelocity profile equation. The
resulting equation, giving the distribution profile in terms of the
conserved scalar quantity, @, is:

@ - B = Dyink+ (B - )1 - = (1 - CosTH)] (4.29)
2

For Lewis nurber equal to unity, which is assumed for all calculations
in this model, the term D, is defined (51) by:

(%g - 95)
Dy=— 2 p (4.30)

Zg
vhere D is the same as that defined earlier in equation (4.19). @g
represents the value of § in an equivalent couette flow, at the edge
of the boundary layer, defined as follows:

O = P ™o-Zg
Py - 1 £

(4.31)

and the constant n is assigned a value of 0.63 (51). The implication
of assuming that all the fuel is distributed within the boundary
layer, is that @; in equation (4.29) may be assumed equal to =zero,
thus yielding the following form in which the equation appears within
the computer model:

n
$ =Dy Ing+ P [1 -5 (1 - Cos TE)] (4.32)
To determine @, the fuel vapour mass fraction on the f£ilm surface, it

is assumed that the fuel vapour/air system is in equilibrium. The
vapour mass fraction is thus related to the saturated vapour pressure,
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Pg, at the prevailing surface temperature, Ty. By assuming a perfect
gas mixture, then the mole fraction of the fuel vapour is equal to the
partial pressure fraction (P /P), so that the fuel vapour mass
fraction may be expressed as:

PS
) Ve

g, = -] (4.33)

w'

vwhere W' is the equivalent n‘olecular'weight of the mixture defined by:

P P
W= (=) W+ I1 - ()] W, | (4.30)
P P

where Wy and W, are the molecular weights of fuel and air
respectively. P is the total pressure in the bulk stream. Equation
(4.33) may, thus, be recast in the form shown in (4.35) to give the
mass fraction of fuel vapour on the film surface;

Pg

)

o = (4.35)
TP + (1-Y)Pg

where 7Y is the ratio Wa/Wf.

Antoine's Relationship is used to evaluate P, the saturation vapour
pressure on the film surface. It has the following mathematical form:

b
Te + C

logig Pg = 2 + (4.36)

which gives pressure, Pg, inmm Hg, and the fuel surface temperature
T¢ is wusually given in degrees Celcius. The following constants,
which apply to n-Dodecane (112), have been used to approximate diesel
properties in the model:

a="7.0
-1625.93
-G82.9 (Tf in Absolute Degrees, K)

C
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Only Tg, the temperature on the filmsurfaée, remains unkown in the
above expressions (P is calculated from the energy balance
considerations discussed in Chapter 2). Inherent in the assumption Le
= 1 is the condition that the mass transfer number, B, will be the
same irrespective of whether enthalpy or mass fraction is' used as the
conserved property in equation (4.5). This leads to the following
expression:

=@  Cpa (Tg - Tg)
9o =1 hgg + Cpg (Tg = Treg)
This equation can be re-arranged and written in the form shovm below:

(4.37)

which is the required foxrm for the application of Steffen's rapidly
converging iteration algorithm (61). Convergence in most cases is
achieved in less than 10 cycles. When bulk gas temperature, Tg, is
much higher than the boiling point temperature of the fuel, it is
accepted standard (46) to replace Ty by the boiling point temperature
of the fuel.

In all cases, the temperature on the surface of the film will be
slightly lower than the mean temperature of the film due +to
evaporation. As the mean film temperature is required to carry out
energy balance calculations, a separate calculation is undertaken to
determine this value. By considering heat balance on an element of
liquid film exchanging heat with its surroundings as shown in Fig.
4.4, the following equation may be derived (41) for the mean £film
temperature:

dly 1

= [ + -q 1 (4.39)
at  (sPg - M0 9oonv * 9oonp T 9EVAP

where quvandqmrefertothecc!wectimMCtim heat terms
while qggypp refers to the loss of heat due to evaporation. Radiant
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heat is neglected as it is virtually negligible in the absence. of
combustion. Equations (4.40) - (4.42) give the mathematical
expressions defining these heat terms.

Aoy = h (Tg ~ Tg) (4.40)
Aevvap = m"[hfg + Cpf (Tg = Tg)l (4.41) -
Yo = SE (T, - Te) (4.42)

where h is the heat transfer coefficient between the air and the film
- surface, s is the film thickness, and ky the thermal conductivity of
the fuel. It is worth noting here that just as skin friction is
reduced due to mass tranfer, there is a corresponding reduction in the
effective heat transfer coefficient, defined in terms of the mass
transfer munber as given in equation (4.43).

In (14B)
h = hO ["—'—'é_] (4.43)

In Figure 4.5 the effect of bulk gas temperature on vapour pressure
and the corresponding fuel vapour mass fraction are illustrated, and
in Figure 4.6 a typical result from equation (4.39) is outlined,
giving the effect of mass transfer (varying B) on the mean temperature
of the film. In both graphs, all other variables are kept constant as
the parameter is varied. As would be expected, the mean temperature
of the film rises less steeply and steadies at a lower value as mass
transfer increases. Figure 4.7 shows typical velocity and wvapour mass
fraction profiles, based cn equations (4.18) and (4.32) respectively.

4.4 MIXTURE FORMATION DURING COMBUSTION

Introducing canbustion within the boundary layer structure outlined
above leads to a significant variation in flow field characteristics,
which render an analytical solution impossible to achieve. 2An
increase in fuel evaporation will occour, due to combustion, and this
An turn will intensify the cambustion. The heat and mass transfer
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relationships are thus 'coupled' through a set of relationships that,
for purposes of this model, are assumed undefined. The boundary layer
concept introduced in paragraph 4.1 above is maintained here, with the
further inclusion into the boundary layer, of a combustion region
(Fig. 4.8).

The general field of reactive boundary layers has generated
significant interest in the literature due to its applicability to a
mmber of practical engineering prcblems such as erosive burning of
solid propellants, and hybrid rocket carbustion. As would be
expected, advances in the development of analytical methods have been
made for laminar reactive boundary layers that are more relisble than
for those experiencing turbulent flow. Williams (106) has addressed
the general problem of cambustion of a fuel plate when the oxidising
stream is laminar, and provides some solutions for the mass burning
rate, and profiles of welocity and scalar quantities. The
. presentation of his solution, however is not as readily usable as,
for example, the mathematical model developed by Andreussi and Petarca
(113). They also carried out experiments with ethanol burming in a
laminar oxidising stream, showing very favourable results when
campared with their model predictions. Their model, which was based
on the simplifying assumptions of the Shvab-Zel'dovich formulation
outlined earlier under paragraph 4.1, sheds same 1light on the
governing dimensionless parameters that need to be taken into account
when modelling such flows. Also using the Shvab-Zel'dovich
formunlation, Lees (53) arrived at some important general conclusions
about the properties of reactive turbulent boundary layer flow which
have been extensively developed by the work of Marxman and co-workers
(50, 59, 108, 114). Their work has been used as the basis for
developing the equations suitable for application in the proposed
model. The essential parameters that need to be determined are
velocity and scalar quantity profiles within the boundary layer, and
the mass transfer rate, from which the cambustion rate is cobtained.

4.4.1 Velocity Profile

104




Marzman and Gilbert (59) define a modified wvelocity profile in the
boundary layer over a burning flat plate, based on the 1/7th power
law, by:
n B._n
(1+ )
3 25

2= —a+52 (4.44)

z,£ , and B are defined earlier in equations (4.1) and (4.37), and n
equals 1/7. The equation is valid over the whole range of B likely to
be encountered under engine operating conditions (less than 100).
Wooldridge and Muzzy (108) have found good agreement between this
profile and experimentally obtained data. In the absence of mass
transfer from the surface (B = 0), equation (4.44) reduces to the
1/7th power law which is a fairly accurate representation of velocity
profile in turbulent boundary layers (56). Fig. 4.9 shows the effect
of increased mass transfer on the velocity profile as expressed by
equation (4.44).

4.4.2 Flame Position in the Boundary Layer

The schematic diagram of cambustion in the boundary layer illustrated
in Fig. 4.8 shows a thick canbustion zone rather than a surface which
assumes an infinitely fast reaction. The position being calculated
refers to the mid-point of the carbustion zone above the surface. The
liquid fuel evaporates from the surface, diffuses cutward and reacts
with the air in the cambustion zone. All the fuel/air reactions take
place in the gas-phase. The controlling factors in determining the
location of ‘the combustion zone is the rate of air entrainment £rom
the main stream into the boundary layer and its subsequent diffusion
to the flame (59). The diffusion of air within the boundary layer to
the flame may be defined from Reyrolds analogy by:

omy

lTl"a b= Pb (e+ D) — b (4.45)
Oy
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Where subscript b refers to conditions in the cambustion zone, and my
is +the mass fraction of air. According to the Prandtl mixing length
hypothesis, the turbulent diffusivity, €, may be defined by:

du
= 0.16 —— 4,46
€ y2 & ( )

Combining equations (4.44), (4.45) and (4.46) yields the equation for
the flame position, '
n T
A m b
(Fp (——) —
P U Tg
= (4.47)

B B |
(1+B/2) [1+5-E> (1 +-FgM] 016 n°my g

Ep2 (1 +BEM?

Equation (4.47) is a quartic in f},” which can be easily solved
ilteratively. Same typical solutions are given in Figure 4.10 to 4.12
showing the effect of mass transfer, swirl velocity, and flame zone
tamperature on the flame height. Reducing swirl velocity lowers the
flame height while high mass transfer rates and high conbustion =zone
temperatures result in the raising of the flame. (A/F),, the air/fuel
ratio at the flame is not necessarily equal to stoichiometric, in fact
experimental evidence (108) has revealed that this is usually in the
rich zone. A simplification may, however be made without much loss of
accuracy, by assuming stoichiometric mixture in the combusticn zone.

4.4.3 Boundary Layer Thickness During Combustion

Schlichting (56) gives an empirical equation for boundary layer
thickness in turbulent flow, without mass transfer from the plate as:

o _ -0.2
e 0.037 Re, (4.48)

However, since evaporation causes a reduction in skin friction on the
film surface, Marxman (50) has observed that this leads to a variation
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in boundary layer thickness. The following expression was suggested
by Marxman to account for the effect of mass transfer on the thickness

of the boundary layer:

5 _ 0.0281 In(14B).0.8 . -0.2 -
o= [ (1 + B"""“g—} . Re, (4.49)
where the variable I is defined as:
1
I= jz (1-2)dag (4.50)

]

It was suggested earlier that the reduction in skin friction due +to
mass transfer may be approximated by equation {4.20). The wvariation
was illustrated in Figure 3.8, showing a rapid dr¢p in friction as
mass transfer increases. The equations in (4.20) cover a wide range
of B, up to 100. So they may also be used to represent flow in
boundai‘y layers with combustion. This is especially the case in wall-
wetting diesel engines where Martin and Ahmad (31) found,  from rough
estimates, that B remains considerably less than 100. In Figure 4.13
the effect of mass transfer on boundary layer thickness as expressed
by equation (4.49) is illustrated. '

4.4.4 Scalar Quantity Profiles

The experimental work of Wooldridge and Muzzy (108) has shown that
species mass concentration and energy profiles in the reactive
boundary layer exhibit similarity with the velocity profile when non-
dimensionalised in a suitable way. The non-dimensional similarity
parameters are divided into the two regions separated by the
conceptual flame position. For conditions below the flame (i.e.
between the fuel surface and the flame) equations (4.51) and (4.52)

.define oconcentration and energy similarity parameters whose profiles

are identical to those of the ncn-dimensicnalised velocity, Z.

P = (——) Z (4.51)



h' = (L_h_s.) z
by - by
Where subscripts b and s refer to the flame and film surface
respectively. The enthalpy, h, is defined simply as Cp.T so that a
temperature profile is identical to the h-profile. For conditions
above the flame, the two parameters are defined by equations (4.53)
and (4.54):

(4.52)

B - 0
P -1-1-2) () (4.53)
Bc = %
h..
h-1-Q@- z‘).(____l:? (4.54)
by - hg

where subscript G refers to the bulk gas stream. By combining
equations (4.51) - (4.54) with equation (4.44), profiles of fuel,
oxidant, canbustion products, and enthalpy are defined within the
boundary layer. Figure 4.14 shows the species concentration profiles
in the burning turbulent boundary layer from the experiments of
Wooldridge and Muzzy. In Figure 4.15 the experimental results for
species concentration are transformed according to equations (4.51) to
(4.54) and plotted together with the non-dimensional velocity profile
to demonstrate similarity agreement within the mass transfer number
range 2.2 to 54. It is thus only necessary to derive the wvelocity
profile equation to campletely chacterise the scalar quantity profiles
in the boundary layer over a burning fuel £ilm,

4.5 MASS TRANSFER AND MIXING PROCESSES DURING COMBUSTION

The equation defining the evaporation of fuel in the burning boundary
layer is identical to that applied in the non-reactive case dealt with
earlier in section 4.2.2. Extra terms are included, however, in the
expression for B to account for the increase in enthalpy in the bulk
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stream due +to combustion. Urlaub (20) identifies a phencmenon in
wall-wetting engines similar to the second assumption discussed in
section 4.1, that initial mixture formation takes place in a wvapour
layers adjacent to the wall, which persists until the Initiation of
carbustion, when thermal mixing tends to drive the 1lighter burning
zones to the centre of the bowl. So the diffusion of air during the
initial stages of mixture formation and also during the early stages
of caormbustion will be of a boundary layer nature similar to that
described in the foregoing sections. The onset of thermal mixing on a
large scale, coupled with the radial flow of air cut of the piston
bowl during the expansion stroke, introduce a complex flow field which
can only be roughiy approximated by the simplified approach adopted in
this work. Although equation (1.26) describes the path taken by the
burning particles in the centrifugal field as they move towards the
centre of rotation, it has a weakness inherent in the assumptions made
in its derivation wviz:

i. Solid body swirl
ii. Velocity of burning swirl are equal at time £ = 0.
iii. Flow resistance opposing radial motion is neglected.

As a result, the path followed by diffusing packets is independent of
swirl intensity (i.e. engine speed). It may be necessary at some
stage during the develomnent of the flow field from the corbustion
bowl into the space above the piston to introduce principles of
turbulent mixing such as those described in Chapter 2, +to account for
various camplex and not easily characterised phencmena that come into
effect. The model in its present form, however, assumes that the
entrainment fimction of Escudier and Nicoll (78), dealt with earlier
in this chapter, may be applicable throughout the modelled period. In
this way, the discontinuity that results from using several functions,
each dealing with a particular period of engine operation, is awvoided.
By making use of the equivalent Zp described in equation (4.3), it is
possible to cause the entrainmment function to respond favourably to
engine speed and to give reasonable trends as well as magnitudes.
This simplified approach to the process of turbulent mixing may be
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justified on the basis that the resulting pressure and temperature
diagrams show fairly good agreement with those obtained
experimentally. The heat release rate is also fairly reasonable,
bearing in mind that this is much more sensitive to mixing processes
in the engine. In calculating the heat released in a given crank
angle interval, stoichiometric camnbustion is assumed throughout the
cylinder, In regions with a lean mixture, all the fuel is assumed to
be burnt,while in rich regions all the air is assumed to take part in
combustion. By making use of the entraimment function to determine
the mass of air being transported into the "burning region" from the
surroundings, and evaporation equations to determine the corresponding
fuel vapour mass, the mixture is distributed throughout the zone (in
this case, boundary layer) using the profiles specified above. The
equivalence ratio profile may be determined from equations giving fuél
vapour mass fraction concentration. It may be shown that it has the
form shovm below:

1/FARS

o= — (4.55)
(1-1)
)

where @ is the fuel vapour mass fraction defined earlier in equations
(4.32), (4.51) and (4.53). The equivalence ratio at any height above
the f£ilm surface, is thus defined by equation(4.55), and the heat
released in the same interval may thus be calculated. FARS in
equation (4.55) is the stoichiometric fuel/air ratio. Figure 4.16
shows the profile for the equivalence ratio. The total heat released
in the crank angle interval under consideration, is obtained by
numerically integrating the heat release at any position across the
thickness of the baundary layer.
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CHAPTER 5

EXPERTMENTAL TECHNIQOUES

Several assumpticns have been made in developing the proposed model in
order to simplify the method of analysis, and also to approximate the
results to cobserved phenomena in identical flow situations.
Justification for some of the assumptions can be made on the basis of
published experimental data, and this has been done wherever possible.
However, as the method of representing mixture formation processes
‘adopted in this work is not generally encountered in the literature,
it has been inevitable to make certain assumptions for which
experimental validaticn has become necessary. This is especially the
case in the choice of eguations governing flow development of the
liquid film on the walls of the combustion chamber, and the general
applicability of boundary layer theory to the descrit:tim of velocity
and scalar quantity profiles in wall-wetting diesel engines. Several
sets of experiments were thus designed to provide data necessary for
validating some of these assumptions. The experiments were designed
to vield data on the penetration of the film along the piston wall,
the thickness of the fuel film and its temporal and spatial variation,
wetted surface 'area, and, in an indirect way, the mean velocity of the
film. Limited results were also obtained on validating the assumption
that evaporated fuel forms a vapour layer close to the wall, diffusing
slowly into the alr stream.

5.1 DESCRIPTION OF EXPERIMENTAL RIG

A1l the experiments were performed in a 'Perspex' simulation rig into
which a transient 1iquid fuel jet was injected, forming a thin film on
the vertical sides of the rig. A steady-state airstream, maintained
at a pre-determined level, was used to simulate a given engine swirl
condition. Salient details of the simulation rig may be found in
reference (24). To create the desired velocity profile in the air
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stream a deflection vane (Figure 5.1) located in the inlet section of
the rig was employed. The design of the vane was experimentally
optimised by Morris (24) so that the diffusion of momentum tending to
alter the wvelocity profile was negligible across the test section
(covering a sector of 150°%). A 10 mm diameter orifice placed in the
supply line (Figure 5.2), was used to meter the air flow rate. The
pressure drop across the orifice was recorded with a differential
water manometer.

To simulate the injection process, a solenoid operated spark ignition
engine fuel injector operating at a line pressure of 2.1 bar was used.
The injector was operated by means of an electronic injection unit
which supplied a single pulse at 12 volts to the solenoid when working
in the 'manual' mode. The duration of the pulse was varied by means
of a ‘'decade' potentiometer (Figure 5.3) to correspond, by dynamic
similitude, with the injection duration in the engine. The injection
unit could also provide continucus operation by connecting to a pulse
generator. In this mode, it was possible to .obtain '‘quasi-steady'
plctures of the film by using the same signal from the pulse generator
to trigger a stxoboscope. Examples of this method of operation are
discussed in detail at a later stage when outlining the FPhotographic
Technigque (section 5.3.1). The fuel supply system used in the
experiments was built around the 'Bosch' type 'A' injection pump. The
punmp feeds fuel in a loop circuit illustrated in Figure 5.4 +to the
injector, by maintaining the fuel line pressure at 2.1 bar. Excess
fuel returns to +the fuel tank via a relief valve as indicated in
Figure 5.4. Figure 5.5 provides calibration results of the
potentiometer readings against injector characteristics. In Figure
5.5(a), the readings of the potentiometer are plotted against the:
electrical pulse width as measured with an oscilloscope, while in
Figure 5.5(b), the same 'decade' readings are plotted against the
corresponding mechanical injection duration from the signal obtained
by a pressure transducer placed in the fuel line. In Fig. b.5(c)
'decade' readings have been plotted against the quantity of fuel
injected, based on a mean of ten injections at each setting. The
results in Fig. 5.5(c) have been useful in estimating the jet velocity
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at the ocutlet of the modified nozzle.

In order to achieve tangential wall impingement of the jet, the
injector nozzle was modified by placing a brass cap with a side hole
over the injector (Fig. 5.6). The brass cap was then screwed onto the

periphery of the test region so that the fuel cutlet was flush with

the wall, and f£film development commenced within the effective test
zone.

5.2 BASIS FOR SIMILARITY BETWEEN THE RIG AND THE ENGINE

In their work onthe dispersion of a diesel fuel spray, Morris and
Dent (23) identified three major criteria for achieving dynamic
similitude between the fuel jet in the engine and that in the rig.
These are outlined, briefly, below.

i. The mass flux ratio between the air stream and the jet must be
identical in the engine and the rig. Equation (5.1) shows the
mathematical expression of the criterion.

= coenstant (5.1)

ii. The ratio of momentun flux between the air stream and the jJet
rust be identical:

= constant " (5.2)

iii. The ratio of the Reyrnolds number of the gas stream, to that of
the jet must be identical:
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which may be expressed in the following, slightly more convenient
form:

L‘OVG = constant ' {(5.4)
Us & Ve

Also included with these criteria were conditions for geometric
similarity between the piston bowl and the test section of the rig,
and the time criterion. Geomelric similarity, stated simply, requires
that corresponding lengths between the engine and the model are in
constant ratio to each other. Giving this ratio as A, then the
following is the mathematical expression:

d-(-mf- = \ = constant (5.5)
Aee

The time durations can be scaled, according to Morris and Dent, by the
following expression:

tR UoE

) (5.6)

| g Uor
where subscripts E and R refer to conditions in the engine and the rig
respectively.

When considering similarity in thin liquid films flowing on solid
surfaces, additional criteria need to be satisfied. These may be
derived from momentum considerations such as has been demonstrated in
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Appendix D, so that a non-dimensicnalised momentum conservation
equation is derived (96).

1

S (5.7)

1
Non-Dimensionalised _ — + ol + 1_ +
Momentum Flux Ry Fr Wy

vmerel Ry, F,, and W, are the Reynolds, Froude, and Weber numbers,
respectively, and Cg the friction coefficient. The significance of
Froude and Weber numbers in this type of flow may also be deduced from
the work of Fulford (94) which was highlighted in Section 3.2 above.
Since the order of magnitude of each term on the right hand side of
equation (5.7) denotes the importance of the associated dimensionless
nurber in the similiarity analysis, it is essential to make an
approximation, based cn data obtained in engine operation, of typical
values. The following values, based on the experiments of Miller (41)
and Klanner (42) were assumed:

1 -2 1

- . -4 01 -2
Ee:-lxm'Fr 8x10,w 8x10

e

These values suggest that Froude number may be neglected from any
similarity analyses without much loss in accuracy. Although the
relative magnitude of W, and Ry indicates that Weber number is
significant in the similarity calculations, it hag been pointed out in
Chapter 3, after Fulford (94), that Weber numbers in excess of unity,
as is the case here, imply that surface effects are infact negligible.
So the Reynolds numbexr criterion in equation (5.4) is sufficient to
characterise the nature of viscous forces acting on the film since at
high flow rates, the friction coefficient C¢ is also a function of the
Reynolds number.

5.2.1 Deriviation of the Similarity Equation

From the criteria given in equations (5.1) to (5.4), conditions in the
rig corresponding to any given set of engine conditions, may be
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derived. Canbining equations (5.1) and (5.2) results in the simple
expression that the ratio of the gas stream to that of the jet at the
nozzle exit should be identical:

— = constant (5.8)

By substituting equation (5.8) intoc either equation (5.1) or (5.2) the
following expression is obtained:

172
do Pf / :
— . () = constant (5.9)
% Pe
From which the diameter of the injector nozzle in the rig may be given
by: '

pe 12 ps |12 |
dog 1% > . N . dp (5.10)
E R

Injection wvelocity in the rig may be determined by re-arranging
equation (5.8) as follows:

Y

UOR = U—- - UGR (5-11)
G
E
From equation (5.6), corresponding time durations in the rig, tR, may
be calculated. To camplete the dynamic similitude, it is essential to
satisfy the Reynolds number criterion defined in equation (5.4), which

may be re-arranged to give:

e Ve
SoE N == .= (5.12)
dor Ve Ve
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Carbining equations (5.10) and (5.12) yields an equation for the
injector nozzle diameter in the rig:

# Iy
der =M. dop [#_.Z] . [;f] ~ (5.13)

5.2.2 Solution Methodology

Equations (5.6), (5.11), and (5.13) constitute the governing set of
equations for achieving similarity. By specifying the nozzle diameter
in the xig, d,z, and since engine conditions are known at each
condition to be modelled, then egquation (5.13) has only two unknowns -
the geometric linear scale, A , and the properties of the working
fluids (fuel and bulk stream) as represented by their respective
viscosities., By specifying working fluids consistent with convenient
operation and laboratory safety (kerosene and air operating at ambient
conditions were chosen in this case) the equation for the linear scale
is given by :

A=C, = R (5.14)

R

E R

Substituting equation (5.14) into egn. (5.6) yields:

Q

- B
t T (5.15)

where the constant Cﬁ = Ca . tg . Uesg.

Once dp is fixed, then U, will depend on the cholce of the injection
system, and so will be constant for a given injector and pump, so that
tg will also be a constant. It is thus possible to define swirl in
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the rig, Ugp, as a function of only the swirl in the engine, Ugg,
given by equation (5.11) - assuming U,p to be constant (ie. injection
nozzle velocity in the engine). Injection duration in the rig,
defined by equation (5.6) will also be dependent only on the
corresponding injection duration in the engine. Table 5.1 shows
typical results, obtained for one operating condition in the engine.

5.3 DESCRIPTION OF EXPERIMENTAL METHCDS

The experimental results may be divided into two major categories;
those based on experiments performed by the author, and those based on
similar experimental work, extracted fram the 1literature. The
-experiments undertaken by the author were aimed at providing essential
details about the development of the film, especially the penetration,
velocity, wetted surface area, and the thickness and its subsequent
evaporation into the bulk gas stream. Three optical methods were
employed to obtain these results:

- 'Strobe-flash' photographic technique
= Laser-excited fluorescence technique.

=~ Schlieren technique.

The following discussion ocutlines in detail the prooeduré involved in
each of the three methods. '

5.3.1 Photographic Technique

In this method, a sequence of photographs were taken of the 1liquid

film at different times from the start of injection during separate
injections, to give a sequential development of the film along the
wall.  The arrangement of the instrumentation is illustrated in Fig.
5.7, showing the ess_ential equipment used. The injector nozzle is
cperated by introducing an electrical pulse of known duration to the
solenoid. As the nozzle opens, the fuel-line pressure, which is
otherwise maintained at a constant value, experiences a sudden sharp
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drop. This is sensed by a pressure transducer placed in the fuel-line,
which sends a signal, through an electronic delay circuit, to trigger
the stroboscope to deliver a single flash of light. The camera, which
is operated in 'open-shutter' mode, records the positicn of the £1Im
as the flash comes on. The delay in time between the opening of the
injector nozzle, and the introduction of the stxrobe-light flash gives
the time taken by the film to travel the length shown on a
corresponding photograph. This was used to obtain the development of
the film at different times fram the start of injection, covering the
time duration corresponding to the calculated injection duration.
Typical results are illustrated in Fig. 5.8, showing the development
of the film fram 3 to 10 ms after injection, at 1 ms intervals. To
obtain reasonably repeatable results for penetration and velocity,
such as those given in Figs. 5.9 and 5.10 several results were taken
at each delay setting and the results averaged.

5.3.2 Laser—excited Flourescence Technique

Collier and Hewitt (115) have reviewed various techniques of measuring

thethiclmessoftrﬂnliquldfilms andhavegmzpedthemmto three
major categories.

i. Average Methods:- These are based on measuring average thickness
over a length of film. A typical example is the film conductance
method (as copposed to the conductivity probe technique) where the
electrical conductance of a length of film is related to the mean
film thickness.

ii. Localised Methods:- Conductivity probe and capacitance
measurements fall under this category, which ence:rpasses
techniques in which film thickness is reasonably lccalised, but
not as highly resolved as in point methods.
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iii. Point Methods:~ Methods which provide contimucus measurements at
a given point are included in this category. Most -optical
techniques, such as light absorption method, and the fluourescent
technique are typical examples.

The conductivity and cepacitance probe techniques have been

successfully applied under engine conditions (41, 42) and their
respective merits and demerits are fairly well known. The
conductivity probe technique, when applied to measuring hydrocarbon
film thickness, requires the use of fuel additives to maske the film
conduct. These have side-effects, such as the increase in
concentration due to evaporation which affects conductivity, and the
effect of film temperature on its conductivity. Both these effects
must be accounted for if accurate measurements are to be made. The
capacitive probe technique, on the other hand, does not require
additives and may thus be used with any hydrocarbon fuel. Its
limitations relate to the measurements of film thickness during
canbustion when it has been found that flame reagents and carbon
significantly affect the accuracy of the measurements (41). Both
techniques have the added disadvantage that the process of implanting
probes in the cylinder is time oconsuming and rather involved.
Although the two techniques have the overiding advantage that they may
be applied in making measurements in the engine, it is favourable to
use non-intrusive optical techniques to make measurements. in an
optically accessible simulation test xig, as this is relatively easier
to set up, and capable of providing detailed results about the film.

The laser-excited flourescent techniqge is an optical method based on a
similar method used by Hewitt et al (116) to measure film thickness
and surface waves in two-phase flow. The principle is to irradiate a
spot on the film of fuel, in which a fluorescent dye is dissolved,
with monochramatic 1light. This excites flourescence in the f£1lm,
emitting 1light of a different wavelength. It is essential that the
dye must absorb at the wavelengths present in the irradiating socurce,
and efficiently convert the radiation into flourescent radiation which
should, preferably be in the wvisible spectrun. An additional
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requirement relating specifically to engine applications, is that the
dye must have very short induction and decay times in order to respond
to the rapid fluctuations corresponding to surface waves on the film.
'Rubrens'  (tetraphenylnaphthacene) exhibits all of the above
requirements (117), and is also soluble in most hydrocarbon fuels.
This influsted its choice in the present work. An Argon-ion laser,
enitting in the blue waveband (A= 460 mm), was used as the
“monochromatic light source to irradiate a Rubrene-Kerosene solution
liquid £ilm. A peak emission was ocbserved with this system in the
yellow waveband (A= 555.2 nm) as illustrated in Fig. 5.11.. The
intensity of 1light emitted by the film is proporticnal to its
thickness. Sane of the emitted light is collected and filtered to
remove the reflected and scattered coamponents of the incident beam,
and a photomiltiplier tube (PMT) used to record the signal. A
schematic of the experimental set-up used is illustrated in Fig. 5.12.

5.3.3 Calibratiocn of the Fluorescent Technique

It is necessary, when calibrating the instruments, to reproduce, as
closely as possible the exact geometry of the optical system so that
effects such as self absorption are identical between the calibration
rig and the actual system. The basic principle used was to trap a
thin £ilm of dyed fuel between two 6 mm thick 'Perspex' plates -
separated by thin metal shims of known thickness. A 1 cm diameter
hole in the shims was used to create a thin cavity between the
'Perspex' plates when they were cemented together. Fig. 5.13 shows
the calibration cell, cemented on three sides only. A range of cells
covering thicknesses from 0.025 - 0.8 mm were used in the calibration.
A hypodermic needle and syringe were used to inject fuel into the thin
cavity, through a hole drilled through one of the plates. The
calibration was carried out by placing the cell in the position
showing the rig in Fig. 5.12, and focussing the laser beam at the
film. The resulting calibration curve is shown in Fig. 5.14.
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5.3.4 Schlieren Optical System

To investigate evaporation effects in the ‘'Perspex' rig, it was
necessary to inject a fuel with a high wolatility, in order to
maintain the air stream at a temerature oonsistent with safe
operation. Iso-Pentane (Cg H;,), with a boiling point temperature of
27.85°C, was chosen for this purpose.

A schematic diagram of the optics mounted to obtain high speed
photographs of the fuel/air layer above the film surface, is shown in
Figure 5.15, The basic principle of operation is that a collimated
beam enters the simulation rig, passing through the test section, onto
a mirror positioned at 45° to the beam. This reflects the beam into a
focussing lens +to bring it to a sharp point focus. A knife edge
inserted in the focal plane of the focussing lens is adjusted until
the image formed on a transluscent viewing screen darkens as uniformly
as possible. The edge of the knife-edge must be set perpendicular to
the direction in which density gradients are to be observed (118).

The optical arrangement described above was used to acguire high-speed
Schlieren photographs of the fuel as it evaporates from the surface of
the film, at a rate of 750 frames per second. Three conditions were
investigated representing three engine speeds: 1000, 1500, and 2000
rom. To satisfy conditions of dynamic similitude between the engine

and the experimental rig, the mass transfer number, B, was used as the

similarity parameter (114).
Mass Transfer Number Calculations:

A typical value of B at TDC, in a motoring wall-wetting diesel engine
can be approximated from the right hand side of equation (4.37) which
can be re-written as follows:

Cpg( Te~Te)

B =
hfg+cpf (TeTrer)

(5.16)
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The following values, after the work of Martin and 2hmad (31), are
used in the calculations:

Ta:mb = 30OK
Te = 800K

CEG =1.1 kJ/kg.K at TG

Specific heat capacity of the fuel, Cpf, and the heat of vaporisation,'

hfg, at ambient pressure, are calculated from the following two
equations from reference (119):

_1.6848 + 0.00339T
(P15.6°¢)1/2

Cof kJ/kg.K (5.17)

by, = 251.3 - 0.377T
g (P15.6%c)1/2

kI /kg (5.18)

where Pjs og is the density of the fuel (petroleum) in g/om® at
15.6°C. For diesel this is 0.84 g/am>.  Once By (the value of B in
the engine) has been calculated, eguation (4.38) is iterated under
conditions pertaining in the simulation rig to obtain the required
bulk air temperature. The iteration scheme proceeds on two fronts: A
value of Ty is chosen, then an iteration for B is undertaken. Te is
progressively increased until Bp (the calculated value of B in the
rig) equals Bg. The Antoine Constants for Iso-Pentane, necessary to
carry out the iteration are as follows, after reference (112):

a = 6.85221
b = 1064.63
c = -41.0 (Temperature in Kelvin)

A temperature of 35°C was arrived at for the intake air temperature.
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5.3.5 The Experimental Work of Miiller (Ref. 41)

To evaluate the accuracy of egquations developed in Chapter 3 under
conditions that pertain in the engine, the results obtained by Miller
{41) were used to campare with those predicted.

Miller measured film thickness in a single cylinder AVL experimental
engine with the following dimensions:

- Strcke . 125 mm

- Bore 120 mm

- Connecting rod 195 rm

- Campression ratio 16.5

- Injector nozzle dia. 0.75 mm with an opening pressure of 175

bar

Three pistons with a spherical bowl, were each implanted with
conductivity probes to measure film thickness (Fig. 5.16). The
distribution of probes in each of the pistons was designed to cover as
mxh surface area as was practical, and consistent with the
limitations of carrying probes on the piston. The three designs
chosen are illustrated ocn a planar representation in Fig. 5.17. Each
probe had a diameter of 0.75 mm, and by arranging the circuitry so
that the piston body constituted one electrode, each probe represented
a measurement of film thickness over a length equivalent to the
thickness of the ceramic insulation (Fig. 5.18). In Miller's
experiments - this was of the order of 0.25 mm. Precise analytical
details, and calibration of the technique may be found in reference
(41). To meet the requirements for a conducting fuel, Miller
dispensed with the need for adding electrolytes to the fuel by using
Diethylens Glycol (CgH;403) whose physical properties are tabulated,
together with those of Diesel, in Table 5.2. This constituted the
baseline fuel against which other fuels were compared. Other baseline
conditions were as follows:
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Engine speed 1500 rpm

Injection timing 22°BTDC .
i.m.e.p. 3.75 bar (with combustion)
Injection duration 15°cA

Miller, in effect, studied the fuel film with respect to three major
parameters: its thickness, development of the wetted surface, and the
rate of evaporation. Parametric studies were carried out
experimentally, with the following as the independent variables:

a) Fuel type

b) ~ Engine load

c) Excess alr coefficient

d) Ergine speed

) Injection timing

f) Swirl intensity

g) Temperature of the piston wall.

Detailed results are presented in graphical form in reference (41),
and, for brevity, only the most pertinent features of Miller's work
have been reproduced and campared with predicted results from the
model. A limited study of the effects of conbustion on film
development was also undertaken and the results have been used to
validate the model.

5.4 EXPERIMENTAL RESULTS

The values of all the quantities investigated in the experiments’
described in Section 5.3 are given in graphical form at the end of
this chapter. The following discussion outlines the conditions under
which these results were obtained and attempts to draw conclusions on
the expected behaviour of the model, based on experimental findings.
The baseline engine conditions chosen for the modelling work were the
same as those of Miller (41). Also the dimensions for the rig were
calculated on the basis of the engine used by Mliller, given in the
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previous section.

5.4.1 'Strobe-Flash' Photographic Results

Typical photographic records of the development of the film on the
wall are shown in Fig. 5.8. The figure shows the penetration and
wetted area of a Kercosene film from 3 to 10 ms after the start of
injection. The air velocity in that instance was maintained at 4.6
m/s corresponding to an air swirl of 42 m/s in the erngine, at 1500
rpm. The effect of air swirl velocity on the characteristics of the
fuel film was a major aspect of this investigation, and hence
measurement of penetration and surface area development were taken
over a wide range of swirl velocities corresponding to various engine
operating conditions. Figure 5.19 shows velocity profiles obtained
within the +test section of the rig at the positions indicated in
Figare 5.1 by the letters A, B, and C. The profiles at any
longitudinal (ie. along the wall) position are shown to exhibit
similarity by normmalising them suitably as illustrated in Fig. 5.20.
The measured profiles show a slight change as the probe is traversed
through the test section showuxg that there was some amount of
momentum  diffusieon. Table 5.3 presents simulation rig swirl
characteristics with corresponding values in the engine.

A close examination of the results cbtained in the similation rig at
different swirl velocities shows that the influence of swirl velocity
on the penetration of the film along the wall is not very high, This
is probably due to the fact that the componment of the relative
velocity between the air stream and the surface of the £film is small
when campared to the injected component, especially for wvery thin
liquid f£films. The departure between predicted and experimental
results in Figure 5.21 may be attributed to the assumption that the
filow of the film along the wall can be approximated by the wall-jet
equation. If surface roughness is not adequately accounted for by the
Reyrolds number criterion, then this also contributes to the
departure. A further reason for the departure, which is discussed
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further in the next section, is the presence of waves on the surface
of the fuel film which reduces the effective penetration.

From the shape of the film on the photographs it was possible to
obtain approximate values for the wetted surface area and the nature
of spread of the film, This has been done for scme of the pictures in
the sequence illustrated in Figure 5.8 and the results are canpared
with predicted values in Figure 5.22, Since the angle of spread of
the fuel film was fixed at 26°, +the higher predicted £ilm penetration
also implies a higher predicted wetted area of the film. If the model
over estimates the surface area, this would lead to a higher
evaporation rate which, in twm, results in a higher rate of heat
release, unless the corresponding air entrainment rate is low. '

5.4.2 Fluorescence Technigue

This technique was used to measure film thickness and penetration of
the film along the piston wall. The laser beam was focussed at
several points positioned 5 mm apart along the central axis of the
film starting 5 mm from the nozzle. A set of signals such as
illustrated in Fig. 5.23 are obtained for the whole wetted length of
the £film, The signal trace carries a significant amount of
Information about the film, of which only the film thickness and the
penetration were extracted. The film thickness is given by the level
of the signal while the penetration is represented by the time taken
by the film to travel from the nozzle to the point under
consideration. The film was probed at ten positions (0.5 to 5 om
downstream of the nozzle) for each of the engine speeds covered (1000
- 3000 rpm). |

The f£ilm thickness in the model is calculated on the basis of
penetration, x, so that if s is the film thickness, then:
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s = f(xj

The results obtained in the experimental work, however represent the
variation of film thickness, at a fixed penctration, with time, ie.

s = f(t) , x = constant

To coampare the two sets of results, therefore, it was necessary to
cawvert the experimental results into a campatible format. By
assuming that the intensity of the signal representing mean film
thickness at any position along the wall, during injection, is mnot
dependent on +time, then the mean value of the signal can be
represented by the time mean, which is expressed mathematically by:

1 T
8 = T S s (t) dat (5.19)
o

The signal is analfsed across the duration labelled "window" in Figure
5.23 which represents the period during injection as the film crosses
the point under consideration. The standard deviation was also
calculated, giving the scatter in the analysed signal. This was found
to be quite high (of the order of 40%) in all of the signals, showing
that there was considerable variation in measured thickness at each
point. This could be attributed to the 'frothiness' of the f£film
resulting from surfactants present in commercial Kerosene which was
used in these experiments. To improve the quality of the signals, the
experiments were repeated using Heptane, resulting in an impmvemen{:
of the standard deviation (down to 20%) although the magnitude of f£ilm
thickness obtained were of the same order as those obtained with
Kerosene Fig. 5.24 shows an enlargement of the signal in the 'window'
of Fig. 5.23 plotted together with the cummilative time mean of the
signal and the cummlative r.m.s. value, representing the intensity of
the signal, calculated from the following equation:
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.
r.m.s = [:;. I s2 (t) at]l/2 ~ (5.20)
[+)

The r.m.s value will be slightly higher than the time mean as it
includes the effect of surface wave frequency.

Fig 5.25 shows the time mean values of film thickness at all
positions along the surface of the wall for the two extreme engine
speeds considered. In dashed lines, in each case, isthepredictéd
result of the respective engine speed. Both experimental curves show
that the f£film attains maximm thickness at a position dwnstream of
the nozzle. This could be explained in terms of a 'bow' wave formed
due to impingement of the jet on the wall. Assuming the wave to have
properties identical to those of a hydraulic jump, then the kinetic
energy of the faster fluid upstream will be converted into potential
energy in the wave, thus increasing its amplitude. The wave amplitude
decays after the end of injection as the potential energy converts
back into kinetic energy. The pulsations in the line pressure in
effect acted like multiple injections, giving multiple 'bow' waves as
illustrated in Fig. 5.26. Although these multiple ripples are unique
to the petrol injection system used, and may thus not be cbserved in a
typical diesel engine injection system, the formation of a single
bow' wave, and a 'piling up' of the liquid film characteristic of a
hydraulic jump phenomenon, has been cbserved by Klanner (42) with an
impinging diesel jet.

5.4.3 Results of Schlieren Method

A typical sequence of Schlieren photographs is illustrated in Figure

5.27 showing the initiation of vapour diffusion and its subsequent
development. The diffusion of fuel wvapour in the interval
corresponding to the injection duration is illustrated in Figure 5.28,
where six frames are re-plotted on a scaled diagram of the test rig

section, showing progressive development of the vapour plume. The
dotted line represents the computed boundary layer thickness, based on
equation (4.49). When vapour diffusion is observed beyond the
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duraticn of injection, as illustrated in Figure 5.29, the series of
photographs consistently indicate separation of flow at about 80° from
the position of the injector. This could be explained as being due to
either of two possible causes:

1. the onset of secondary flow as the air stream flows round the
curve section of the rig. This would result in vapour being
transferred towards the axis of rotation (away £rocm the wall).

i1. As the air passes through section A-B in Figure 5.30, there is a
change in pressure patterm, due to flow in the cutlet section,
tending to straighten the flow as illustrated by flow lines in
Figure 5.30.

To ascertain the cause of this, an experiment was performed using
smoke to visualise the flow in the region close to the wall. It was
concluded from the experiment, that the second reason is responsible
for the movement in the vapour shown by the Schlieren photographs.

In view of the asbove analysis, comparison between experimental and
predicted results can only be made in the region A-B-C shown in Figure
5.30. Such camparison has been shown to yield good agreement as
illustrated in Figure 5.28. This renders support to the idea that
evaporating fuel forms a layer of vapour close to the wall and only
diffuses slowly towards the centre of rotation, thus allowing for
boundary layer theory to be applied in analysing mixture formation.

5.4.4 Experimental Results of Miiller

As stated earlier in Section 5.3.3, Mlller's experiments were‘
conducted, using Diethylene Glycol, to determine the effect of variocus
parameters on the thickness of the film, wetted surface area, and the
rate of evaporation. To comwpare his results with those obtained using
the present model, only results dealing with effect of the following
parameters on film development, have been considered:
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i. engine speed (swirl velocity)
ii. Injection timing

iii. Engine lcad

iv. Combustion

Although Miller did not explicitly provide information on  the
penetration of the film with respect to time, Fig. 5.31 may be used to
jnvestigfte the accuracy of the nature of equation (3.48) used in the
model +to calculate penetration. Approximately parallel curves would
indicate that the equation suitably describes this type of flow and
that a change in the constant 'C' may be sufficient to make the
necessary correction. Fig. 5.32 shows the result of such a
compariscon, where it should be noted that the experimental results are
only qualitative in nature;'Ihe results shown in Fig. 5.31 have also
been used to investigate the wvalidity of equation (3.51) in
describing the shape of the injected f£ilm.

The importance of a proper consideration of viscosity through the
Reynolds criteria considered in equation (5.4) is demonstrated by Fig.
5.33 which presents the results of two fuels; Diethyl Glycol and
Ethyl Glycol with respective viscosities of 5.0 and 2.1 mPass,
injected under the same conditions (respective densities are 989.8 and
931.1 kg/m3). It is clear that there is similarity in the shape of
wetted areas as the results in Fig.5.33 demonstrate, showing that
results from the model can be used to represent the events in the
engine. It should also be pointed ocut here that the distributicn of
measurement points on the spherical surface make it more difficult to
characterise the longitudinal axis of the £ilm to compare with results

for flow on a flat plate. The results of Miller are given in terms of

measurements taken at points making up a grid arrangement in the
engine bowl. The points are referred to by a latitude/longitude
representation, so that measurement point 120/150 refers to latitude
120°, and longitude 150°. Due to the low spatial resolution of the
points, it was not possible to cbtain a good representation for points
lying on the longitudinal axis. This somewhat limits the comparison
of these results directly with those from the model. As a rough
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estimate, latitude 120 was taken as the longltudinal axis of the film
(see Figure 5.31), and inter-sections with longitudes 120, 150, 180,
and 210 to represent points on the axis. Fig. 5.34 shows the
variation of film thickness at these four points with crank angle (or
time in the case of the author's experiments). Clearly, there is no
wave effect detected here as the film is shown to taper towards its
leading edge until much later in the development (approxm. 25°CA ATDC)
when the thickness at the leading edge becomes slightly thicker (at
longitude 210°) than that upstream (longitude 180°). The
observations of the author and also those of Klanner (42) demonstrate

that +there is a 'bow wave' formed which makes the f£film thickest at a
position somewhat upstream of the leading edge until the end of
injection, after which the wave amplitude starts to diminish. A
similar conclusion may be drawmn from Muller's results by transferring
the data in Figure 5.35 into a distance -~ film thickness format. The
resulting curve is illustrated in Figure 5.36 showing that the film
thickness attains a maximum at a position upstream of the leading
edge. In this figure, as in Figure 5.32, the length scale is only a
proportional representation due to the unavailability of a scale on
Muller's results,

5.5 MODIFICATIONS TO THE WALL JET APPROACH

The results given in Figures 5.9 and 5.10 show significant departure
between experimental and calculated quantities. It is thus essential
to re-correlate them :Ln order to cbtain accurate representation in the
engine model. By collecting 211 the constant quantities in equation
(3.48) into a single constant, and making use of cnly cne exponent,
the equation for f£film penetration can be re-cast in the following
form:

x = C (Uy 65't)2 + x, (5.21)

If at time t = 0 the penetration is zero, then x, = 0 and constants
'C' and 'a' may be obtained by re-plotting the results in Figure 5.9
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on a bi-logarithmic scale. The resulting linear relationship is shown

in Figure 5.37(a). The axes of the figure have been labelled with
their corresponding components in equation (5.21). The slope of the
straight line yields the value of 'a' while 'c' is cbtained from the y
intercept. The following constants have been derived in this way:

0.2
= 0.1198

Q
1

It is worth pointing out here that although 'a' is dimensionless, ¢ is
dimensiocnal and the above value is only spplicable when SI units are
used in equation (5.21).

By differentiating equation (5.21) with respect to time, the .
following equation is obtained for the velocity of the film:

U= ci : (5.22)
. t =

where C; = C.a. (Uy.d,')2

The data in Figure 5.9 have been re-plotted together with equation
(5.21). The result is illustrated in Figure 5.37(b) showing marked
improvement in the predicted results. By substituting equation (5.21)
into equation (3.52), new predictions for the wetted area have been
obtained. fThese are i1llustrated in Figure 5.38. In both cases
improved predictions have been made.

5.5.1 Surface Arxrea Diminution Due to Evaporation

Apart from obtaining accurate surface area predictions, the model must
also be able to calculate fairly accurately the diminution of the
wetted area due to evaporation. To ensure that the calculated trend
follows observed behaviour in empirical situations, photographs of the
film surface were taken at pre-set delay times, following the method
described in Section 5.3.1. One set of photographs were taken under
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conditions of minimum evaporation, while another set were taken with a

significantly increased evaporation rate. The rate of evaporations
was controlled by raising the temperature of the gas stream from 17°C
to 35°C while maintaining its velocity at a constant value of 6.5 m/s,
corresponding to an engine speed of 2000 rpm (see Table 5.3). Figure
5.39 shows a typical pair of photographs taken at 7.08 ms after start
of injection. '

To allow for diminution of the surface area, a cosine function is
assumed to characterise the cross-section of the film thickness. This
has the following form:

S 1
—_= T .
g =7 [L+ Cos ()] (5.23)
where S, = film thickness of the central axis of the jet
£ = rnormalised dimension measured from the axis of the jet,
given by z/(0.5b)
b = £ilm breadth.

Figure 5.40 illustrates, schematically, the nomenclature adopted.
Camparisons between experimental results and those calculated from
applying equation (3.52) together with equations (3.53), (5.22), and
(5.23) are illustrated in Figures 5.41 to 5.44. The results show that
as the delay ti me of which the photograph is taken increases, the
error between the calculated and measured quantities also increases.
This may be attributed to the following reascn: In the proposed
model, the part of the film furthest from the nozzle is assumed to
have spent the Ilongest time on the wall, and is thus expected to
experience a larger loss of mass due to evaporation. This principle
ls thstioisd 1o Bowp 545 hers, U ity orporated i com
to increase,such as may be deduc ed from Figures 5.25 and 5.36, and
also as discussed by Urlaub (34), however, suggest that after initial
contact with the piston wall, in which the film experiences a large
deceleration, subsequent 1layers ‘'glide' over the wetted patch,
travelling further than the proposed model assumes. The results in

Figures 5.41 to 5.44, thus, 1lend more support to +the above
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explanation, and it is noticed that at longer time durations, the f£ilm
patch tends instead to became narrower (due to thin edges evaporating
off) rather than having a much shorter penetration. The proposed
model, in Iits present form  has not accounted for the phencmenon
described above. It is, however, necessary at some stage, to include
these effects if the model is to address the problem of significantly
higher unburnt hydrocarbons in wall-wetting engines. The relatively
cooler fuel film layers 'gliding' over earlier injected layers would
result in a slower heating of film which, in turmn, would lead to a
slower evaporation rate. The experimental results of MJ'.'111er (41),
illustrated in Figure 5.35, demonstrate this delayed evaporation
phencmenon to some extent. A 5 micron thick liguid film is seen
persist on the wall of the pistcn crown well over 35°CA after the end
of injection. This may have been campounded by the fact that in the
region close to the bottom of the bowl there is a marked reduction in
the swirl intensity, as illustrated by the results of CONCHAS model
conputations illustrated earlier in Figures 1.27 and 1.31. This may
lead to a reduction in convective heat and mass {ransfer in that
region. However, the effect of slower film heating due to the earlier
explanation cannot be discounted due to the length of time involwved.

5.6 CONCLUSICN

The experimental results presented in this chapter have highlighted
scme of the weakness in the conceptual framework of the model.
Corrections have been made to some of the equations where this ocould
be done without a campletely new approach in the modelling concept.
The following assumptions have been verified:

(1) It is plausible to apply wall-jet concepts to the description
of film motion cn the piston wall. The constants in the wall-
jet equation have to be empirically fitted in order to ensure

more accurate representation.

(ii) The evaporating fuel forms a layer of vapour in the region
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close +to the film surface diffusing very slowly into the main
stream. .

(ii1) sSimple mass conservation can be used to obtain an estimate of
film thickness.

(iv) The method used to campute wetted surface area ylelds accurate
magr:}:idues as well as trends once the corrections suggested to
the wall-jet equations have been implemented.

The major short comings have been identdfied in the modelling concept,
both of which may result in higher evaporation rate +than actually
ocours:

(i} . The unavailability of a method to take into account surface
waves may lead o an over-prediction of penetration and wetted
surface area. '

(i1) The absence of a method to describe the 'gliding' phenomencn,
whereby layers of film injected late glide over those injected
earlier resulting in a slower heating of the film and hence a
lower rate of evaporation.

As pointed ocut earlier, both of these observations may significantly
affect predictions for unburnt hydrocarbon emissions. But as these
are not part of the predictions fram the model in its present form,
they do not affect the results from the model to any great extent.



Table 5.1: Similarity Conditions at 1500 RPM
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PARAMETER ENGINE MCDEL
Air Stream Velocity (m/s) UG 42.0 4.62
Linear Scale _ A 1.0 1.0
Injector Nozzle Dia. (mm) do 0.75 0.4
Adr Density (kg/m3) a 11.0 1.2
Density of Fuel " £ 820.0 780.0
Injection Duration (ms) t 1.6 15.85
Injection Velocity (m/s) Uo 144.6 28.0
Working Pressure (Bar) P 24.0 1.0
Cylinder Temp. (X) T 750.0 300.0
Table 5.2: Fuel Properties at 20°%C
PROPERTY ETHYL~-CGLYCQOL ETHYL-DIGLYCOL DIESEL
C4H1002 C6H1403
Molecular Weight 90.12 135.17 250(appr)
Densi. | 931.1 989.8 820.0
(kg/m~)
Boiling Temp.CC 135.1 201.9 170-350
{at 1 Bar)
Vapour Pressure 5.066 0.133 -
(mBar)
Heat Capacity 2.324 2,311 1.968
(kJ/kg.K)
Thermal Conductivity  1.73 x 1074 1.68 x 1004  1.42 x 1074
(kW/m.K)
Viscosity 2.1 x 1073 5.0 x 1073 5.0 x 1073
(Pa.s)
Calofic Value 25.477 25.58 42,915
(MI/kg) |
Stoichiometric 8.5 8.3 15.1
A/F Ratio



Latent Heat 2.68 2.75 2.763

(MY/kg) |
Electrical Cond. 1.0 x 1074 2.0 x 1079 1.0 x 10712
(S/m)- Approx : _ .
Table 5.3: Simulation Rig Swirl Characteristics
ENGINE SPEED SWIRL VELOCITY SWIRL VELOCITY  VELOCITY
(RPM) IN ENGINE (m/s) IN RIG (m/s) PROFILE IN
THE RIG
1000 - 3.25 Fig. 5.23 |
1500 23.90 4.90 Fig. 5.24
2000 35.00 6.50 Fig. 5.25
2500 44.10 8.125 Fig. 5.26
2.0 ' -

3000 _ - 12.
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FIGURE 5.26: RIPPLE FORMATION ON THE FILM SURFACE
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Figure 5. 27.

Typical sequence of High Speed Schlieren
photographs.

Fuel Vapour appears as a Light Streak on
the left of the frame



FIGURE 5.z8: COMPUTED AND EXPERIMENTAL VAPOUR DIFFUSICN DURING
INJECTION )
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Figure 5. 29.  Schlieren High Speed Photographs showing
Flow Separation in the Simulation Rig
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FIGURE 5.33: EFFECT OF FUEL VISCOSITY ON DEVELOPMENT OF THE FILM
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FIGURE 5.39: TYPICAL PAIR OF PHOTOGRAPHS ILLUSTRATING
EFFECT OF EVAPORATION (7.08 ms from injection)
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CIAPTER 6

STRUCTURAL CUTLINE OF THE CCMPUTER PROGRAM

6.1 INTRODUCTION

The camputer code for the simulation program was developed on the
Honeywell 'Multics' mainframe computer, in standard FORTRAN 77. The
source code is organised in a modular structure made up of several
independent subroutines, each dealing with a specific aspect of the
gimilation. The flexibility of this source organication allows the
program to be developed in stages so that each mcdule can be tested
independently, and updated versions can be easily incorporated. This
advantage was well demonstrated in an earlier version of the model (8)
in which the iterative technique used to evaluate the equilibrium
composition of the cambustion products slowed down the rumning of the
program. An option to bypass the NO, routine was thus incorporated so
~ that the program could be implemented to investigate other variables
and parameters at a higher camputational speed.

The general structure of the basic program is didentical +to that
developed by Mehta (2) for the quiescent chamber DI Engine. The major
differences between the existing swirl model and the proposed model

will become apparent in this chapter as the structure of the program
is discussed.

This chapter is divided into three major sections to allow for a
systematic discusgsion of the structure of the program. ‘The first
section presents a general overview of the program. The second deals
with the detailed structure of the program, giving brief discussions
of the major subroutines and illustrating some of the essential inter—
relationships with flow-charts. The final section Ipresents three
sample terminal dialogues, and discusses some of the screen-displayed
results.
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6.2 THE QOMPUTER FROGRAM

Figure 6.1 shows a generalised flow-chart of the coamputer program. To
initiate the operation of the program, input data must be supplied to
specify engine dimensions and reguired load conditions. In order to
provide the data in an acceptable format to the camwputer, there is a
provision for creating input data-files interactively. This forms
part of the 'Introductory Front-End' discussed earlier in Chapter 2.

Once an Iinput data file has been loaded, the program proceeds to
calculate a number of variables that constitute the results of the
simulation model. Fuel injection simulation may be achieved in either
of the following two ways:

a) Providing an injection pressure diagram obtained experimentally
on an engine with identical dimensions, and under identical locad

conditions .

b) Making use of the volume of fuel injectéd per stroke to construct

a trapezoidal injection pressure diagram with a mean injection |

pressure calculated from equation (6.1), as suggested by

Dent(19):
2P,
£ 6
APjpy = e [ 12 (6.1)
d nd, eip
where Cy = Injector nozzle discharge coefficient
Gip = Injection duration in degrees crank angle
Q = Volume of fuel injected (mm>/STROKE)

From the injection pressure diagram, the program calculates the
velocity of the jet at the nozzle and corresponding characteristics of
the fuel f£film as the fuel jet impinges and flows along the piston
wall. The crucial dimensions being the film thickness, the wetted
surface area, and the film velocity. The latter, in conjunction with
the bulk stream velocity are required to determine the 1level of
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evaporation from the film surface.

The boundary layer theory discussed in ddapter 4 forms the basis of
analysis for mixture formaticn process in the model. Stoichiometric
combustion is assumed to be the only form present. To facilitate the
analysis, the boundary layer thickness is divided into ten zones of
equal width, each forming a combustion sector that is analysed
~ separately. Figure 6.2 shows a schematic representation of the
sectors in the burning zone. Over each discretised time step (At),
" heat and mass balance calculaticns are carried out in each individual
sector. Within each sector, combustion is assumed to proceed
independently of that occuring in adjacent sectors. The air entrained
in the interval At is distributed throughout the sectors according to
the (1-C) - profile, where the C-profile, illustrated in Figqure 6.2
and defined by equation (4.32), refers to the fuel mass fraction
profile. Mass conservation at each time step is satisfied when the
following equations hold:

m' g = Z (1-¢) Py (6.2)
i

 ome = Z c; Py U (6.3)
i

The density, FP; 1s assumed to be linearly proporticnal to the fuel
mass fraction, so that:

Pi = pa + (pf - pa) Cy (6.4)

Following the theory outlined in Chapter 4, when combustion is present
the sectors are further subdivided into two groups; those lying below
the positicn of the flame, and those lying above it. For simplicity,
the sector containing a mixture closest to stoichiometric is assumed
to constitute the flame position, although calculations for heat
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release are carried out in all the sectors simultanecusly. This
allows for the temperature profile to be related to the concentration
profile. The energy released in all the sectors due to combustion
is integrated to yield total energy released in the burning zone,
before the energy balance equations ocutlined in Chapter 2 are applied
to the two regions (i.e. buming region and surrounding air). Thus
two values of temperature are computed at each crank angle; TJ, “tha
mean temperature of the burning region, and T,, the temperature of
the surrounding charge. The mean cylinder temperature is then
calculated from the following mass mean equation:

‘my.T, + my.T
Ton = —— +m3 1 (6.5)
J

a

where m, andmj are the respective masses in the surrounding charge
and the burning zone. For purposes of calculating exhaust emissions,
the temperature T, is used as it refers to the region where all the
kinetic reactions take place. The volume of the bhwming zone is one
of the four variables calculated from the energy balance eguations.
Cylinder pressure is the fourth variable. The heat transfer
coefficient between the charge mass and the cylinder walls is

determined fram Woschini's correlation (87).

The modelling of soot, which is based on the equations of Tesner et _al
(71) and Magnussen's (72) eddy—diséipation concept (details of which
were outlined earlier in Chapter 2) is defined in such a way that it
can be applied to each sector in the buming =zone. The variables
necessary for such operation are:

1. Local temperature (based on the assumed profile)
2. Local mass concentration of the following:
- unburnt fuel vapour
- cambustion products
- air .
3. Partial pressures of oxygen and water vapour (for the oxidiaticn
equations).
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An alterative approach is to invoke the soot routine with global mean
values in the buming zone. This results in a more generalised
analysis which 1s not sensitive to assumed velocity and scalar
quantity profiles in the gaseous stream. As aresult, it is only
used after the profiles have been tested for accuracy within the
range of conditions being considered. The advantage here is that
computation time is significantly reduced since to determine partial
pressures of 0, and Hy0 in the various sectors, the equilibrium
composition routine must be inwvcked ten times at each time step. As
has been discussed in Chapter 2, +this involves solving 4 non-linear
simultaneous equations by the iterative Newton-Raphson technique.
The process is, therefore, time consuming.

The formation of MNO in diffusion as well as pre-mixed flames 1is
several orders of magnitude slower than the main heat release
reactions (123) and so is kinetically limited. The slow mechanism
postulated by Zel'dovich is widely'accepted as a fairly accurate
descripticon of NO formation., ‘This mechanism and the method of
solution employed in the model, have been discussed in detail in
Chapter 2.

Inplementation of the NO routine in individual sectors iz much more
critical than the implementation of the soot subroutine. ‘This is
because NO formation is strongly dependent cn temperature and mixture
fraction, both of which are highly localised. The following is a list

of wariables that are required to implement the NO-routine in each
sector:

i. Pressure (assumed uniform throughout the cylinder)
ii. Local temperature
iii, Local equivalence ratio,

The scheme used to determine equilibrium composition is based on the

program developed by Olikara and Borman (122). The original program
does not calculate equilibrium composition in rich sectors, and
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returns instead, a statement to the effect that solid carbon would
form, msking a solution impossible to achieve. To get round this
problem, equivalence ratio of 1 is assumed in all the rich zones
(consistent with the assumption of a simple chemically reacting
system), and calculation is based only on the fixed mass of products
resulting from stoichiometric cambustion.

The net soot and NO, formed at each crark angle are integrated
throughout the closed pericd. At the opening of the exhaust wvalve,
the integrated quantities are corrected to normal temperature and
pressure (NIP) and the resulting values are displayed on the screen to
show the level of exhaust emissions in the engine while operating
under the conditions at which the simulation has been carried out.

The Exhaust/Induction model which has been discussed in detail in
Chapter 2, is based on isentropic flow equations derived by Sherman
and Blumberg (86) and the energy balance equations derived by Horlock
and Woods (87). It is activated once the exhaust valve opens and
calculates mass flow rates cut of the cylinder during the exhaust
stroke, and also into the cylinder during induction. In order to
ensure that pressure and temperature at the start of exhaust and end
of induction are matched with corresponding values calculated in the
cambustion model, the Exhaust/Induction model is iterated using charge
mass as the criterion. The benefit of incorporating induction and
exhaust calculations within the model is that the indicated mean
effective pressure, power output and the specific fuel consumption may
be calculated, and also valve timing effects may be investigated.

The results at the end of each simulation are presented in two ways.
Instantaneocus values corresponding to each crank position are written
to file during the rumning of the program. These are then used +to
provide graphical presentation of the variables with crank angle. The
following is a list of parameters that are given in this way:

1. Cylinder pressure
2. Temperature of the buming zone
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3. Mean charge temperature
4, Cumlative quantity of fuel injected
5. fuel mass fractions:
- Evaporated
- Burned
6. Heat release rate
7. Heat flux between cylinder contents and the walls
8. Equilibrium concentration of NO, '
9. Kinetically controlled NO, formation
10. Instantanecus net soot formed
11. Air entrainment rate.

The second method is to display results on the screen at the end of
the simulation run. Cummlative values of exhaust emissions, and
performance related variables are presented in this way. Also

presented is a summary of the input load conditions under which the
model has been operated.

6.3 DETAILS OF ESSENTIAL SUBROUTINES

To illustrate how the theory developed in Chapters 3 and 4 has been
linked together to form a coherent simulation model, it is necessary
to describe scme of the subroutines in more detail. From Figure 6.1
it is apparent that the first four subroutines are concermned with the
initialisation of wvariables and the preparation of the program for
simulation. These have been classified together below under Section
6.3.1.

6.3.1 Initialising Subroutines

The following is the list of subroutines concerned with the input and
initialisation of data before simulation:

1) SPEC
ii) READ
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1i1) PREINJ
iv) INICAL

SPEC:

This 1s part of the 'Introductory Front-End' in the main program,
which has been discussed in Chapter 2. Its main purpose is +to
establish an Interactive dialogue with the user, guiding the creaticn
of a SPECification input data file. The flow chart in Fig. 6.1 shows
that it is only called when new specifications are to be supplied and
operates according to the schematic flow-chart in Fig. 6.3. The
required input parameters to the subroutine will be demonstrated in a
sample terminal dialogue in Section 6.4. The first question on the
flow-chart in Fig. 6.3 implies that if the dimensions of the engine to
be modelled are identical to those supplied earlier (cn a file +that
must still exist), then by entering the file name the camputer copies
the relevant data from that file into the new name.  So only the new
load conditions need be supplied. In this way, setting-up time is
minimised for studying identical or the same engine under various
operating conditions. The data relating to©o each ocondition
Investigated 1s aubomatically saved under a filename supplied by the
user so that subsequent runs of the same engine under conditions
already supplied during an earlier run does not call subroutine SPEC.

Subroutine READ is called every time the program is run. Its sole
purpose 1s to read data from files already created by the user using
subroutine SPEC. The subroutine also reads in wvalues of the
experimental injection pressure diagram when this is to be used.

No input data is required into this subroutine, and all the data read

from file here are carried through to the rest of the program by means
of common blocks.
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INICAL:

Before subroutine INICAL is executed, subroutine PREINJ carries out
monitoring computations for the period prior to injection. This is
essentially done in order to calculate pressure and temperature at the
start of the injection. Subroutine MOTOR is used by PREINJ to campute
the motoring variables from the closure of the inlet valve to the
start of injection. Once the crank angle equals the supplied
experimental value for dynamic Injection timing, subroutine INICAL is
called from +the main program. Its usage is to initialise all the
variables that require initialising and also to assign value of zero
to all counters and indicators.

6.3.2 Fuel Spray and Film Development

Modelling computations are initiated at the start of injection once
the initialisation of variables is completed. With the start of
injection, it becames necessary to characterise the formation and
development of the fuel film. The two subroutines that perform this
task in the model are:

~
|
¢

i. FIIM
ii, FILM2
FIIM:

The first time subroutine 'FIIM' is invoked, the user is offered an
opticn in fuelling from the following:

1. Experimentally obtained injection pressure diagram

2. Sinusoidal fuelling rate (discussed in Chapter 2)
3. Trapezoidal injection pressure diagram.
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The first option is, obviously, only available if a digitised
injection pressure diagram exists in a data-file accesible to the
computer, at the condition to be modelled.when the crank angle being
considered has no corresponding value of injection pressure in the
digitised diagram, a linear interpolation is performed by the
subroutine. Extrapolation either side of the supplied curve is not
undertaken, and the computer prints ocut an error message. This acts
as a safe-guard against using the wrong injection pressure diagram.

When the third option is selected, +the user is asked to specify a
scheduling ratio. This refers to the ratio rs given in Figure 6.4.
Values of rs greater than 0.5 are rejected (an error message is
printed) since only symmatrical trapezoids are currently oonsidered.
Whatever value of rs iz selected, the routine is written in such a
way that the injection pressure adjusts to yield the correct quantity
of injected fuel over the specified duration. The subroutine
calculates the following major variables:

1. Injection pressure (unless experimental is being used)
2. '+ Injection wvelocity at the nozzle
3. Quantity of fuel injected over the interval At.

It should be noted here that in the wall-wetting type engine, the
actual shape of the injection pressure diagram does not have a strong
influence on the course of combustion which is predominantly wall-~
type diffusion burning. Only the injection pressure (a mean value
would thus be adequate), the quantity of fuel injected, the injection
duration, and the dynamic timing have direct and observable effects.

FIIM2:

This subroutine evaluates all the essential dimensions of the fuel
film necessary for estimating fuel evaporat'ion rate. The required
input data to the subroutine are:

i. Elapsed time since start of injection
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ii. Fuel spray velocity at the injector nozzle, calculated in FILM.

The subroutine retums the following parameters relating to the crank
position under consideration:

i. Penetration of the film along the piston wall

ii, Mean film velocity

iii, Mean Film thickness

iv. Surface area wetted by the film on the piston wall

It may also be possible to obtain a shape for the injected fuel film

patch, although this is not usually necessary, and so is presently not
evaluated.

The significance of values evaluated in this subroutine lies in their
influence on the rate of evaporation. The wetted surface area, for

example, 1is necessary for determining the mas of fuel evaporated in
time interval At as illustrated below:

me = Af.mf'.At (6.6)

where ni' is the mass flux from a fuel film with surface area Af.

6.3.3 Mixture Preparation Subroutines

Once the nature of the fuel film has been characterised in a quasi-
steady mode, a number of essential wvariables that collectively
constitute mixture formation are then calculated. The following list
briefly describes the procedure used to specify mixture formation:

- Evaluation of fuel film temperature

~Determination of the saturation vapour pressure on the film
surface

-Determination of heat and mass transfer levels between the bulk
alr stream, film surface and the boundary layer




- Finally determination of the wvelocity and scalar quantity
profiles in the gaseous boundary layer above the film.

Several subroutines are involved in the calculations for formaticn of
the combustible mixture, among which the following are the most
significant:

i. EVAP1
ii, BOUND
iii. EVAP2
iv. ZEL

As the rates of heat and mass transfer are strongly influenced by the

presence of combustion, an auxilliary subroutine ~ AUXMN - performs
the task of directing the combination of routines for either the 'pre-
ignition' period, or that during combustion. Figure 6.5 illustrates
the working of subroutine AUXMN. The determination of mixture
formation at each crank position starts with subroutine ZEL. This
computes parameters Zp, 1, S, andE (see Chapter 4) necessary for
determining velocity and scalar quantity profiles, and the entrainment
of air in the boundary layer. The process involved is iterative,
taking in values of mass transfer number, B, bulk stream velocity, U,
and charge temperature to yield the required parameters. The profiles
for mass fraction and velocity in the boundary layer are calculated in
subroutine BOUND and EVAPL during the 'pre-ignition' period, and in
EVAP2 during combustion. |

6.3.4 Canbustion and Energy Balance

Subroutine EVAP2, beside calculating air entraimment rate, film
evapcration, and wvelocity and scalar quantity profiles, also

calculates the following variables relating to corbustion for each
sector in Figure 6.2:

i. Heat release rate
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ii. Fuel mass fraction burned
iii. Temperature profiles in the boundary layer.

To satisfy the non-flow energy equation and the semi-perfect gas law
between the burning region and the surrounding charge, according to
the conceptual framework discussed in Chapter 2, subroutine ENEBAL is
used to organise the equations in matrix form, and Subroutine GAUSS
is then called to solve the equations using Gaussian elimination, to
provide increments in the following variables:

i, Cyiinder pressure
ii. Temperature of burning zone

iii. Temperature of the surrounding charge
iv. Volume of the burming zone.

6.3.5 Exhaust Emissions

The following subroutines dealing with engine exhaust emissions (NO,
and smoke) are invoked after the combustion related parameters are
calculated:

i. SOCT - solves the equations of Tesner et al (71)

1i. SMOX - scot oxidatin according to the theory discussed
in Chapter 2.

iii, NITRO - solves kinetic equation for NO formation
iv. ECP - calculates eguilibrium compositicon in the exhaust.

The major input parameters into subroutine SCOT are:

1. Temperature of the burning region {(or local temperature in a
sector when the routine is inmvoked from the sectors).

2. Concentrations of fuel and air.

The screen-displayed output from the routine is grams of soot per
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cubic metre of cylinder charge while instantaneous wvalues of
formation and oxidation rates calculated at each crank angle are
written into a data file. At the opening of the exhaust value, net
soot formed is corrected to Normal Temperature and Presure (NTP) and
then converted to Bosch units by subroutine BOSCH which interpolates
from “the values in Table 6.1. The BOSCH value is also screen-
displayed.

N0, Routine:

The routine for determining NO, emissions is in two parts: calculation
of equilibrium composition of combustion products at the pressure and
temperature pertaining in the burming zone, and the solution of the
kinetic rate differential eguation. Subroutine ECP evaluates
equilibriun compositions necessary in the solution of the kinetic rate
equation which is solved using a 4th~Order Rumge-Kutta scheme.

6.3.6 Exhaust/Induction Routine

The f£inal stage of the model calls subroutine EXHA which carries out

calculations relating to the gas exchange process (cpen pericd). The
input variables from the main program are:

i. Vvalve timings
1i., Cylinder dimensions

1ii. Pressure and temperature at the opening of the exhaust valve.

The subroutine then returns instantanecus values of outgoing mass
increment (dmg,) and incoming mass increment (dm;, ) with a provision
to account for backflow in either valve. The inlet and exhaust
manifold pressures and temperatures are assumed constant and the
following are the major variables returned by the subroutine:

i. Cylinder charge mass (criterion for iteration procedure)
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ii. Pressure
iii. Temperature

The model is thus prepared for the next cycle, thus offering a means
for undertaking multi-cyclic modelling.

6.4 SAMPLE INTERACTIVE TERMINAL DIALOGUES

The sample terminal dialogues presented in this section show the
three available ways in which the simulation program may be
implemented:

1. Loading new engine dimensions

ii. Maintaining engine dimensions, but varying load conditions

iii. Repeating certain load conditions already on file.

The objective filename used here is 'wwe', standing for 'wall-wetting-

engine’'.

6.4.1 Loading New Engine Dimensions

In the remainder of this section words typed by the user are shown in
lower case while camputer responses are printed in upper case except
vhere dimensional units are indicated. The following is a typlcal
dialogue to run the program and specify new engine dimensions and load
specifications:

THIS PROGRAM SIMULATES WALL-WETTING DIESEL ENGINE COMBUSTION.

ENGINE DIMENSIONS AND OTHER OPERATING CIJI\DITIONS ARE READ FRM
EXTERNAL: FILE BY ENI‘ERING THAT FILENAME. IF YOU WISH TO ENTER NEW
SPECIFICATIONS TYFE 1, AND FOLLOW THE INSTRUCTIONS TO CREATE A DATA
FILE, ELSE PRESS 'RETURN' OR TYPE ANY OTHER NUMBER.
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ENTER NEW DATA FILE-NAME

file.dat

INPUT FILE-NAME WITH INJECTION PRESSURE DATA
inj.dat

IF ENGINE DIMENSIONS ARE SIMILAR TO THOSE IN AN EXISTING DATA FILE
TYPE 2 ' |

ENTER THE FOLLOWING ENGINE SPECIFICATIONS:

STROKE (m)

|

|

|

0.08598

CYLINDER BORE (m)

0.10305

CIMPRESSION RATIO

19.05 ' |
\

CONN ROD LENGTH (m)

0.1495

TO INPUT DIMENSIONS RELATING TO THE COMBUSTION BOWL, IT MAY BE
NECESSARY TO HAVE WITH YOU THE SKETCH SHOWING THE NOMENCLATURE OF THE
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PISTON BOWL GEOMETRY. IF YOU WISH TO SUSPEND THE RUNNING OF THE
PROGRAM AT THIS STAGE TYPE 971; ELSE TYPE ANY OTHER NUMBER

The above statement is used to allow the user to suspend the program
in a situation where the user may be unfamiliar with the nomenclature
used to specify bowl geometry. This is illustrated in Figure 2.5 -
with the correct nomenclature. The ‘'awkward' nunber 971 is
deliberately chosen to avoid inadvent suspension of program execution.
1

INPUT ANGLES ALPHA AND BETA (IN DEGREES)

0, 180

INPUT RADII R1 AND R2 {mm)

0., O.

INPUT HB AND DB (mm)

24.5, 45.0
INPUT SWIRL RATIO AT INLET VALVE CLOSURE

2.0

ENTER THE FOLLOWING FbR THE INJECTOR:
NUMBER OF HOLES

1,

NOZZLE DIA, (mm)

0.34
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ENTER THE FOLLOWING VALVE TIMINGS:
INLET VALVE CLOSURE (DEG. CA, ~VE IF BEFORE TDC)

-137.
EXHAUST VALVE OFENING (DEG. Ca)

126.

ENTER 'I'HE FOLLOWING LOAD SPECIFICATIONS:
ENGINE SPEED (RPM)

1500.

INJECTION DYNAMIC TIMING (DEG. ATDC) .
-9.0

INJECTOR NOZZLE DISCHARGE COEFFICIENT
0.45

INJECTION DURATION (DEG. Ca)

20.

CHARGE VOLUMETRIC EFFICIENCY

0.887

IGNITION DELAY CAN BE ENTERED IN EITHER ONE OF THE FOLLOWING FORMS:

1, IN DEG. CA
2.  IN MILLISECONDS

3. DEFAULT- THE MODEL CALQULATES ONE USING HADENBERG AND HASE'S
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BOUATION

TO CHOSE YOUR OPTION TYPE THE NUMBER BESIDE IT.

INPUT IGNITION DELAY (DEG. CA)

9.0

ENGINE LOADING CONDITION.

ENGINE LOAD CAN BE SPIED AS ONE OF THE FOLLOWING:
1. AIR/FUEL RATIO

2. VOLUME OF FUEL INJECTED

TYPE IN THE NUMBER BESIDE THE OPTION YOU PREFER

INPUT THE A/F RATIO

45.

A short delay follows after the last response as a new input data file
is created. Then a sumary of the input conditions is displayed on

A SUMMARY OF INPUT CONDITIONS:

1500.000 rRPM
0.086 metres

Engine Speed
Stroke
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Bore = 0.103 metres

Comp. Ratio = 19.100 metres

Start of Injection = ~9.000 ATDC
Injection Duration = 20.00 Deg. CA
Injected Fuel Vol. = 19.1000 mm**3/stroke

INPUT PERCENTAGE EGR - 0, 10, 20 (INTEGER)

Thiscompletes the data input stage and simulation automatically

follows. At the end of injecticon, the camputer prints on the screen
the injection duration and the end of injection. This is given in
order to assist the user to select the correct wvalue for injector
nozzle discharge coefficient so that the experimental and computed
values of injection duration are equal. Also given at this stage is
the turbulence strain rate (1/7) which plays a central role in the
modelling of asmoke. The format of the results, for the above data,
appear on :the screen as follows:

END OF INJECTION (ATDC) = 11.75
INJECTION DURATION (DBEG. CA) = 20.25
TURBULENCE MIXING RATE (1/s) = 98945.25

Another delay follows as the rest of the simulation proceeds, before

the model displays values of exhaust emissions in the following
format: )

NET EXHAUST SMOKE (AT NTA)
EQUIVALENT BOSCH UNITS
EXHAUST NO,, EMISSION (AT NTP)

0.37634 gr/m**3
4.552
1511.88 ppm

A data file called DATA.NEW is also created which contains detailed
crank variations of all the data outlined in Section 62 . This is
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presented in the format:

Crarnk Angle, [All other variables]

6.4.2 Varying Engine Loadirng

When simulating the same engine under various load conditions desired,
it 1s not necessary to go through all the steps outlined in 6.4.1
above. The first three responses by the user are the same as those
above, save for a change in the data file name, until the following
pramting fram the camputer:

IF ENGINE DIMENSIONS ARE SIMILAR TO THOSE IN AN EXISTING DATA FILE
TYPE 2

INPUT THAT FILE NAME

file.dat

The camputer will then copy engine dimensions from 'file.dat' into the
new file-name and only ask for the engine load as in 6.4.1, starting
fram:

ENTER THE FOLLOWING LOAD SPECTFICATINS:
ENGINE SPEED (RPM)

The remainder of the dialogue is idenfical to that given in Section

6.4.1 above, and the display of input data sumary and modelling
results is the same. ‘

6.4.3 Repeating Data on File
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This is the simplest method of implementing the simulation model.
The response to the first introductory pramting is to press 'RETURN'
and the computer proceeds to give the following prompt:

INPUT DATA FILE

Then only EGR needs to be specified.
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Table 6.1: Conversion From Mass Concentration to BOSCH units

SOLID CONTENT BOSCH UNITS SOLID CONTENT BOSCH UNITS

(gm/cubic metre) (gn/cubic metre)
0.028 1.0 0.279 4.0
0.033 1.1 0.295 4.1
0.037 1.2 0.311 4.2
0.041 1.3 0.329 4.3
0.046 1.4 0.347 4.4
0.051 1.5 0.366 4.5
0.056 1.6 0.386 4.6
0.062 1.7 0.407 4.7
0.068 1.8 0.429 4.8
0.074 1.9 0.450 4.9
0.079 2.0 0.474 5.0
0.086 2.1 0.499 5.1
0.092 2.2 0.525 5.2
0.099 2.3 0.551 5.3
0.107 2.4 0.579 5.4
0.115. 2.5 0.607 5.5
0.123 2.6 0.636 5.6
0.131 2.7 0.666 5.7
0.139 2.8 0.698 5.8
0.147 2.9 0.730 5.9
0.156 3.0 0.763 6.0
0.166 3.1 0.796 6.1
0.175 3.2 0.832 6.2
0.186 3.3 0.869 6.3
0.197 3.4 0.906 6.4
0.209 3.5 0.943 6.5
0.222 3.6 0.980 6.6
0.236 3.7 1.019 6.7
0.249 3.8 1.058 6.8
0.264 3.9 1.097 6.9
0.279 4.0 1.136 7.0
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CHAPTER 7

MODEL SIMULATION RESULTS

7.1 INTRODUCTION

A brief synoﬁ:sis of engine performance variables that may be
calculated using the model were ocutlined in Section 6.3 above.
Detailed results, such as those outlined in Section 6.2 are recorded
on a data file so as to make graphical representation and diagnostic
analysis oonvenient. All the results on the output file may be
plotted against crank angle, from the start of injection to the
opening of the exhaust valve. 1In this chapter, comparison is made
between calculated variables using the model under several engine test
conditions, and experimental results measured under similar operating
conditions. The following is a list of parameters against which the
engine variables are investigated:

i. effect of injection dynamic timing
ii, effect of engine speed
iii. effect of overall air/fuel ratio (load)

Variables which are not easily measured experimentally, such as air
entrainment, have been given for completeness, and also to provide
diagnostic tools for analysing engine performance. As the suitability
of assumed mass fraction, temperature, and velocity profiles are not
readily perceived from the resulting pressure trace in the model,
other means of evaluating these have to be sought. In this case the
accuracy in the trends of predicted exhaust emissions have been used
since NO, and smoke emission levels are sensitive to local values of
equivalaence ratio and temperature. However, owing +to the
mxavail’pility in the published literature, of empirical data relating
to time dependent local concentrations of cambustion products in wall-
wetting type engines, only the final value, measured when the exhaust
valve opens, has been compared.
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7.2 DETATILS OF EXPERIMENTAL ENGINE

Validation of the model against empirical results is based on data
collected at General Motors in comnection with research on a similar
engine (31, 58), with the following specifications:

Number of cylinders = "1

Stroke = 85.98 mm

Bore = 103.05 mm

Conn. Rod = 149.50 mm
Compression Ratio = 19.05

Bowl Volume = 31.80 millilitres.

The geometrical shape and dimensions of the piston bowl are
illustrated in Figure 7.1, and the CAV pintle injector nozzle
specifications are summarised below:

Number of holes
Opening pressure

1
130 bar

The nozzle cross-sectional area corresponding, respectively, to a
needle lift range 0-0.9 mm, varied from O to 0.61 mm?. Table 7.1
gives the set of conditions under which the engine was operated +to
obtain the results listed below:

i. Cylinder pressure

ii. Smoke

1ii. NO,

iv. Specific fuel consunption
v. Mean effective pressure.

A semi-empirical heat release diagram, based on the measured cylinder

pressure was also calculated, and this has been used to campare with
the heat release diagram calculated using the model. The baseline
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load conditions for the engine, which was used as reference, are as
follows: |

Engine speed = 1500 xrpm

Air/fuel ratio = 45.0

Injection timing = -9.0°CA

Fuel injected = 19.1 mm3/STROKE.

While maintaining the charge air mass constant, engine load was varied
by adjusting the quentity of fuel injected to cbtain the desired
overall Air/Fuel ratio.

7.3 RESULTS AT BASELINE (I)NDITION

To illustrate the nature of graphical results that are possible from
the model, a comprehensive set of graphs is given only at baseline
condition, For conditions other than baselines only the essential
variables are investigated and presented in parametric form in
paragraph 7.4. '

7.3.1 Cylinder Pressure

Pressure in the cylinder is one of the most fundamental and easy to
measure variables in engine experiments, providing a fairly accurate
preliminary picture of engine performance and response to parametric
variations. Figure 7.2 shows results of the present model against
empirical data at baseline condition. Good agreement between the two
results is cbserved at this condition. To test for the correctness of
trend under varying load, timing and engine speed, parametric results
are provided in a subsequent section of this chapter.

7.3.2 charge Mean Temperature

Martin and Ahmad ‘(31) have given a ;omf-u{-eé' estimate of the bulk gas
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temperature based on an ideal gas calculation. Although it is not
possible to accurately evaluate the model on the basis of their
calculated results, it is however expected that general order of
magnitude and trends with crank angle should show falr agreement.
The two bulk gas tenperatures are illustrated in Figure 7.3(a) where
it is seen that the model calculates a lower temperature than that
cbtained by Martin and Ahmad. This can be improved by increasing
intake alr temperature in the model from 333K to 400K. The improved
trend is shown in Figure 6.3(b). A similar improvement can also be
cobtained if, instead of raising intake air temperature, the
polytropic exponent used during the pre-injection period was raised
fraom 1.325 to 1.37. However, this does not offer a suitable solution
as it also leads to a higher cylinder pressure.

For campleteness, parametric responses of charge temperature to engine
speed, timing, and air/fuel ratio are discussed in section 7.4. As
Martin and Ahmad did not give corresponding values for these, only
outputs £rom the present model are provided. |

7.3.3 Cther Computed Results

The charge mean temperature in the mcdel is calculated from a weighted
average between the temperature of the Wwming =zone and its

surroundings, as shown in equation (6.2). The values used in plotting
Figuore 7.3 were calculated in this way. In Figure 7.4 the
corresponding temperature of the burning zone for the baseline
condition is illustrated. The early portion of the burning zone
temperature shows a very high rate of increase which can be explained
in terms of the assumed conceptual burning zone volume. The initial
value of this volume is calculated from the thickness of the gasecus
stream boundary layer, which is very low, thus resulting in a rapid
increase in temperature as the initial pre-mixed charge in the
boundary layer is bumed. This transient in temperature, however,
does not significantly affect NO, or smcke emission levels predicted
at a rate limited by their respective kinetic rates. In both cases,
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this is lower than the rate of rise in Figure 7.4. As earlier

| discussed in paragraph 6.2, this temperature is significant in
determining the formation of NO, and particular carbon (smoke) during
combustion. '

The major controlling variable for the temperature is the air
entrainment rate from the surrounding air into the jet. Figure 7.5
shows variation of air entrainment with crank angle, and in Figure 7.6
the corresponding heat release rate is illustrated The dominance of
mixing controlled combustion in diesel engines is not obvious from
the two diagrams, especially as the entrainment rate cuxrve is not
identical to the heat release rate diagram. This is because in wall-
wetting engines, a further limitation on the heat release rate is
effective, wviz. the rate of fuel evaporation from the piston wall.
This was discussed in Chapter 1 where the rate of combustion was given
by the following equaticn:

mll
%2, (1.27)

™ ooyp ¢ MIN [m"g, ———

Equation (1.27) implies that cambustion proceeds at a rate controlled
by the lower rate between air entrainment and fuel evaporation. The
results of Urlavb (34), demonstrated in Figure 1.21, illusirate the
strong influence of fuel evapcration rate on heat release rate. The
results in Figure 7.6(b) show a similar trend is obtained in the
model. The rate of heat release is seen to follow the rate of fuel
evaporation (depicted by the rate of diminution of mean film thickness
due to evaporaticn).

In Figure 7.7, the variation of mass transfer mmber, B, i1s shown to
have a form identical to that of the burning zone temperature due to
the dominance of ‘temperature effects on enthalpy which is the basis
for the definition of B.

The instantaneocus mass fractions of fuel injected, evaporated and
burned are depicted in figure 7.8. The slow rate of evaporation
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(lasting 60 degrees crank angle or more), which is a characteristic of
wall-wetting diesel engines as has been observed experimentally by
Miller (41), and also by Meurer and Urlaub (40), further illustrates
the point made above with respect to the shape of the heat release
rate. It is quite likely that this significantly contributes to the
severe unburnt hydrocarbon emissions associated with wall-wetting
engines.

Tha results for the predicted exhaust emissions at baseline condition
- smoke and NO, are shown in Figures 7.9 and.7.10. The smoke results
are obtained from the simultaneous solution of equations (2.17),
(2.19), and (2.40) to give the net soot formed at every crank angle.
The method used in the soot model of Kyriakides et al (8), based on
calculating the difference at exhaust valve opening between the
cumilative soot formed and that oxidised has been replaced by an
algorithm in which the two processes proceed simultanecusly. It is
clear from the figure that oxidation occurs mainly during the high
temperature pericd and :apidly subsides as the tetr%ra’cl.xre drops below
1600K.

As has been pointed cut in Chapters 2 and 6, the rate at which NO is
formed in the engine is governed by the Zel'dovich kinetic mechanism,
The differential equation in (2.39) represents the rate equation which
is integrated to yield the results in Figure 7.10. The kinetic rate,
which is highly dependent on temperature, is shown to be much slower
than equilibrium concentration rate.

7.4 INFLUENCE OF OPERATING PARAMETERS

In discussing cylinder pressure, the results are presented on two sets
of diagrams for each of the three parameters investigated (i.e.
timing, speed and overall air/fuel ratio). The £irst diagram
illustrates the level of agreement in trends between experimental and
predicted pressure as the parameters are varied. The second set shows
individual predicted pressure traces to illustrate agreement in orders

167




of magnitude and trends with respect to crank angle.

7.4.1 Effect of Injection Timing

Experimental results of Martin and Ahmad (31) show that advancing
injection timing increases the pesk pressure in the cylinder, leading
to sharper and louder cambustion noise. This effect is demenstrated
by the model in the results shown in Figure 7.11{a and b), and in
Figure 7.11(c), good agreement between individual traces is shown..
In Figure 7.12, the influence of timing on charge temperature is also
illustrated, although as explained earlier, it has not been possible
to corrchorate these with empirical -results.c“rlgﬁv%r %};hi Fezﬁfessure
demonstrated is acceptable since higher cylinder tempacatire, and o &
trend identical +to that shown in Figure 7.11 would zresult. - Figure
7.13, showing variation in heat release rate, is based on the
calculation by Martin and Ahmad (31) from measured cylinder pressure.
Corresponding results from the model are overplotted, showing fairly
good parametric response.

Figure 7.14(a) illustrates the effect of injection timing on exhaust
smoke at the baseline engine speed and overall Aixr/Fuel ratio. Also
plotted on the same figure is the empirical trend. Computed values
show that corresponding t¢© low temperature in the cylinder at
retarded timing, low smoke levels are result. However the
experimental results show a mixed trend with an increase in smoke
emission as timing is retarded, followed by a reduction in smoke for
very retarded timing. Plee (58) attributes this variability partly to
the effect of timing on the location where the fuel spray strikes the
piston wall. The CQONCHAS flow model computations for the turbulence
flow field, illustrated in Figures 1.27 and 1.31, imply that if the
fuel spray strikes the wall in the bottom half of the bowl,
relatively high exhaust smoke would result due to reduced turbulence
mixing. This may also be inferred from the measurements of Brandl
et a1l (124), as correlated by Dent (19), for turbulence mixing time
at the base of the combustion bowl. Based on the argument that
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fuel concentration is highest in the base of the bowl, Dent shows
that high smoke emissions result due to low rates of turbulence
mixing. As these effects could not be investigated realistically
owing to the fact that experimental data were not so detalled, and
also the model does not effectively take into account piston bowl
geometry, i1t can only be assumed that these factors contribute
significantly to the wvariability in the results.

The level of NO, in the exhaust is highly dependent on temperature,
and linearly on oxygen availability. Advanced timing, therefore,
results in higher NO, levels corresponding to the high temperatures
illustrated in Figure 7.12. The results of the model predictions in
Figure 7.14(b) illustrate these trends fairly well. Some variability
would be expected due to the linear variation of NO, with oxygen
concentration. This reflects the level of acceptability of the
assumed scalar quantity profiles and the air entrainment rate
function.

Specific fuel consumption is frequently used in intermal combustion
engines as a criterion to measure performance rather than brake
thermal efficiency. It is defined as the rate of fuel consumption per
unit of brake (or indicated) power. The mean effective pressure gives
an indication of power output per wunit of swept volunme. The
experimental data are reported on the indicated basis (i.e. i.s.f.c
and i.m.e.p) and so may be directly campared with the cutput from the
model. As the results of Martin and Almad do not show pressures
corresponding to the exhaust and induction strckes, the mean effective
pressure and the specific fuel consumption calculated in the model
cannot be adegquately analysed with respect to any departure from
experimental results. Consequently, 'dumy' mean effective pressures,
based cnly on the portion of pressure given by Martin and Ahmad, have
been plotted instead. These are given in Figures 7.14(c), 7.17(c),
and 7.21(c), showing good agreement within this limited range.

7.4.2 Effects of Engine Speed
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The motored component of the pressure traces cbtained by Martin and
Ahmad increases with increasing engine speed. This is mostly due to a
reduction in heat transfer and to a lesser extent, blow-by during
compression  both of which lead to increased temperature and pressure,
To obtain the results presented here at the high engine speed (i.e.
higher than 2000 xpm), it has been necessary to increase intske
temperature as engine speed increases, otherwise low motored pressures
are obtained. Figure 7.15 shows the effect of engine speed on
cylinder pressure. Increasing engine speed results in a monotonically
rising peak pressure. This may be attributed, in part, to improved
air/fuel mixing that results from the high level of air movement.
The effect of this on emissions is a reduction of exhaust smoke (14),
and, resulting from the higher charge temperatures (illustrated in
Figure 7.16) an increase in NO,, levels. The results shown in Figure

"~ 7.17(a and b), thus render support to the idea of improved fuel-air

mixing at high engine speed. Similar trends can also be cbserved with
the conventicnal diesel engine (125). In Figure 7.17(c), the 'dumny'
mean effective pressures are illustrated, showing fair agreement in
magnitudes as well as trends.

Figure 7.17(b) shows an almost linear increase in NO,, with increasing
engine speed. Although this is in agreement with the explanation
given in the previous paragraph, Plee (58) appears to suggest that
this depends on the baseline A/F ratio, and quotes results which show
decrease in NO, with increasing engine speed for a lower Air/Fuel
ratio. This implies that there is a level of overall Air/Fuel ratio,
at a given engine speed, for which optimm turbulence mixing
conditions in the engine obtain. The work of Morris (24) referred to
in Chapter 1 locked at this effect in conventicnal DI diesel engines,
and concluded that the ratio of jet to cross swirl momenta constituted
the controlling parameter. It is thus possible that the same
parameter is also effective in wall-wetting engines. This has been
one of the underlying assumptions in the design of the simulation rig
used to obtain the results in Chapter 5. Section 7.4.3 discusses in
more detail the effect of Air/Fuel ratio on other engine performance
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the injection duration). This is one of the areas of further
investigation, especially if hydrocarbon emissions predictions are
to be included in the modelling procedure.

The experimental results in Figure 7.20 show that as the load is
increased (i.e. reduction in Air/Fuel ratio), there is a general
reduction in magnitude for the portion of heat release rate
representing the premixed region. Plee (58} attributes this to
increased wall deposition of the fuel at high load due to increased
jet momentum associated with a high rate of injection. This effect
has also been demonstrated by the model results, The general trends
for the smoke emissions results in Figure 7.21(a) show fairly good
agreement. Increasing Air/fuel ratio also causes a decrease in NOy
emissions, (Figure 7.21(b)) which would be contrary to Plee's results
as depicted in Figure 1.15. In fact Plee's discussion on Figure 1.15
suggests that he interprets the results to inply increased NO,
emission results from high air/fuel ratio. However, the index used to
normalise the results (i.e. grams of NO, per kilogram of fuel) is
rather misleading. It can easily be shown that the data in Figqure
1.15 can be converted to the more familiar units of parts per million
(ppm) by the following eguation:

Wexh 103

ppm = N (WNO ) (L7AFR) (7.1)

where Wg,4,, Wyg = Molecular weights of exhaust products and NO

respectively.
N = g NO/kg of fuel
AFR =

Overall Air/fuel ratio.

Applying equation (7.1) to Plee's results in Figure 1.15 shows the
trend illustrated in Figure 7.21(b) which is opposite to the original
trend. Bearing in mind the strong influence of temperature on NO
formation, the experimental pressure trends in Figure 7.18{(a) would
appear to suggest that the temperature trends in Figure 7.19 are
reasonable, in which case a reduction in NO with increasing air/fuel
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ratio would be more likely. This, however, cammot be conclusive as
the discussion in Chapter 2 has pointed cut, production of NO is also
linearly dependent on the availability of oxygen which controls the
rate of the daninant reaction in the Zel'dovich mechanism.

7.5 COONCLUSICON

The discussion of results presented in this chapter has emphasised the
correctness of trends rather than magnitude due to the multiplicity of
factors that influence the magnitudes. In a simplified
rhencmenological approach such as adepted here, such factors cannot be
investigated in sufficient detail and accuracy without losing scme of
the initial cbjectives outlined in Chapter 3. It is thus understood
that parametric studies may be carried out to yield reliable analysis
. once accurate trends have been established.

The importance of air motion is illustrated by parametric results
-inwolving engine speed, where it has been shown that increased fuel-
air mixing enhances engine cambustion and also leads to reduced
exhaust smoke. The experimental results of Plee (58) show that the
wall-wetting engine produces more smoke and NO, than IDI engines, but
lower NO, than the traditional DI engine.

One of the major advantages of the wall-wetting engine is reduced
engine noise. The model has been successful in predicting this by
showing the reduced magnitude of the pre-mixed region of the heat
release rate in comparison to that in other DI engines.

The results illustrate the general applicability of the model to +the

investigation and analysis of engine performance. Areas of further
investigation have been hightighted by results.
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Table 7.1: Injection and Combustion Characteristics

DATA SET ENGINE A/F INJECTION INJECTION IGNITION

NO. SPEED RATIO TIMING DURATION - DELAY
(RPM) (ATDC) (° @) (° )
1 1500 45 -20 - 20.0 14.0
2 " n -14 " 11.0
3 [ . Hn _g ) n 9 . 0
4 " n -_7 n 10. 0
5 [1} H _2 n 8 o 0
6 " 60 =11 18.0 11.0
7 “ 30 -10 28.0 10.0
8 " 25 =10 29.0 10.0
9 600 45 -7 20.0 7.0
10 1000 " -9 22.0 9.0
11 2000 n -14 24.0 14.0
12 2400 n -18 27.0 18.0
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CHAPTER 8

CONCLUDING DISCUSSION

8.1 DISCUSSION

Cne of the major points of uncertainty in wall-wetting engine
performance relates to the identification of dominant parameters that
influence the rate of burn. Whereas Martin and Ahmad(31) were only
able to estimate the rate of combustion to be slower than the fastest
rate as determined by the injection rate, but faster than the slowest
rate as determined by the total burn duration, this model has
demonstrated that rate of fuel film evaporation is the dominant
variable. This corrcborates the results of Meurer and Urlaub(40) shown
in Figure 1.21, and alsc explains the smoocth combustion which resutts
in 'gentle' pressure curves obtained by Martin and Ahmad and also by
other workers. The slow rate of evaporation (typically up to 100
Degrees Crank Angle) demonstrated by the model is corroborated by the
empirical results of Miiller(4l) which were cbtained in a fired engine
using fuel with a slightly lower latent heat of vaporisation (see
Table 5.2). As a result, the wall-wetting engine is characterised by a
slower burn rate (see Figure 7.8) than the convetional DI engine as
demonstrated in Figures 2.27 to 2.30. Due to the reduced surface area
of the fuel discussed in the literature survey (p.9), there is little
of the initial pre-mixed charge that charactrises conventional DI
engine burning immediately after auto-ignition. The heat release
diagrams in Figures 7.13 and 7.20 illustrate this point clearly.

Since in the low engine speed range air swirl is proportional to
engine speed(20), the increase in the mass fraction of unburnt fuel as
engine speed reduces is a result of the progressive reduction in the
relative velocity of swirl air on the film surface, which leads to
unsatisfactory evaporation rate, and hence poor burn rate. The model
has been successful in predicting this behaviour, which was cne of the
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reasons that led to the development of the 'Controlled Direct
Injection' engine discussed under literature survey. It thus offers a
possibility for analysing load effects on the performance of the wall-
wetting engine, especially under extreme load conditions.

Some assumptions in the mathematical model have been tested for
realistic behaviour in a set of experiments designed to investigate
characteristic dimensions of the injected fuel film as it develops on
the piston wall. The optical methods used have highlighted important
details about the fuel film and its subsequent evaporation into the
air stream. Section 5.6 summarises some of the findings from the
experimental work in as far as they affect the modelling concept.

8.2 COONCLUSION

A method for modelling combustion and engine performance in a direct
injection wall-wetting diesel engine has been demonstrated. The
proposed model draws on a consistent and coherent set of ideas from
Fluid Mechanics, Heat and Mass Transfer, and Combustion that have
formed the basis of the conceptual framework. The model has
successfully been applied to the evaluation of a single cylinder
‘experimental engine and shown to be fairly reliable over a wide load
range (Air/Fuel ratio from 25 to 60), engine speed (from 600 to 2400
RPM), and injection timing (from 20° BTDC to 2° BTDC).

Exhaust emission modelling has been improved through the use of more
efficient numerical techniques to solve differential equations and

systems of linear and non-linear equations. General trends have been
 predicted fairly accurately under most of the conditions investigated.

8.3 RECOMMENDATIONS FOR FUTURE WORK

In the course of carrying ocut the experiments, it has become clear
that there is need for more investigation on the governing eguations
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for the behaviour of the film as it develops on the piston wall.
Although the simplified equations based on wall jets have been able to
yvield good predictions for penetration and velocity along the wall,
they do not provide detailed information about the hydrodynamic nature
of the fuel f£film. There is need to study the formation of ripples on
the surface of the injected film, and whether these have any bearing
on the level of exhaust emissions, especially unburmt hydrocarbons. '

Another aspect of the present work that needs further investigaticn is
the significance of piston bowl geometry in influencing engine
performance. This has been briefly discussed with respect to the level
of smoke emissions at different settings of injection timing. The
disparity in the results has been partly attributed to the changes in
impingement location as injection timing is wvaried. It is thus
necessary, for accurate predictions of smoke and unburnt hydrocarbon
emissions, to address bowl geometry effects in detail. This cannot be
achieved effectively with the phenomennlogical scheme adapted in this
work, and may entail incorporation of multi-dimensional features in
the model. The benefits of a more rigorous and fundamental approach in
this case justify the relatively marginal sacrifice in computation
time.
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APPENDIX A

EQUILTBRTUM CALCULATIONS

By assuming that the cambustion reaction can be approximated by the
following equation:

G, Hy + Air —---H+O+N+H2+OH+O:)+NO+02+H20+002+N2
the appropriate balanced equation can be written as:

m
yIGH, + (n+z)(02+3.76 Nz)]——X1H+X20+X3N+X4H2+x50H+

®g O+ X7 NO + Xg O + X9 H)0 +
X10 @ + X1 Ny

!

;1 = mole fraction of product specie i.
moles of fuel that will give one mole of carbustion
products.

kg
I

The left hand side of the reaction equation can be given as:
y(nC+rnH+r02+r1 Nz)

where r

n + m/4
3.76r

]

e |

Atcm mass balances for Carbon, Hydrogen, Oxygen and Nitrogen can be
carried ocut as follows:

C balance : Xg + X159 = ny {Al)
Hbalance:xl+2X4+X5+2xg=my (Aa2)
Obalance:X2'+X5+x6+x7+2x8+x9+2xlo=2:cy (A3)
N balance : X3 + Xy + 2X14 = 2ryy (Ad)




When properly balanced and solved, the mole fractions will add
up to unity, i.e.

Ji

X; =1 : (A5)
i=1 i
Equations Al to A5 have to be solved simultaneously, but as there are
12 unknowns - Xy and y - we need to introduce seven more equations.
By Introducing 7 equilibrium constants chosen to represent seven non-
redundant reactions, the equations can be made soluble. The following
reactions are considered:

1/2 Hy —H Ky = X, PY/2/x,1/2
1/2 0y —=0 ky = Xy PL/2/xg1/2
1/2 Ny —N kg = X3 PL/2/x,,1/2
1/2 Hy + 1/2 0y —CH ky = Xs/(Xg1/2.%,,1/2)
1/2 0y + 1/2 Ny —=NO kg = Xp/(Xg1/2.%,,1/2)
Hy + 1/2 0, —H,0 kg = Xg/(X4.%gl/2.P1/2)
@ + 1/2 0y —~00, ko = Xyo/(Xg-Xg1/2.P/2)

ki to ky represent partial pressure equilibrium constants for the
respective reactions, and P is the total pressure (in atmospheres) in
the cylinder. By making proper substitutions as shown below, it is
possible to re-write equations (Al) to (AS) in texms of only four
variables: the mole fractions of Hy (X4), © (Xg), 0y (¥3), and N,
(X11):

X, =Cp x4 vhere C; = ky/P/2  (a6)
- 1/2 - 1. /pl/2

Xy G Xg where Cy = ky/P (A7)

X3 = Cy Xy;17/2 where C5 = ko/PL/2  (a8)

Xs = C4 X41/2 X81/2 where C4 = k4 (AQ)

Xg = Cg Xg.Xgl/2 where Cg = kgP/2  (all)

X10 = Cy.Xg.Xg/2 vhere C; = k;.PM2  (a12)




Re-arranging equation (Al) gives y as:

X6 + Xlo

n

(A13)

Substituting equaticns (A6) to (Al3) into egns. (A2) to (AS) vyields
four equations of the form:

£y = £5 (X4, Xg, Xg, X19) = 0

The four eguations are non-linear, and so are solwved iteratively using
Newton-Raphson for a system of equations. This involves linearising
the equations by formulating the following matrix equation:

r—— S — -— - -
9t af 0f df
3%y 3 Xg 0x%g 0%y
of 9f 9f5 of
3%y 9Xg d%g 0Xqq
af of Y 052 | - )
3%y 9%g dXg 0%
0y afy 0% dfs
0Xy dXg d%g 3%
- —— S — e —

" The linearised equations are solved using Gaussian elimination to give
the first approximations of AX,, AZXg, AXg, AXyq from which:

X'j = Xj +ij where j=4, 6, 8 11
Using this new approximation as the next input in the solution of the
matrix, the procedure is repeated until convergence is obtained in all

the f; (they should all approach zero). The following expressions
represent the partial derivatives involved:

1 -1/2 172 , 1 -1/2 ., 1/2
——-=§ClX4/+2+2C6x8/+-2-C4X4/x8/



3£,

0%g

af]_

0%y1

Nl =

df;

d%,1

0fy

a3y

d £,

6X6

0f,

0Xg

dafy

0%y 4

0fy
6X4

[}
o

d£5

0%

3f3
dxg )

a4 (1 + ¢ %gM/%)

1/2 -1/2
[Cy %42 + 2 C5 Xy - g C7 Xg) %™/

1/2 -1/2 1/2
- 4 + (2 - 4;) C; X572
1

1/2 ¢ =172 , 1 -1/2 , 1
5 Ca X2 xg P e S Xy Xg 2 DL+ (2-9)) Gy X ]

“1/2 1 1/2 ¢ -1/2
Xg /2 ¢ 2+ C5 % M2 x5V

1/2 o 1/2
C5X8/ X11/

o [1 + G Xg'/%)

1 -172 , 1 1/2 o ~1/2
5 C7 X6 d2 Xg / +§°5X11/ %~/




df3 1 1
-1/2 1/2 ¢ -1/2
— =2+ 5 Cy X M2+ 5 cg %12 x5V

0%y
of
J=1+%Cl X4-1/2+%C4 X81/2 X4“1/2+C6 X81/2
0%,
of
dxg
of '
— 4 1+ lie e %2 kg %y 4 C X+ O Xyq1/2].x"1/2
5 LG+ Gy Xy 6 ¥4 6 * C5 X11 8
d%g
of
ML g % C3 X172 + % Cs5 Xg'/2 %,,71/2
0%y,
m
where f1=x1+ZX4+X5+2)(9“-ﬁ(X6+X10)=0

2n
fp =% + X5 + Xg + X7 + g + Xg + 2K1g - — (X5 + Xyp)

f3 = X3 + X7 + 21 - — (X5 + X3)
f4=X1+X2+X3+X4+Xs+x6+x7+X8+XQ+XIO+X11—1



APPENDIX B

REQUIRED INPUT DATA (see Figure 2.7)

.

2, ©

3. h
. 4. ry, Iy
5. 8

Define rg = dg/2.

1. Curve (1):

This part is defined by the basic equation for a straight line:
y=m X+ C (B1)

whereml

tan @
/2 -

=2
il

At X = rg, ¥ = h, so that equation (Bl) can be expressed as:

h

rB .ml + Cl

from which i =h- my.rp : {B2)

2. Curve (2):

This represents en arc of radius ry, centred at y = ry (the x-axis
forms a tangent to the arc). To determine the coordinates of the

BOWL GEOMETRY CALCULATIONS
. 1
centre, a 1line parallel to curve (1) at a distance ry from it, is



defined by:
y' o= mq X+ C'l

The dlagram belcw shows a graphical representation:

Ay

The slope of line y' is equal to that in equation (B1), i.e.
with a different intercept, C'; defined by:

C'y = G +AY

Ay 1s defined by the following equation:

S |

AY =
cos @

Combining equations (B2), (B4) and (B5) yields:

T
C'y =h -rg.tan @ +

cos @

(B3)

ml, but

(B4)

(B5)

(B6)

Equation (B3) intersects the line y = ry at the centre of the circle

for which curve (B2) forms a part, so that:

r1=le+C'1

(B7)

which then yields the X-coordinate for the centre of the circle by:




X, = ' (E8)

The corresponding y-coordinate is:

¥y =1y (B9)

The equation defining a circle of radius r;, whose centre is at (X,,
Yz) is: - '

X2+ y2 - 2. X - 27,y + 2 = 0 (B10)
where C‘2=X22_+y22—r12

By substituting equation (B9) into the definition, it is seen that C,
acquires the following simpler form:

C, = X2 (B11)

Curve (2) is defined between curve (1) on one side, and curve (3) on
the other. The arc meets both lines at tangents, so by translating
the axes so that the origin is at the centre defined by the
coordinates (X,, y,), the point of contact between curve (2) and curve
(1) is (X'12' ¥'q9) where Xy, and yy, are defined by: *

ml C“l ' c"l
5 Y12 %

x‘lz = - (512)

1+m1 1+m1

As X';, and y';, are taken w.r.t (X,,y,), the constant C"y is the
corresponding translated equivalent of C; defined by:

C"l = Y2 - (ml.X2 + Cl) (B13)

Written in terms of the original coordinate axes, the point of contact
between curves (1) and (2) is given by (X,,, Y1) where:



X1p = Xy = X'q9 ' . (B14)

Y12 =¥2 -~ ¥'12 (B15)
The point of contact between curves (2) and (3) is similarly derived,
after defining the equation for the straight line representing curve
(3). The slope for curve (3), m3, is:

where ¥=1/2 (7 -8) (B17)

3. Eqguation (B18) thus defines the straight line, curve (3).

y =mg + Cg | (B18)

The coordinates (X,,, Yog) define the point of contract between curves
(2) and (3) which is defined as shown in Figure (Bl).

X3 =X ~ 1y siny ' (B19)
Y23 =¥p - Ip cos ¥ (B20)

The point (X53, V¥pq) lies on the line represented by equation (18),
i.e.

Yo3 = Mg.Xp3 + % {B21)

From which the constant C3 is derived as:

C3 = ¥p3 = M3. X 23 (B22)

4. Curve (4):




The method used to find the centre of the arc (2) is also used to find
that of arc (4). A line parallel to (3) is drawn at a distance Ty
from curve (3). The centre of the circle lies at X = 0, so the
intercept corresponds to the y-coordinate. The equation is:

y' =mgX' + C'g (B23)
.
where 03‘ =C3 - -—2—__ (B24)
sin (3/2)

The equation for the circle of radius r, with a centre at (O, C'z) is
thus:

X2+ y2 =203y +Cp = 0 (B25)
where Cy = C'g? - )2 (B26)

This is defined in the interval O £ X £ Xg,.

The roots of equation (B10Q), in terms of X, and y respectively are:

X = X, +m (827)

y=zy ¢ 2% - X+ 2%y % - 1,2 (B28)

By assuming an elemental section of height dy to be a truncated cone
with a base radius of (X + dx) and an upper radius X, then the
corresponding slant height is:

S = (a2 + ag?)l/2 | (B29)

And the surface area of the sides of the cane is:




dA = r.s. (D + 4d) . (B30)

where D
d

2(X + d&X)
2X

The total surface area is obtained by integrating equation (B30):
A =J.rr s (D + d) (B31)
The bowl geometry is calculated as the volume of a

cylinder of diameter dg and height h, less the volume of any
protrusions into the cylinder i.e.

dez _
V = .h—J"[wry(ZX-i-dX)dx (B32)
4

Numerical integration is used in the model to determine answers +to
equations (B31) and (B32).




, Ax=ry Sin g
A - Ay=r, Sin ¢

FIGURE Bl: DERIVATION OF COMBUSTICN BOWL EQUATION




APFENDIX C

DERIVATION OF SWIRL MOTION BEQURTION

The equation describing the variation of swirl intensity in the
combustion bowl during compression is based on the assumption that
angular momentum is conserved. As the piston moves upwards through a
distance ds (Fig. 3.4), a proportion of air in the annular space is
displaced to the centxal zcne. This leaves a volume dV, which is
refilled by air pushing in fram the outer radii. Urlaub (15)
-expresses the mass of air vacating dV,; by the following equation:

va
dny = P« Wy o (1 - (C1)

where V, is the volume of the annular space and V the total cylinder
volume, both refering to a given crank position. The anmnular volume,
dav,, may be expressed by equation (C2).

&V, = Trgydr (c2)

The angular momentum of the air mass in wvolume av,, which is
transferred to the central zone may be expressed by equation (C3).

dol= I .wg (C3)

where I, the mass moment of inertia of the cylimirical element of mass
dm, with a radius (rg + dr) is defined as follows:

I=dm (xg + dr)? (c4)

The angular momentum in the section with thickness dry in Fig. 3.4(b)
is given by:

Xy =wg (rg + dry + dry)? dm, (C5)



andmtheiﬂ‘sectim, the angular momentum is

Aty =we, (rg + ) dry)? dny (C6)
i

In the 1imit, as dre0, equation (C6) may be given by equation (C7).
dyy =wg (g + jdr)z amy (C7)

The +total angular momentum transferred into the central =zone during

compression is obtained by integrating equation (C7) fram the closure
of inlet valve (IVC) to TDC.

X = J Wg (rg + f&)z dn (c8)

Re-arranging equation (C2) and substituting into equation (C8) yields
the following equation:

av.
o= {wo(rB+ [ a)zdm (C9)

A sﬂrplifyingassunptimmaybemadebyequatjngdvabothechangein
annular space due to the upward motion of the piston given in equation
(C10).

av, = E (82 -a2) . as (C10)

The integral within brackets in equation (C9) may then be expressed in
terms of the instantanecus stroke, s, and integrated, as shown in
equation (Cl1), from the start of compression (stxcke = Sy) to any
crank position (stroke = s).

r av, B%-g? rds

07!' gy 8 rg

— (C11)
S So Y

The variable y is camposed of the stroke, s, and the clearance height
Yo+ Substituting these into equation (Cll) and integrating, yields

the following expression:



S : 2 2
av B® - dy Y. + S
a o

[ : = e In [——] (C12)

So'n' rg Y 8 ry Yo + So

It is thus possible to express equation (C9) as shown in (Cl13).
s 2 2
B® - dy Yo * S

x=jwo[r5+ . 1n ( 1% . am (C13)

S, Ig Yo + Sp

'Ihisistheformmwhic}htheequaticn appearsmthépcmposednodel.

‘Urlaub (20) has suggested that for all practical purposes, the motion
of air in the cylindrical recess may be treated as that of a solid
body so that the angular velocity in the bowl at any crank position is
given by equation (Cl4), where &, is the angular momentum of air in

the bowl at the start of co_rrpression,
moment of inertia and mass of air.

oo +X
W =

Io is defined as follows:

I, and m, the corresponding

Cl4)

(C15)



APPENDIX D

THEORETICAL TREATMENT OF FIIM FLOW

The following analysis shows the derivation of the wvelocity decay
equation for a two-dimensional film flow on the wall, based on
momentum  considerations. Let us consider a control element such as
that illustrated in Fig. D1.

The force exerted on the film by shear stress at the wall is:
Fy = - t5 bAx (D1)

where b is the breadth of the film, which is considered constant. The
net momentum f£flux in the x-direction is:

M, = g—x (pUZ M) Ax (02)
The time rate of increase of momentum is:
d
AMg = 2= (PUg A .AX) | (D3)

The time wvariable is included as the flow of the injected film is a
transient phenomenon and, therefore, essentially time dependent.

A force balance on the control element yields the following:

(ty - to) b. Ax +§

X

(pU2 A) Ax +aa

—:l-:- (PU, A .Ax) =0 (D4)
The carbination p.A. Ax represents the mass of the element, which may
be expressed asAm, and A is the cross-sectional area of the film,
which may be given by (S.b). Expanding equation (D4) and dividing
through by the mass yields:

t; - U, U2 JA U, Ja Ju
BT, 0% % 0R Uk 0B 0U 05)
ps dx A 0x A 0dt Jd%



Applying continuity to the contrel volume yields:

p 9Ax - al (EAU,) Ax = aﬁ_ (pAAx) " (D6)
X

X

where q 1s the volume flow rate fram the surface of the film, per unit
length (m3/m.s). Expanding equation (D6) and dividing through by poax

gives:

YA . A BUR_
xa_x+aT"'A'a_x'q (D7}
nmitiplying through by U, /A in equation (D7):
sz LY u q
TR R Tt By o)

Equations (D5) and (D8) must be solved simultanecusly as they refer to
the same control volume. Subtracting equation (D8) from (D5):

(73 =~ 7o) u, au :
i o +Uxa_x+'a__x+ux<_:_=o (D9)
ps o9x 9t A

The continmuity equation may now be re-written as:

QU Yy 33U
U b——+b—+Ar-gqs= (D10)
ox t x

This can be seen to be so0 since the assumption of a constant £ilm
breadth, b, implies:

(D11)

Equations (D9) and (D10) are non-linear partial differential equations

describing the behaviour of gradually varying unsteady free-surface
flows.




(T3 -75) Uy W, q
Ll = + U, — + "+ Uk —_ =
ps ax t A

Ly =bU, % ap oy, a0k 0
= — — _,,_l-lq‘_-.
*ox ot x

the two equations can be linearly combined using
multiplier, A

L=Ll+)\L2=O

This gives the following expression for L:

Ti=To

UX
L =£(U) + bAgly) + ( ) + g (—-)\)
A

ps

merethefunctimsfandgaredefinedby:

W, 3,
£(U,) = (U, +\a) — + __=
* x Ox B¢t
) UBY 3y
g(¥) = Uy — + —

*3Ix Ot

£(Uy) will yield the total derivative, = , if:

dt

dax
— = U, +AA

dat

and g(y) will yield 3 if:

dat

&g
é

an unknown

(D12)

(D13)

(D14)

(D15)

(D16)

(D17)



Equations (D16) and (D17) mst be equal for this to be sensible, hence
A= O. Substituting this into equation (D12) yields the following
equation for the velocity decay:

q
= - U, — 7 (D18)
A ,

Although it may be possible to derive equation D18 from physical
arguments, with appropriate assumptions (91, 93), the importance of
starting the analysis from equations D4 and D6 is to demonstrate the
governing equations which form the basis of the problem to be solved,
thus offering possibilities for enhancing the capability of the
camputer code by devising numerical techniques to solve the basic
equations without making the simplifying assumptions given by
equations D10 and D11. A more accurate method, however, can only be
obtained if a variation of the film breadth, b, is given. Otherwise
closure is not possible, ‘with three unknowns; U, S, b, and only two
equations. |

Non-Dimensional Linear Maomentum Equation

Assuming steady state flow in the film, the linear momentim eguation
is expressed by equation (D4). The film is subjected to the following
major forces: '

i. Viscous forces, F,,
ii. Gravity forces, Fg ‘
iii, Forces on the free surface (surface tension), Fg

iv., Frictional forceson the wall, Fg

So equation (D4) may be expressed in the following form:

d
F, + Fq + Fg + Fp = — (MJ,) | {(D19)

g at

Conservation of linear momentum implies that the momentum flux at any




position x, given by o, U2 A_, equals that at the nozzle exit, given
by P, Uy A, Since the right hand side of equation (D19) may be
written as £, U2 A, and the equation will still hold if both sides
ave divided by O, U A, (which is a constant), the following
is the non-dimensionalised form of equaticn (D19):

" F, F, F, F
v2 + gz + Sz + fz =p'uZa (D20)
Pl o™ Po%™ Po%™s
U.
wherep'=%, U'=...}.{., A‘=§x_
Po % 2o

The terms on the left hand side of equation (D20) represent
reciprocals of Reynwolds, Froude, Weber numbers, and the friction
coefficient, respectively, so that the equation may be written as
shown in equation (D21).

1 1
1—+-—+-1—+—=p‘U'2A' (D21)

Re Fr We cf

The order of magnitude of each term on the left hand side signifies
its importance in influencing the momentum flux inthe flow. This has
been utilised in Chapter 5 to develop equations for +the dynamic
similitude of film flow.
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FIGURE D1: FORCE BALANCE ON THE ELEMENTAL SECTION OF
FILM THICKNESS




APPENDIX E

DERTIVATTION OF THE POSITICN VECTOR
OF FIIM SURFACE LEADING EDGE

The characteristics of the film patch can be estimated without much
loss of accuracy by considering a paraboloic velocity profile across
the patch, having the form in equation (El1):

72
U = Uy (1 - =) (E1)
b ‘
where quantities are as defined in Figure 3.9(a). The position

vector, r, defining any point on the advancing edge of the film can be
expressed algebraically as

dr
By substituting équations (3.45) and (El) into eguation (E2) the
following expression results:

ar €U 72
e LR =)
dt)'

The variable b, defining half the breadth of the £film, can be
expressed as

b=x tan 6 (E4)

Hence equation (E3) can be integrated to yield the following
expression for the position vector:




C(a+l) UG,"® tan? @ L x
r=[ (1 -——t13* +
(cos 9)2 tan? 0 cos @

(E5)

Equation (E4) may be rewritten, by substituting equation (3.48) into

it, as:
tan
r=x[ an ] a
cos? @

where x is the £ilm penetration along the piston wall.







