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"To the elementary parts of a solid body any arbitrary displacements may be given,
subject to conditions of continuity. It is only by a process of abstraction of the kind
so constantly practised in Natural Philosophy, that solids are treated as rigid,
fluids as incompressible, and other simplifications introduced so that the position
of a system comes to depend on o finite number of co-ordinates. It is not, however,
our intention to exclude the consideration of systems possessing infinitely various
freedom; on the contrary, some of the most interesting applications.. .will lie in that
direction. But such systems are most conveniently conceived as limits of others,
whose freedom is of a more restricted kind. We shall accordingly commence with
a system, whose 7pasition is specified by a finite number of independent co-
ordinates....” |

Lord Rayleigh
The Theory of Sound
1877
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ABSTRACT

Electronic speckle pattern interferometry (ESPI) has become an established
technique for mechanical vibration analysis, but in the past has been restricted to
uniaxial measurements and has suffered from producing results which require
skilled int_erpretation. The work reported here has extended the range of
application of the technique toinclude three-dimensional vibration studies, and has
made progress in automating the acquisition and processing of data. After
establishing the importance of empirical vibration analysis and the practical
advantages of ESPI, the theoretical requirements for measuring three-dimensional
motion are considered. An experimental rig has been constructed using a
continuous wave laser which has demonstrated that ESPI is capable of measuring
time-averaged in-plane vibrations, an ability which was previously in some doubt.
The rig has been used to study the three-dimensional resonant behaviour of simple
structures and real engineering componentsﬁ in laboratory conditions. Some
limitations were encountered and, in order o overcome these, a pulsed laser was
introduced to the system. This has enabled the method to be extended to unstable
objects, large amplitudes and non-resonant behaviour. Image processing and
phase-stepping techniques have also been applied, enabling quantitative in-plane
and out-of-plane displacement plots to be computed from the ESPI data.
Experimental results are presented showing modal analyses of flat plates, an
ultrasonic forming die, a turbocharger blade and an ultrasonic cutting system. The
application of pulsed ESPI to the study of travelling waves, unstable objects and
factory environment measurements is also demonstrated. The performance of
three-dimensional ESPI is compared with alternative techniques, and the potential
for further improving the technique is discussed. It is concluded that the method
offers particular advantages for some types of study, and that it compliments the

existing range of empirical techniques.
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1. INTRODUCTION

This thesis documents a programme of research into the application of electronic
speckle pattern interferometry (ESPI) to the study of three-dimensional mechanical
vibrations in an engineering context. The background which led to this work is
briefly outlined in section 1.1, together with the stated aims of the programme.
Section 1.2 gives an overview of the field of vibration engineering, explaining the
types of information which engineers need to know and the importance of empirical
techniqueé in obtaining it. The parameters and requirements of experimental
systems in general are discussed in section 1.3, and the specific technique of ESPI
is described in section 1.4. Chapter 2 contains a review of previous relevant work
from the literature, covering the range of theoretical and experimental methods
applicable to this type of study, and ESPI in particular. Chapter 3 explains the
theory and practice of making three-dimensional measurements with ESPI.
Section 3.1 explains two particular interferometer configurations which can be
used to satisfy the theoretical requirements for three-dimensional measurements.
The experimental apparatus used for this study are described in section 3.2 with
a discussion of the practical considerations, and section 3.3 explains how image
processing technology and the technique of phase-stepping have been applied to
improve the quality of results and information obtained. Chapters 4, 5 and 6
contain the results of the experimental work. In chapter 4 the experimental
methods are demonstrated on simple structures which display one-, two- and
three-dimensional vibrations, and for which analytical solutions are known, in
order to verify the theory. Having proved the viability of the method, it is
extended in Chapter 5 to more complex structures and systems. These are more
representative of typical engineering problems, and are presented as problem-
solving case studies. Finally chapter 6 deals with non-ideal environments,
demonstrating the application of pulsed ESPI to solve some of the problems
previously encountered. The results are discussed in Chapter 7 with regard to the

aims and requirements as stated in Chapter 1, including a critical assessment of
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the technique and suggestions for potential applications. Suggestions for further
work and conclusions are given in Chapters 8 and 9 respectively. Aspects of ESPI
and vibration theory which are required for the results and discussion are given

in the Appendices.

1.1 BACKGROUND AND AIMS OF RESEARCH

This research arose from the fusion of two different research programmes: (i) the
ongoing research into optical methods in engineering metrology in the Department
of Mechanical Engineering at Loughborough University; and (ii) a project by the
Research and Development division of Metal Box plc to investigate the application
of ultrasonic vibrations to the forming of éontainers, in particular the die necking
of metal cans. The two were brought together as a collaborative research project!
in order to apply the existing expertise and research facilities at Loughborough to
help solve the problems of the Metal Box programme. It was known from previous
studies that the forming dies were likely to exhibit three-dimensional vibration
behaviour, but it had not been possible to measure these vibrations accufately
using the existing facilities. The technique of electronic speckle pattern
interferometry (ESPI), which had been invented and developed as part of the
Loughborough research, appeared to have the potential to enable such

measurements to be made effectively.

The principles of ESPI are explained in section 1.4. Previous work had

demonstrated that it could measure orthogonal out-of-plane and in-plane

components of static displacement, thus enabling the three-dimensional

displacement to be completely characterised. The method of measuring out-of-

plane displacements had also been successfully applied to measuring vibrations,
however there appeared to be some dispute as to whether or not the in-plane
method could be applied to vibration measurement (see section 2.2.1). There did

not appear to be any logical reason why it could not, therefore the initial aim of
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this research was to determine whether or not it is possible to measure in-plane
vibrations with ESPI and, if so, to demonstrate that it could be implemented in
practice. If successful, the next aim was to derive the theory for making three-
dimensional vibration measurements, and to verify this theory experimentally.
Further aims were to investigate areas of engineering vibration analysis where the
technique could usefully be applied, and to refine both the experimental hardware

and the processing of results to make it more versatile, quicker and easier to use.

The overall aim of the research is to produce a new tool to add to those available
to vibration engineers. This should either offer advantages over the existing
techniques for some applications, or enable information to be obtained which was
not previously possible. In order to achieve this it is necessary to consider what
information is required in engineering vibration studies, which measurements need
to be made to determine that information, and the requirements for obtaining
those measurements, These points are considered in the following two sections.
Alternative methods which have been used in the past will be considered in section
2.1,

1.2 VIBRATION MEASUREMENT IN ENGINEERING

There are many situations in engineering where it is necessary to understand the
vibration behaviour of a structure or system. Some understanding can be obtained
by considering vibration theory (see Appendix B) and applying analytical or
- computational methods to predict behaviour, but it is often necessary and always
desirable to verify the results with_ empirical measurements. In other
circumstances it may simply be necessary to test whether the vibration of an object
is within acceptable limits under certain conditions, and again empirical
measurements are required. Hence the ability to measure mechanical vibrations
is of great importance in engineering both for testing and design, as explained in

the following paragraphs.




1.2.1 Vibration testing

The process of measuring the dynamic response of a component or system under
particular specified conditions is known as ‘vibration testing’. This may be
performed as part of a design process to discover how the system is likely to
behave under certain conditions, or for quality control to test whether the
performance of the system is acceptable within specified limits. An example of the
former would be determining the locations and amplitudes of significant vibration
under the expected operating conditions of a new component. In the latter case it
may be required to limit the maximum vibration amplitude in response to a
specified excitation, or to ensure that a particular natural mode of vibration does

not occur within a specified frequency range.

1.2.2 Modal analysis

The p;gcess-of_completely_deﬁhing_the.vibration-béhayiou; of a system is known
 ——— — "‘-—l'—-nu—..—.—-_-.__‘“_-_-

as ‘modal analysis’. The vibration behaviour can be described in terms of the

.

I?_Q_(El_l_ parameters-(frequency,-damping_and mode shape) for each of the natural
modes of the system (see Appendix B for theory), and therefore by measuring
certain critical parameters it is possible to predict the response to conditions other

than those actually tested. Two approaches to modal analysis are commonly used.

The ‘normal mode method’ uses the fact that the vibration behaviour can be fully

defined by a set of independent differential equations expressed in termg‘df,the

normal modes of the system. Hence the response to any given excitation can be

calculated as a linear combination.of.those-equations. To use this method it is

necessary to obtain_the_modal.parameters, for each of the normal modes in turn,
i ———— T nin

and substitute the appropriate yalues into.the.equations. For a continuous system

IR SR ST

there will theoretically be an infinite number of normal modes, but in practice only

T -

a limited number. need_to be considered to obtain reasonable accuracy within a

o e

limited frequency range. A practical problem as an experimental technique is that

o e —— o !
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it is often not easy to excite each normal mode independently of all the others.

T’l:pe ‘frequency response method uses a different approach. Rather than

l.peasuring the modal parameters at discrete frequencies, it measures the excitation

(i.e. input force) and response of the system at discrete spatial points over a range
e i s i R A Y e =

of frequencies, and then transforms this data into the frequency domain (typically

using_a.fast Fourier transform) in order to extract the modal parameters. A

s ——

practical consideration here is that the spatial resolution is limited by the number

of measurement points used. .

1.3 REQUIREMENTS OF EXPERIMENTAL SYSTEMS

Mechanical vibrations can be characterised by a wide range of observable

_parameters_including displacement, velocity, acceleration, stress, strain, etc.

Experimental methods are available for measuring any of these, and the choice of
most appropriate method for a particular application depends on both the
information required and the constraints imposed by the system being measured.
When choosing or developing a new experimental technique it is important to
coﬁsider the attributes of the measuring system and the parameters which will

affect the data obtained. These parameters include:

(1) Ease of use. It is desirable that measurements can be made without
complicated or lengthy setting up, and without requiring high levels of

training for the operator.

(ii)  Ease of interpretation of results. The form in which the data is presented

may not be easy to interpret for-obtaining the information that is required.

(iii)  Accuracy and resolution of measurement. These may vary with the
magnitude of the quantity being measured, and impose limits on the range
N

of application of the technique.
/Wm
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(iv)  Spatial and temporal continuity. Most techniques produce results which

are discontinuous in space or time; these may require curve fitting or
interpolation in order to be useful. Data which has been averaged over a
time or an area may mask significant features, and techniques with

directional sensitivity may not detect important effects in other directions.

v Speed of data acquisition. The duration of the sampling period limits the
temporal resolution, and some techniques may also require a significant

time to convert the measured quantity into a useful form.

(vi) Format and compatibility of results. It may be useful or necessary to
compare the results with other data presented in a particular format, or to

interface the measurement system with a computer or other device.
(vil) Tolerance to environmental conditions. Sensitivity to temperature, electric

fields, external vibrations, etc. may render a technique inaccurate or

unsuitable for certain applications.

14 ELECTRONIC SPECKLE PATTERN INTERFEROMETRY

ESPI is_one_of _a_family_of _coherent..light techniques which also includes

holographic_and_speckle interferometry. The operating principle of these

techniques is based on the phenomenon of interference between coherent

wavefronts, When two mutually coherent wavefronts.are combined, they interfere
P T S —— R AP APt ke

constructively or destructively to form an interference pattern which..is

characteristic of the phase relationship between them. Hence if the phase

P el db T ¥ T I S —

relationship is caused to change by the displacement of a reflecting (or scattering)

surface, then the resulting interference pattern will contain information about that

displacement. If that information can be extracted then interferometry can be

used as a technique for measuring surface displacement.
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ESPI works by generating interference patterns (called ‘interferograms’) from the

interaction of the two coherent wavefronts.and the surface being studied, imaging

them with a video camera _to_capture the optical_information they contain, and

performing an electronic.image.correlation.to.reveal the displacement data for the

‘Ee_nsn;j____ﬂurfng. The results of this correlation are.in the form.of.a.fringe pattern’ of

dark and bright interference bands, superimposed on the image of the test surface,

which correspond to loci of constant optical path difference.between the interfering

wavefronts. This optical path difference is dlrectly related to the motion of the test
surface during the measurement period, _ggd,hence,mformatlgg_gbgut.the,v:l“aratmn
can be obtained from the _fl_'_iggg_P&L@Lnfdeasg;ement,sﬁnsiﬁﬁtx ig.in the.order

of one wavelength of the illuminating.light

.and-for.visible,wayelengths the fringe

spacing is typically ~0.3pm surface displacement.. Dependmg on the methods used

A e b e ——— g

it can be possible to measure either the time-averaged amplitude or_the
I

N 3 g 3

displacement at discrete points in time, A single interferometer can only measure

——

displacements in one direction, which is determined by the optical configuration.

Different experimental arrangements and how they can be used are explained in

section 3. lﬁpically the interferometer is arranged to measure either out-of-

Pplane or in:plane.motion with respect to the test surface; by combmmg these 1t 1s

" aaeen T et -

possible to measure motion in three d;unensmns) The 1ntenS1ty distribution of the
e —— i~ et

fringe pattern is a function of the surface m_otlon and also depends on the type of

illumination used; the theory for this is given in Appendix A.



2. LITERATURE REVIEW

The purpose of this chapter is to identify and review previous work which is
relevant to the present study. This can be divided into two classes. First,
experimental studies of mechanical vibrations using techniques other than ESPI,
which can be used for comparison with the results of this work and to judge its
success. Se(/:gnd, the historical development of empirical methods which led to the
invention of ESPI, and the subsequent research and development which has
refined the technique to its present status. There is considerable overlap between
these classes because many studies of mechanical vibrations have been performed
using the relevant empirical techniques. Consequently the studies of mechanical
vibrations are incorporated within the methods for vibration analysis, which are
reviewed in section 2.1. The development of ESPI is covered separately in section
2.2,

2.1 METHODS FOR VIBRATION ANALYSIS

Very many different techniques have been used for vibration analysis, so it is
necessary to restrict the scope of this review to those which are most relevant to
this study. This includes techniques which share ESPI’s ability to make whole-
field measurements without requiring surface preparation or contact, and studies
of objects which have particular relevance to the results reported here. These will
be considered in depth. Techniques which do not fall into this category are
nevertheless very important in engineering vibration analysis and some have also
been used in this study for comparison with ESPI results. These will be reviewed
briefly in general terms: theoretical methods in section 2.1.1, and empirical point

measurement techniques in section 2.1.2. The whole-field techniques are divided
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into four classifications presented in chronological order of their invention. These
start with the Chladni me(i?hod {section 2.1.3) and then follow the development_of
optical techniques from classical interferometry (section 2.1.4) through holographic

s A —————

interferometry (section 2.1.5) to speckle techniques (section 2.1.6).

2.1.1 Analytical and numerical methods

The purpose of analytical study is to obtain mathematical expressions which
accurately describe the phenomena observed in practice, and which can be used to
predict unknown information. The scientific study of mechanical vibrations started
in the 18th century, and by the end of the 19th century equations had been derived
for the main classes of vibration of simple beams, plates and shells which provided
reasonably accurate results. This early work has been comprehensively reviewed
by Love?. Research since then has improved methods of analysis, and has
gradually removed constraints to obtain solutions to a much wider variety of
geometries, material properties and boundary conditions. Many different analysis
methods have been developed, some of which are still in common use today (for
example the Rayleigh-Ritz method®). The difficulty with the analytical approach
is that the derivations tend to become extremely complicated for anything other
than very simple cases and, even then, it is often not possible to obtain exact
solutions. One answer is to use approximate numerical methods, of which a
number have been developed. Numerous texts now exist which document the
present extent of knowledge in analytical and numerical vibration analysis, a good
example being by Timoshenko et al®. Even using approximate numerical methods
the calculations become very involved and time-consuming as the geometry or
olther factors become more complex, and it was only with the advent of the digital
computer that it i)ecame feasible to consider theoretical analysis of complicated

structures. In particular the development of the finite element (FE) method® and

,pgyy,erfui computers has,ené—ﬁled_complex_dynamic_analy:sgs to be undertaken, and

these are now commonplace. Although _computer modelling is a powgrful aE_c_l_

useful technique, the.method is_by definition an approximation, and the accuracy
e
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M dependent on the authenticity of the model. For this reason it can

never completely replace empirical testing, but must be considered a
aever cor 106, DUt Wush e @

complimentary technique.

2.12 Point measurement techniques

Modal analysis can be performed using the frequency response method by.

measuring vibration response at discrete points (see section 1.2.2). In practice

measurements are inevitably averaged over a finite area, but if the size of

P R

measuring area is small compared to the wavelength of the vibration then it must

[ S v

be considered a point measurement (as opposed to a whole-field measurement)

S e U e, e -

The method requires measurements of excitation and response, and as stated in
section 1.3 these can be detected in a variety of ways. The excitation (which is
typically a sine sweep, white noise or impulse function) is usually measured by a
force transducer, and response can be measured as displacement (for example
using an eddy current induction probe or a linear variable differential
transformer); velocity (laser velocimeter or velocity seismometer); acceleration
(piezoelectric accelerometer); strain (electrical resistance strain gauge); etc. Each
of these instruments uses point measurement, and the different results can be
related as being derivatives of displacement with respect to either time or distance.

Most_measure.a. single_component of motion and therefore reqmre multiple

measure total in-plane straln, and triaxial accelerometers can measure acceleratlon

et et

et

vectors in three dimensions, although the latter can be subject to significant

errors®. Accelerometers in particular have become widely used for modal analysis,
with the result that hardware and software for processing and analysing results
have become well developed”. By connecting the measuring transducers via

appropnate instrumentation to a spectrum analyser it is possible to_obtain:

—_——— m — = . -
e ———— e e ——
et sor———

frequency response plots (amplitude and.phase) from any given pair of measuring
\M____——‘”——‘ ——r Tt s ¥ s e et TS e e St
points; waterfall plots of sets of data; curve fitting of data sets to yield spatial

mode shapes; etc. This data can also be interfaced with a personal computer to
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construct a ‘modal model’ of the test system (similar to a finite element model)

which can be used to predict the effects of structural modification.

Apart from the limitations 1mposed by the part1cular mstrumentatlon used, the

mam drawback of the point measurement techmques ig that in order to obtam

whole-field data, for example mode shapes, it is necessary to take measurements
vhoie-hied dala, lor example I 1t 15 necessary 10 take measurerr
at a set w Generally a matrix of measurement points is used,

where the gnd spacing d determines the spatial resolution obtainable. Where the

spacing between nodal lines is small (and generally this decreases with increasing

frequency) a large number of points may be necessary. For contact measurement
O contact measvrement
techmques this requires either a large number of transducers for rapid

measurement (with consequent increased mass loading effects), or slow data

acquisition measuring point by point. These problems are largely overcome by the

technique of scanning laser Doppler velocimetry®®. This measures surface
que of ppler velocimelr:

velocity at a grid of points and produces results in a similar form to
accelerometers, enabling modal analysis to be performed from non-contact

measurements. 1

3 - - e - = - -
1

|

2.1.3 Chladni method

The first practicable method for visualizing mode shapes on plates, and therefore
for performing experimental vibration analysis, was invented by Chladni in the
1780s. The method involves sprinkling a fine powder, for example sand, onto the
surface of the plate, and therefore is not a non-contact technique. If the plate is
then excited to vibrate in one of its resonant modes, the surface motion causes the
powder to move from vibrating to stationary regions, thereby indicating the nodal
pattern for that mode (N.B. some methods use very fine powders which settle at
regions of maximum motion after vibration has ceased, thereby indicating
antinodal patterns), This method has been studied in detail by Waller; her book*!
catalogues studies of circular, elliptical, rectangular and other polygonal shaped
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plates, as well as giving practical and historical notes. The results include
exte_nsive graphical tables of observed mode shapes, a method of mode shape
classification, and discussion of how these shapes arise. Of particular interest to
the present study (section 4.2) are her study of free circular plate vibrations’? and
discussion of combined and degenerate modes'. Grinsted™ extended the
application of the method to study impeller, turbine and propeller blades, starting
from the similarity to cantilevered plates, and attempting to classify the results
into normal and ‘compounded’ modes in the manner of Waller. This work raised
a number of interesting questions, which are discussed in the same reference. The
method has been further extended by McMahon'®, who used it to study the
vibrations of solid cylinders. This three-dimensional study used sand on horizontal
surfaces and electrostatically charged lucite particles on vertical surfaces.
Although more sophisticated techniques have mostly replaced the Chladni method
in research, it has still been used in some recent studies. Ravenhall and Som!
effectively repeated some of Waller’s work and proposed new equations relating the
modal frequencies to the numbers of nodal circles and diameters. Caldersmith and
Rossing!” have studied the modal coupling in isotropic and orthotropic
rectangular plates, with particular reference to modes which are important in

musical instrument design.

An optical method which is more akin to Chladni than to the interferometric
methods described below has been used by Theocaris® to study plate vibrations.
This uses reflected light to obtain nodal patterns, with the advantage that
compound modes can be observed in-different phase combinations. No contact is
required, but the surface has to be polished to give specular reflection.
Bergmann'® also used reflected light to study membrane vibrations by observing

soap films, in this case obtaining very clear antinodal patterns.
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2.14 Optical interferometry

e

Optical interferometry has long been regarded as a useful technique for observing

small amplitude vibrations due to its high sensitivity (measuring amplitudes in the

—

order of visible wavelengths) the advantage of being non-contacting, and the

N A ———p . . 4

— ..

ablhty to make Whole ﬁeld measurements. Early studies mostly concentrated on

- Tt

the v1bratnons of quartz crystals and other electrical oscillators, and included both

[T S LR TR

continuous and stroboscoplc 111um1nat1on These were the precursors of the

methods used for the work in this thesis. Osterberg? was the first to develop the
fringe function theory for time-averaged observation of simple harmonic motion

A
under continuous illumination. He used this method to observe _resonant

ety -

lme from a mercury lamp. Only out- of-plane motion was observed but this

W WA o aE_ W N iy e et v =
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enabled the flexural modes to be identified and also long1tudmal modes with some

1 eeme g ey ———— -

uncertamty Some modal coupling was noted, and also per31stence of modes during

——— —

variation of frequency Shaw®! used stroboscop1c 111um1nat1on from a helium lamp
to observe multiple beam Fizeau fringes simultaneously on both sides of a
vibrating barium titanate disk. Again only out-of-plane motion was observed, but
the observed modes were able to be classified as radial dilatational or thickness
dilatational using measurements of amplitude distribution, frequency and

electromechanical coupling coefficient.

Moiré interferometry is an alternative to_classical interferometry in 1v_hich fringe
patterns are formed by the interaction of structured light patterns rather than by
i

interference between coherent wavefronts. The light patterns can be formed either
by projecting or physically applying gratings. Advantages are that white light can
be used, and the fringe sensitivity can be varied from fractions of a micron up to
several millimetres by adjusting the spatial frequency of the gratings and using
different techniques. A great many variations of the moiré method have been
investigated, as reviewed by Sciammarella?. Depending on thé optical

configuration used, the method can be made sensitive either to displacement or to

surface tilt (usually partial slope), and can therefore detect either nodal or
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antinodal regions. Hazell and Niven® have combined two techniques to visualize
both nodes and antinodes of vibrating plates. Some of the slope-sensitive
techniques which are applicable to measuring static and dynamic flexure of plates
have been summarised by Kao and Chiang®. Vest and Sweeney® have used
projected fringes from a laser interferometer to measure time-averaged amplitudes,

producing results in a similar form to ESPI.

Another technique which produces whole-field visualisation of vibration modes is
stress pattern analysis by thermal emission (SPATE)®. This is a non-contact
technique, measuring changes in thermal emission which are proportional to the
sum of the principal stresses at each point.

2.1.5 Holographic interferometry

Holography is an optical technique whereby the interfering wavefronts_of two
_f\-'————

mutually coherent laser beams are_recorded photographically and can. k be

[E——-—

reconstruc’oed to produce a three-dmlenSmanl_ image of an object. In holographic

interferometry (HI), holograms of an object in different states are combined to form

an interferogram with. fringe patterns.indicating differences.between the states

HI was first reported in 1965 by Powell and Stetson®’, who recorded time- average
— A
holograms\gf_'_ vibrating objects. They also derived the theory of the fringe

s —

formation in terms of the illumination geometry and the surface motion. The

method showed great potential for engineering vibration analysis and much

--—-..__ o

research followed. Molin and Stetson? showed that the technique could be used

to_study vibrations which were combinations of classical modes, and Wilson

extended this work by studying combinations of vibration modes at rationally and
- -""_—-—-—_.-——J"——--\

1rrat10nally related frequencies®®.

Stetson subsequently developed theory for
using HI to perform vibration analysis by the normal mode method® (see section

1.2.2) and structural design by a perturbation method®.
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All the above studies used a single holographic view and hence_could only. resolve

a single component of the surface motion. In order to obtain three-dimensional

‘measurements it is necessary to use at least three views, either by recording

_separate holograms with different illumination directions or by viewing a_ single

hologram from different directions (see reference 26, chapter 2). Tonin and

Bies*® used the former method to study single and coupled vibrations of
cylinders, determining component amplitudes and phases using the method of least

squares. In a conventional holographic configuration it_is.not.possible_to_obtain

orthogonal components_directly, so_it_is_usually_necessary_to_solve simultaneous

equations to separate the component_motions.  Katzir and Glaser® have

—— B T P T

optically by using a dual illumination beam method borrowed from speckle
metrology (see section 2.1.6). Pirodda and Griffiths® have also measured in-plane
displacements directly, using a method called ‘conjugate-wave HI'. However,

neither of these methods has been applied to vibration studies.

The process of time-averaging, as used in all the above studies, removes the optical
phase information of a hologram, and hence it is necessary to use other techniques
to determine the phase of a vibrating object. Phase determination in HI was first
demonstrated by Neumann et al*’ by vibrating_a mirror in either the object or

_reference beam of the interferometer at the same frequency as the vibrating object;

this is called phase modulation. An alternative method is_to_derive the reference

beam from a point on the vibrating object itself, thus creating a phase reference

within the_.image. This configuration forms a common-path interferometer and
therefore also has improved stability. Rowley®® has used this method to design
a compact holocamera which can be operated from an unisolated platform. Levitt
and Stetson® used phase modulation to generate vibration-phase contour maps

which show how the phase of vibration varies across-an-object.. However these

techniques.required.lengthy_analysis_with_graphical constructions to obtain a

phase map;-and it is_highly_desirable_to_automate the p;o_cgg“g;e*for_coggg_tgr
processing.— This can be achieved with time-average HI*, but the non-periodic

nature of the Bessel function fringes (see Appendix A.3) means that the analysis
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s fairly complex. Thw’}gg;g_can_b_e_ overcome by using stroboscopic or pulsed

illumination to produce fringe patterns with a periodic sinusoidal intensity profile,

which is much more amenable to automatic processing. Hariharan et al*! used
stroboscopic ilumination with digital phase-shifting and multiple illumination
directions to determine the magnitude, phase and two-dimensional direction of

vibrations of a compressor blade. An additional advantage of pulsed holography

is that the very short duration of the illumination enables transient events to be

studied. Aprahamian et al** used a single pulse ruby laser in 1971 to study
propagating waves, and the method was later improved by Fillstrom et al*® using
a double pulse ruby laser. The abilities of double pulsed HI as a tool for industrial
vibration analysis were demonstrated by Felske and Happe*, who studied self-
excited internal combustion engines and other automotive components. Hyodo and
Konomi*® applied both time-average and pulsed HI to modal analysis of a car
engine, using computerised fringe analysis to determine the normal mode
contributions in observed resonances. 0_}1135_ applications of pulsed holography for

industrial vibration analysis have been reviewed by Tozer*, including the use.of

Wy,ery_systems.‘Double  pulsed holograms of acceptable quality were

obtained using a 200pm-diameter-fibre_for the reference beam and a 6mm

diameter fibre bundle_for the object_beam. The state of the art in 1990 was

e i L st L=

demonstrated by Crawforth et al'’, combining a twin-cavity injection-seeded
et e — et W i - w eba—

Nd:YAG pulsed laser with phase-stepping to_study the impact response of a

magnetic disk drive system._._.

HI has been used for a number of previous studies of components similar to those
considered in chapters 4, 5 and 6. Aprahamian and Evensen*® observed flexural
vibrations of a cantilevered beam at frequencies up to 99 kHz, comparing the
results with Timoshenko beam theory. In a companion paper®® the same authors
studied flexural vibrations of a rectangular plate. Pryputniewicz’® studied
flexural and torsional modes of a cantilevered plate, comparing the HI results with
FE calculations and discussing unification of the two techniques to control the
errors inherent in the numerical method. Engelstad et al®’ made a similar study

of a cantilevered plate, and Hazell and Mitchell® have studied flexural vibrations
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of square and rectangular clamped plates, in both cases comparing the results with
theoretical predictions. Little experimental work seems to have been applied to
in-plane vibrations, although Gottenberg® has obtained pulsed interferograms of
an extensional shock wave propagating along an aluminium bar. Two other
studies are particularly relevant to the ultrasonic forming die and the ultrasonic
cutting system which will be considered in chapter 5. Tuschak and Allaire®
studied a longitudinal mode of a cylindrical ultrasonic resonator driven by

piezoelectric elements determining the radial and longxtudmal components of the

axisymmetric mot1on Manderscheid® demonstrated how HI can_be used for

adjustment and testing of ultrasonic machining tools, by measuring the frequency

and mode shape at resonance. The use of HI for turbomachinery blade

investigations has been reviewed by Erf®, and studies using HI have been made
by MacBain®’ and Anderson®,

2.1.6 Speckle techniques

The phenomenon of ‘speckle’ occurs whenever coherent light is scattered diffusely,
and is caused by mutual interference of the many individual scattered wavefronts.
Although it is an undesirable feature in holography, Groh®® proposed in 1968 that
speckle could be used as the basis for a range of measurement techniques by
correlating two laser-produced speckle patterns and observing the resultant
intensity distribution. Ek and Molin® later demonstrated that speckle
interferometry can be used to detect nodal lines and vibration amplitudes in a

similar way to HI. Leendertz®' showed how different configurations of speckle

_interferometer could be used to measure either normal (gut-of-plane) or in-plane

components of displacement (see section 3.1) over an entire surface at one time,

and_Hung and Hovanesian®* extended the same method to three-dimensional

measurements. Both of these studies were confined to static or quasi-static

displacements, but they opened the way for the same methods to be applied to
vibration studies. Tiziani®® and Archbold and Ennos* developed alternative

speckle techniques for analysing in-plane vibrations, | applicable to
L
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whole-field measurements. Chiang and Juang® used Fourier filtering of time-
averaged speckle interferograms to observe flexural (out-of-plane) vibrations of
plates and shells. Other speckle techniques have also been investigated, including
white light speckle methods®*’ which enable whole-field observation of in-plane
and out-of-plane vibrations. However this is cumbersome to perform, requiring
different techniques to obtain all the required information. Speckle metrology

techniques in general have been reviewed by Erf*,

2.2 DEVELOPMENT OF ESPI

ESPI has been developed over the last twenty years from the holographic and
speckle techniques described in the previous sections. For the first fifteen years
the majority of the research and development was undertaken by two research
groups, led by Butters and later Tyrer at Loughborough University, and by
Lgkberg at the Norwegian Institute of Technology in Trondheim. In the lagt five
years or so many .éther research groups have become interested and made
contributions to ESPI technology. During this period ESPI has become much more
widely used in research and industry, and a number of companies have
successfully marketed ESPI systems. This section reviews first the state of ESPI
. research at the commencement of this research project in April 1987, followed by
developments elsewhere during the course of this research, and finally reviews
recent work in the research programme at Loughborough (of which this thesis is

a part).

2.2.1 State of the art in 1987

The theory and applications of ESPI as of 1983 have been documented by_Jones_

_and._Wykes®. _The range of applications-included:_out-of-plane_and_in-plane

sensitive interferometers for displacement and strain measurement; surface

—— " a— —
g v - A g
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contouring techniques; arrangements for viewing very small areas; time-averaged,

stroboscopic, phase modulated and pulsed vibration measurement. Double pulsed

ESPI_had been demonstrated with a_ruby laser by Cookson et al”, with

applications for vibration and transient analysis.

Lt

The applicability of the in-plane sensitive int'é‘rferometer to vibration measurement
was uncertain at this time, and no reports on its application had been published.
In a 1982 paper™ Wykes had stated: "It should bel noted that only out-of-plane
vibration can be observed using ESPI". Subsequently a more specific statement
was made by Jones and Wykes (reference 69, p.196) that "only out-of-plane
sensitive time-averaged fringes can be observed". No direct justification was given
for these éssertions, although the same authors had also stated (reference 69,
p.195) with regard to pulsed ESPI that "In-plane measurements use two speckled
beams and therefore require the use of the subtraction process”. In 1985 Lgkberg
published a study of in-plane vibrations of metal plates and piezoelectric
crystals’, using an out-of-plane sensitive interferometer viewing the object at an
oblique angle to give some sensitivity to the in-plane components. In his
introduction the author implied that in-plane vibrations could be observed with an
in-plane sensitive configuration, but only by using image subtraction to obtain
sufficient fringe quality. Tyrer” reviewed recent developments in 1986 and
stated that phase modulation could be applied to in-plane ESPI by vibrating a
mirror in one of the illuminating beams, although no demonstration of this had

been published.

Studies of particular relevance to this thesis include observations by Lgkberg of .
flexural vibrations of square™ and circular™ plates, and his study of in-plane
vibrations’®. Davies et al”® discussed the application of ESPI to modal analysis,
demonstrating speckle averaging, strobing and phase modulation for observing
vibrations of a car engine. The principle of phase modulation was extended by
Moran et al”’ to produce a sophisticated optically phase-locked ESPI system.
Phase-shifting of time-averaged ESPI fringes was demonstrated by Nakadate,
and the application of pulsed holography and double pulsed ESPI to vibrating
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structures was discussed by Tyrer”. The analysis of fringe patterns produced by
interferometric techniques such as ESPI had also received much research, and was

reviewed by Reid® in 1986.

222 Developments since 1987

Very little work had been done prior to 1988 concerning in-plane vibrations or
three-dimensional measurements in general. In 1988 Winther®! measured three-
dimensional static strains using ESPI in the conventional holographic
configuration of three illumination vectors with a single reference beam, and also
incorporated contouring of the object surface. A variation on this method has since
been reported by Button et al®’, using three dual object beam interferometers
(similar to an in-plane interferometer) to measure three-dimensional static
deformations. Also in 1988, Giilker et al*® demonstrated the measurement of two-
dimensional deformations of stone surfaces using one out-of-plane and one in-plane
ESPI configuration, By 1990% the same team were able to measure three-
dimensional displacements over long periods, with automatic fringe analysis
displaying in-plane and out-of-plane displacement plots. Joenathan et al®® have

shown how the in-plane configuration can also be used for surface contouring.

Much of the recent progress in ESPI vibration analysis has been through
improvements in fringe analysis, and linking the interferometer directly to an
-image processing computer. In particular there has been widespread research and
rapid progress in the field of automatic phase measurement (as reviewed by
Creath®), including phase unwrapping techniques (reviewed by Osten and
Hofling®®). A recent development which enables phase unwrapping of complicated
or noisy fringe patterns is the use of cellular automata®®. A number of
researchers including Breuckmann® and Ellingsrud® have reported methods
which use phase-shifting to produce direct graphical output of vibrating mode
shapes. Stetson has combined a TV speckle interferometer (equivalent to ESPI)

with a sophisticated image processor to create a system which has been named
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‘electro-optic holography’ or ‘electronic holography”®'. This incorporates speckle
averaging and phase modulation and produces fringe patterns of near holographic
quality, but requires up to eight video frame memories. Oh and Pryputniewicz®
have used this system to study the vibrations of a cantilever plate with
concentrated mass loading, comparing the results with finite element predictions.
Their predictions included one in-plane rotational mode, but they were unable to
verify this experimentally as only an out-of-plane sensitive system was used.
Buckberry and Davies®™ have developed a versatile system incorporating fibre
optic illumination with stroboscopic and phase modulation facilities, and have
successfully applied a cellular automaton method to the phase unwrapping of
complex fringe patterns. Valera et al®* have developed an ESPI system which
incorporates a fibre optic laser Doppler velocimeter (LDV) and enables mutual
phase locking for automatic phase modulation. Pechersky and Bergen® have
demonstrated the benefits of using LDV in conjunction with ESPI to enable

measurement of drive point mobilities at the same time as mode shapes.

There has been relatively little recent activity in pulsed ESPI except at
Ldughborough (see section 2.2.3). Preater®® has for several years been using a
pulsed ruby laser to study in-plane strains on rotating components, and has
proposed the use of a modulated diode laser in conjunction with fibre optics.
Spooren®’ has investigated the performance of a single oscillator double pulsed
Nd:YAG laser in an ESPI system for studying out-of-plane plate vibrations,
obtaining double pulse addition fringes but concluding that double pulse

performance is significantly worse than single pulse.

Several manufacturers currently market off-the-shelf ESPI systems which are
suitable for performing vibration analysis. Two of these have developed out of the
Loughborough research. The Vidispec, marketed by Ealing®, has been available
for several years and uses a continuous wave helium-neon (HeNe) laser for time-
averaged observation of vibrations. The HC4000 speckle camera from Newport®®
uses a solid state diode laser which emits continuous wave illumination at a near

infra-red wavelength. The equivalent commercial spin-off from the Trondheim
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research is the ‘Retra’ TV-holography system marketed by Conspectum'®, This

also uses a 5SmW HeNe laser but is more specifically intended for vibration studies
and includes a phase modulation mirror; electro-optic crystal modulation and
speckle averaging are available as options. Eos'® markets PSC phase-shift
speckle cameras using HeNe, diode or argon lasers with optional stroboscopic
modulator, fibre optic illuminator and in-plane optics. These are linked to a
dedicated fringe analysis computer developed by Breﬁck.mann“. Stetson’s electro-
optic holography system is marketed by Recognition Technology’® In the
closing stages of this research Spectradata'® launched the SD800-ESPI system,
using a 40mW semiconductor laser with piezoelectric phase-shifter and dedicated
fringe processing software. This is a modular system based on the techniques of
Giilker et al*, and claims to measure simultaneously the deformations of out-of-
plane and both in-plane components. At the time of writing it was not available

_in the UK and its abilities for three-dimensional vibration analysis are not known.

2.2.3 Recent research at Loughborough

Since the early work reported by Jones and Wykes® the Optics Group at
Loughborough University has continued to pursue research into ESPI and other
related fields, resulting in three recent doctoral theses. Montgomery'™
considered practical ways of improving the existing ESPI technology, in particular
investigating optical design, noise reduction techniques and electronic speckle
contouring. Mendoza Santoyo'® undertook a study of the underlying optical
mechanisms of ESPI, investigating spatial frequency response, system resolution
and reference beam considerations. Tyrer'® has shown how HI and ESPI have
become commercially realistic technologies through improvements in lasers, optical
components, electronic systems and computer-based fringe pattern analysis. In
addition, Kerr et al have developed a methodology for automating the analysis of
ESPI fringe patterns'®, including Fourier filtering'® to remove speckle noise
and a novel single-phase-step method'® for phase determination. These

techniques have been applied to vibration analysis''’, using a pulsed Nd:YAG
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laser specially designed and developed for an ESPI system'“'% The pulsed
laser greatly increased the versatility of ESPI measurement, and was used in the
later stages of this research project. Moore is currently applying three-dimensional
ESPI to fracture mechanics problems, and has developed an interferometer which
can simultaneously measure both in-plane components of displacement'®. ESPI
has also been used alongside finite element modelling and accelerometer-based

modal analysis to study the vibrations of turbocharger blades'® and

assemblies!'s,
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3. ESPI THEORY AND PRACTICE

The purpose of this chapter is to derive the theory for measuring three-dimensional
vibration data using ESPI, and to describe the experimental apparatus and
methods which have been used. Section 3.1 describes how ESPI can be used to

make three-dimensional measurements, and derives the theory for extracting those

measurements from the observed fringe patterns. The types of experimental.
system which have been used to obtain the fringe patterns are exinlained in section
3.2, together with practical details of the equipment. Section 3.3 describes the
image processing and fringe analysis methods which have been used to help

extract the required information from the fringe patterns.

3.1 THEORY FOR THREE DIMENSIONAL MEASUREMENTS

In order to measure mechanical vibrations with ESPI it is necessary to know the

rﬂgt_i@___ﬂip between the fringe pattern and the surface motion. This relationship,

called the ‘fringe function’,_depends_on_both_the_i;y.pe-of illumination (continuous,

stroboscopic or pulsed) and the optical configuration of the interferometer, The

general fringe function for any interferometer configuration is derived in Appendix

A, which explains how quantitative vibration or displacement data can be obtained

from time-averaged or pulsed interferograms. This section describes how

measurements from different interferometer configurations can be combined to

enable three-dimensional measurements, and derives the theory for doing so.

It was stated in section 1.4 that any two-beam interferometer (including
holographic interferometry and ESPI) is only sensitive to displacements in a single
direction, and therefore is only capable of measuring one resolved component at a

time. The direction of the resolved component is determined by the ‘sensitivity
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vector’, which is a function of the optical geometry of the interferometer, If the
direction of the vibration which is to be measured is known a priori then it can be
aligned with the sensitivity vector for direct measurement. However in genéral it
is necessary to record a minimum of three sets of data, each with a different
sensitivity vector, and solve them simultaneously to determine the resultant
displacement in three-dimensional space. The computational errors introduced in
solving the data sets depend on the spatial separation of the sensitivity vectors

{see reference 26, chapter 2) and will be minimum if the vectors are mutually

orthogonal.

Using ESPI it is possible to construct interferometer configurations which have
sensitivity either parallel to or perpendicular to the observation vector, and these
can be combined to satisfy the ideal requirement of three mutually orthogonal
sensitivity vectors (as discussed above). If the observation vector is made
perpendicular to the observed surface then the three measurements correspond
directly to in-plane and out-of-plane components, which are commonly required in
many engineering problems. This is a distinct advantage over holographic
interferometry, in which it is not possible to obtain in-plane components directly.
Moreover, the three measurements can be recorded sequentially on one camera,
thereby eliminating any problems of matching object points from different
perspective views. Alternatively, two or more cameras can be used in a single

imaging system'* to enable simultaneous measurement.

The fringe function for ESPI is derived in Appendix A in terms of a phase change

term Ay, which can be expressed as:

Ay = kTd, 3.1

where k = 2n/A is the wave number (and A is the wavelength of the illuminating
light); T is a fringe sensitivity factor (which determines how many fringes
correspond to a given surface displacement); and d, is the component of object
displacement resolved along the sensitivity vector n. T" and n are determined by

the optical geometry of the interferometer, and are derived for out-of-plane and in-
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plane sensitive interferometers in sections 3.1.1 and 3.1.2. With continuous wave
illumination the fringe intensity follows a Bessel function of the time-averaged
surface displacement, whereas with pulsed illumination it is a cosinuscidal

function of the absolute displacement between pulses (see Appendix A).

8.1.1 Out-of-plane sensitivity

The conditions for out-of-plane sensitivity in a speckle interferometer are that the
object should be illuminated and viewed along its surface normal, and that the
light scattered from the object should be combined with a reference wavefront.
Figure 1 shows a practical optical configuration which can closely approximate
this, using a beam-combining cube to introduce the reference beam. A Cartesian
coordinate system is defined such that the object is viewed along the z-axis, and
any point Q(x,y,z) in the object space is focused to a corresponding point P(x’,y’) in

the image plane (see Appendix A.2). The object beam lies in the xz plane and is

OBJECT
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Figure 1. Out-of—plaﬁe sensitive interferometer
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offset from the viewing axis by a small angle 8. When the object undergoes a
small general displacement d having components d,, d,, d,, such that a point
Q(x,y,z) moves to Q(x+d,,y+d,,2+d,), the change in optical path length Al of the

reflected object beam is as shown in Figure 2:

Al = d_(1 + cos®) + d_sind ' (3.2}

where d, and d, can take positive or negative values. For static object and
reference beam illumination, the total phase change at the image plane (see

Appendix A, equation A.8) is:

Ay = z_n{d,(l + cosB) + d_sind} (3.3)

A

If 6 is small (approximately <5°) then the d, term becomes negligible relative to

Figure 2: Path length change due to object displacement
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the d, term, and the system can be considered sensitive to d, motion only:

Ay = 2Tnd'(1 + cosf) (3.4)

For pure out-of-plane sensitivity the illumination and viewing directions should be

coaxial and normal to the object surface. Equation (3.3) then simplifies to:

Ay = 4{‘ d, (3.5)

Substituting into equation (3.1) gives the fringe sensitivity factor for this
configuration as I' = 2, and the sensitivity vector is a unit vector in the observation

direction, n = 2.

3.1.2 In-plane sensitivity

The optical arrangement for an in-plane sensitive interferometer requires two
collimated illuminating beams at equal angles to the surface normal. A practical
arrangement for achieving this is shown in Figure 3. Referring again to Figure 2,

a small general object displacement d will cause path length changes of:

Al, = d (1 + cosB) + d_sind

. (3.6)
Alg = d,(1 + cosB) - d,sind
This produces a total phase change at the image plane of:
Ay = 2" (AL, - Al
A (8.7

u

A d,sinf
A

Hence the fringe sensitivity factor I' = 2sin, and the sensitivity vector n = &. If

the two illuminating beams are rotated to lie in the yz plane then the same
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Figure 3: In-plane sensitive interferometer

analysis can be used to show that I'=2sin® and n=9%. An alternative
arrangement uses beam A at +9 in the xz plane and beam B at +8 (or -8) in the
yz plane, which gives the same fringe sensitivity factor but a sensitivity vector
n=%-% (or n=%+9), ie. at +45° or -45° to the x-axis in the xy plane
respectively. This is known as the ‘orthogonal arrangement’ (see reference 69,
p.161).

The sensitivity vector n for all the in-plane qqn_figurations described above lies in
the plane of the illuminating wavefront propagation vectors and is perpendicular
to their bisector (the z axis in Figure 3). If the object surface lies in the xy plane
then this gives pure in-plane sensitivity; however if the surface is not planar then
this configuration will inevitably give some out-of-plane sensitivity at points where
the surface normal is not paréllel to the z axis. The values of I" and n are only
constant across the object for the case of plane wavefronts, requiring collimated

illuminating beams. With spherical wavefronts the sensitivity factor will decrease
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in magnitude as the radial distance increases from the intersection of the
propagation vectors, and the sensitivity vector will rotate to give some z-sensitivity.
These variations can be minimised by diverging thé beams from a remote point so
that the angle subtended at the object is small. It should be noted that Ay is
independent of the viewing direction in equation (3.7), so that the only effect of

viewing obliquely is to change the perspective of the image.

3.13 Three-dimensional measurements

Three-dimensional measurements can be made by combining one out-of-plane and
two in-plane sensitive interferometer configurations. This is shown schematically
in Figure 4, where the three different illumination geometries are shown relative
to the same object and imaging system. The three interferometers can be used to
determine the x-, y- and z-components of the vibration, which can be summed to

give the total three-dimensional vibration vector at any point in the image plane:

a=a, +0a +a, ‘ (3.8)

This vector addition requires knowledge of the relative phases of the orthogonal
vibration components (i.e. the sign of each component of a). This phase
information is lost in the time-averaging process (see Appendix A, equation A.14),
but can be determined by other means as discussed in section 3.3.2. However,
even without the phase information it is still possible to determine the total

amplitude from the measured component amplitudes:

la] =y [a.]* + |a,F + |a, 2 - (3.9)

In producing a focused image, the viewing lens transforms the three-dimensional
object space onto a two-dimensional image, hence the three-dimensional
displacement d(x,y,z) is represented as d(x’,y"). The inverse transformation from
d(x",y’) to d(x,y,z) requires knowledge of the object shape, which can be measured
with the same apparatus using ESPI contouring techniques®#®, It should also be
noted that the global x-, y- and z-components measured by the ESPI system only
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correspond directly to in-plane and out-of-plane components at the object when the
local surface normal_ is parallel to the z-axis. In general, calculation of the local
in-plane and out-of-plane components requires a mathematical transformation
involving the orientation of the surface normal to the global coordinate axes at all
points in the image. These transformations can be performed either by using a

priori knowledge of the object shape®*!, or by measuring it as mentioned above.

3.2 EXPERIMENTAL APPARATUS

During the course of this research several different experimental rigs have been
used, with many variations according to the object being studied, the type of
information that was required, the availability of equipment, and the current state
of knowledge and technology. The following section describes the basic system
used for studying three-dimensional time-averaged vibrations and the various
features that have been added to it, whilst section 3.2.2 describes the differences

of the pulsed ESPI system.

3.2.1 Time-average ESPI

The basic system used for three-dimensional time-averaged ESPI is shown
schematically in Figure 5. Time-average ESPI is used to observe steady-state
vibrations, and under steady-state conditions it is possible to record sequentially
the three images required for three-dimensional measureménts. This is done by
arranging the optics so as to enable any of the illumination geometries shown in
Figure 4 to be used with the same imaging system shown in the dashed box in
Figure 5, and switching between them for the different recordings. This method
is economical of both laser power and optical components, as the laser beam only
ever needs to be split two ways. If the object can be conveniently rotated about the

z-axis without disturbing the conditions of vibration then only two illumination
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geometries are required, as observing with an x-sensitive system after a 90°
rotation is equivalent to observing with a y-sensitive system. This reduces the
number of components required and enables all the illumination to be kept in a

horizontal plane.

The laser used for most of the time-average studies was a continuous wave argon
ion laser, operating with an intra-cavity etalon to give single frequency output at
a wavelength A = 0.514 pym and a maximum power of approximately 1 Watt. The
power can be varied according to the experimental requirements either by the laser
controls or by using a variable attenuator. The x- and y-sensitive interferometers
require equal beam intensities, whereas the z-sensitive interferometer requires
variable object:reference beam intensity ratio in order to balance the wavefronts
at the image plane; hence a means is required for variable beam splitting. This
has been achieved very simply by using a removable mirror on a kinematic mount
to direct the incident beam to one of two beam-splitters for the two
interferometers. A 50:50 ratio intensity splitting cube is used for the x-sensitive
interferometer, whilst the z-sensitive interferometer uses a cube or wedge of
approximately 90:10 object:reference beam intensity ratio, with a further variable

attenuator in the reference beam for intensity balancing at the image plane.

Two methods have been used for producing the required illumination geometries.
The first is. to use steering mirrors to guide the unexpanded laser beams, and
microscope objective lenses to expand them through pinhole spatial filters to
produce diverging spherical wavefronts. The second method is to couple the laser
beams into single-mode optical fibres, which bofh guide the light to where it is
required and produce a smooth, spatially-filtered diverging output. In the latter
case the divergence angle is determined by the numerical aperture of the fibre, but
can be varied by using converging or diverging lenses. The principal advantage of
using optical fibres is that they minimise the need for time-consuming re-
alignment, and create a flexible system in which the illumination geometry can be

altered quickly and simply. However they do require very precise alignment to
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couple the laser beam into the core (typically 4 ym diameter), and even then it is

difficult to achieve a coupling efficiency of more than 50% in practice.

The beam combination cube is used to introduce the reference beam in the z-
sensitive interferometer so that it is conjugate with the imaged object beam. The
reference beam can be either smooth or speckled at the image plane, but a smooth
wavefront gives better quality results and was used whenever possiblc':5 The object
beam is diverged from a point adjacent to the imaging lens so that the error due
to angular misalignment from the observation axis is minimised. The cube does
not affect the operation of the x-sensitive interferometer. For objects up to 150 mm
diameter the illuminating beams could be collimated by reflecting the diverging
beams from concave mirrors, but for larger objects the beams were diverged from

a suitable distance to subtend a small angle at the object (<10° in every case).

The imaging system uses a variable aperture zoom lens. The zoom facility enables
different sizes and portions of object to be viewed easily, whilst the aperture
controls the object beam intensity and speckle size in the image plane. The image
is focused onto the sensor of a chalnicon or CCD type video camera, which records
25 image frames per second (each frame comprising two scanned fields). The
electronic analogue video signal from the camera is first band-pass filtered to
remove the d.c. and high frequency components, then rectified, then converted to
a digital signal (typically 512x512x6 bit resolution). In most cases the subtraction
process as described in Appendix A.3 is used to improve the fringe visibility. This
is done by grabbing a reference frame into a solid-state memory and digitally
subtracting all subsequent frames from it. The reference frame can be grabbed or
replaced at any time, and the image subtraction occurs in real time (i.e. at video
rate). For all the time-average studies, the electronic pre-processing and image
subtfaction were performed by a. FM-60 frame memory unit, manufactured by

FOR-A and modified by West at Loughborough to include an additional filter.

The output signal from the subtraction unit is displayed on a standard video

monitor, and can also be recorded on magnetic tape for storage or subsequent

West, T.C., Loughborough University of Technology, UK, private communication. -
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analysis. Hard copy output can be obtained from a video printer, or by
photographing images from a monitor screen. If it is required to post-process the
results then the video images can be input to a digital image processor. This
enables certain processes to be performed such as contrast stretching, thresholding,
smoothing etc. to alter the appearance of the fringe pattern. Image processing will

be considered in more detail in section 3.3.

One method which is particularly useful for enhancing the appearance of time-
average vibration fringes 1s speckle averaging, and this has been applied for some
of the studies undertaken. In a single time-averaged ESPI fringe pattern the
fringes are loci of constant speckle contrast? so that the bright fringes contain
individual speckles having a range of intensities from bright through to dark. As
j:he phase of the incident illumination is varied, the intensity of each speckle cycles
between dark and a maximum value determined by the fringe function. Averaging
over a number of images having different illumination phase converts the
variations in contrast to variations in intenéity, and has the effect of smoothipg out
the high frequency speckle noise. The averaging process also decreases the
maximum intensity, ‘But this can be compensated by contrast stretching or
normalizing the grey levels of the speckle-averaged image. Different methods of
varying the illumination phase have been studied by Montgomery™. In the
apparatus described above it has been achieved by either rotating a ground glass
diffuser plate in one of the object beams or, in the case of fibre optic illumination,
slowly translating the output end of the fibre by means of a motorised translation

stage,

One example of a time-averaging rig used during this study is shown in Figure 6.
This system has x- and z-sensitive interferometer configurations and uses an
Ealing Vidispec unit for the imaging system, but with an external argon ion laser
Source. Illumination for the x-sensitive (in-plane) interferometer is labelled on the
transparent overlay, and is via two single mode optical fibres at illumination angle
0=30°. Positioning the removable mirror converts the system to z-sensitivity (out-

of-plane), which utilises the reference beam path length compensator and beam
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diffuser plate which can be used for speckle averaging. The object shown in the

figure is the cantilever beam which is studied in section 4.1.1.

Subsequently a more versatile fibre-optic ESPI head has been developed, primarily
for out-of-plane measurements, as shown in Figure 7 . This uses two ‘LDS’
armoured single mode polarisation-preserving fibres (manufactured by York VSOP)
with built-in coupling lenses at the input and diverging lenses at the output. The
input ends are positioned adjacent to the laser, and the beam is coupled into them
via a fixed beam-splitter, so that the output ends can be moved around without
having to alter any alignment. A self-contained ESPI head has been manufactured
containing a zoom lens, beam combination cube and CCD video camera, with
fittings enabling the fibre output ends to be rapidly attached as object and
reference beams. The reference fibre is approximately four metres longer than the
object fibre to match the path lengths to within the laser coherence length when
viewing objects at up to three metres distance (allowing for refractive index ~1.5
in the fibre). However with equal length fibres the same system could be used as
an in-plane interferometer. Reference beam attenuation (for intensity matching)

is easily achieved by slight rotation of the fibre input to réduce the coupling

efficiency. This system greatly reduces the set-up time when changing viewing’

directions, as the head can be repositioned and requires no adjustment except for

reference beam intensity, lens aperture and focus.

3.2.2 Pulsed ESPI

The introduction of pulsed ESPI into this project arose from the -successful
development of é twin cavity frequency-doubled Nd:YAG laser specifically designed
for pulsed ESPI, in another Loughborough research project. Practical details of the
laser and its control circuitry are described in detail elsewhere’®, so only a brief

description will be given here.

N.B. Non polarization-preserving fibres are also satisfactory for this application.
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The essential practical difference between pulsed and time-average measurement
is that the results of pulsed ESPI are a function of the timing of the laser pulses.
Hence in order to produce useful results it is necessary to control the timing of the
pulses with respect to the motion of the object being studied. - So, in contrast to the
‘stand alone’ time-average system, the pulsed ESPI system must be linked to the
target object by a control circuit. This is shown schematically in Figure 8. In the
system shown the object is a plate excited from a frequency generator via an
amplifier and a piezoelectric crystal. In this case the same generator output can
synchronise the pulse timing. When it is not possible to obtain a synchronised
signal directly from source, for example when the object is excited by internal

forces, then a suitable signal can usually be obtained from a transducer such as
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Figure 8: Schematic arrangement for pulsed ESPI
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an accelerometer or strain gauge attached to the object. The synchronisation unit
is set to detect a particular phase epoch (for example the rising zero-crossing) of
the object vibration cycle and triggers a pair of pulse generators, each with
variable delay, which in turn trigger the Q-switching of the laser. In this way the
laser pulses can be fired at any desired point on the vibration cycle, and this can
be monitored using an oscilloscope. Only one pulse generator is required for
single-pulse subtraction ESPI, but both are used for double-pulse addition (see
Appendix A.4).

The laser itself contains two oscillator cavities, both injection seeded by a common
diode laser but with independent Q-switching. This enables it to produce double-
pulses from the two cavities which are mutually cocherent and have variable
timing, th'e pulse separation being controllable effectively down to zero. The
temporal resolution of the system is therefore limited only by the pulse duration,
which is in the range 10-20 ns. The laser operates at a repetition rate of 50 pulses
or double-pulses per second (European TV ! ﬁflil_ ‘rate), the timing of the pulses
within each video frame being controlled by the pulse generators. The output

beam paths from the two cavities are aligned to be collinear, and pass through a
frequency doubling crystal to produce a visible wavelength of 0.532 pm.

The optical configuration shown in Figure 8 is for in-plane sensitivity, but any or
all of the geometries shown in Figure 4 can be used in the same way as for time-
averaging. Itis not possible to expand the beams using converging lenses because
the pulse energy density at the focus would be sufficiently high to ionise the air
and degrade the wavefront, so instead the beams are expanded using diverging
lenses or diffuser plates. One of the interferometer beams is also reflected from
a mirror mounted on a piezoelectric translator (labelled PZT), which enables the

optical path length to be varied very precisely for phase determination (see section
3.3.2).

The' target is viewed with a CCD camera, and the video signal is output to a

personal computer (PC) containing an image processing board which can perform
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all the necessary filtering, storage, subtraction etc. The camera also sends a
synchronising signal via the computer to the synchronisation unit, to ensure that
the laser pulses are not fired during the blanking periods of the camera
(approximately 1 ms in every 20 ms). In the system used for the reported
experiments the PC was linked to a minicomputer having more powerful image
processing facilities, which also controlled the PZT via a custom built digital to
analogue convertor called a universal asynchronous receiver transmitter (UART).

The results from the image processor are output to a video monitor.

A typical experimental system that was used for some of the pulsed studies is
shown in Figure 9. (a) shows the laser and ESPI head set up for out-of-plane
interferometry. (b) shows the entire apparatus with the laser power supply,
control electronics and computer in the background, and an alternative in-plane
interferometer set up to the left of the laser. The ESPI head (i.e. camera, lens and‘
combining wedge) is mounted on a plate which can be rotated for either the out-of-
plane or in-plane configurations. The target shown in Figure 9(a) is the plate from

section 4.2.3, and the video monitor in (b) is showing a result from section 6.1.

In the late stages of the project a fibre-optic delivery system was developed for the
Nd:YAG laser as well as the argon laser. Single mode fibres cannot be used for the
same reason as converging lenses, because the energy density produced by focusing
the pulses into a core of only a few microns diameter would destroy the fibre. This
problem was overcome by coupling the laser output directly (i.e. without focusing
lenses) into 1000pm diameter single core ﬁbres: which have sufficiently large cross-
sectional area. The large diameter also transmits multiple modes, and therefore
gives a speckled rather than a smooth output. This was found to be quite
acceptable for object beams (which are diffusely scattered from the object anyway),
but for a reference beam it was necessary to pass the output through a fine
diffuser plate to reduce the speckle size. This system was successfully
demonstrated for both in-plane and out-of-plane vibration measurements, although
in the out-of-plane interferometer the support of the reference fibre output was

found to be critical to the stability of the fringe pattern.

N.B. The beam diameter was larger than the fibre diameter.
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3.3 IMAGE PROCESSING AND FRINGE ANALYSIS

Fringe patterns such as those produced by ESPI contain quantitative information

about the deformation of the observed object, but it is often desirable to present

that information in a different form (for example numerical values of

displacement). The process of manipulating the fringe patterns to extract or

deduce such information is called fringe analysis. Thisq_is gene};lly a

T— N - -

computationally intensive process because of the large quantity of data (typically
512x512 data points or ‘pixels’ per image), and as such is much better suited to
solution by a computer than by nianual methods. However in engineering
situations fringe patterns typically have several features which make automatic
analysis very difficult, and these usually require image processing and arithmetic
routines as part of the analysis. A methodology for t—a_lckling these problems and
suitable computer hardware and software have been developed at Loughborough
and used for this research. The computer system used for most of the results
~ comprises a Kontron image processor hosted by a DEC Microvax II minicomputer,
and has been described in detail by Kerr and Tyrer'’®. Features which are

relevant to this study are outlined in the following sections.

3.3.1 Filtering

One problem inherent with ESPI is that the image as recorded at the video camera
contains random noise due to the resolved speckles. This means that the fringes
are identified by loci of constant contrast, having constant mean intensity
(averaged over a significant number of speckles) but a large variance. Since the
fringe pattern is represented in the computer by a matrix of pixels whose digital
value is proportional to intensity, adjacent pixels on the same fringe may have

widely differing values, so the computer cannot generally track fringes as loci of
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local maxima unless the variance is greatly reduced. With time-averaging the
variance can be reduced by speckle averaging (section 3.2.1), but with pulsed ESPI
it must be achieved by pbst-processing of speckled images. Several methods can
be used to smooth images in an image processor. One simple method is
neighbourhood averaging in the spatial domain, where the value of each pixel is
replaced by a weighted average of the intensity vélues within a surrounding
matrix of pixels. The degree of smodthing can be controlled by varying the size of
the matrix and the number of passes, and the optimum combination depends on
"the fringe spacing. A more complex alternative method is to transform the image
into the frequency domain, typically by applying a Fourier transform, and to filter
out the high frequencies which contain the speckle noise whilst leaving the lower
frequency fringe information. This requires much more computation, but using a
fast Fourier transform (FFT) algorithm with a fast processor enables it to be
performed in an acceptable time (<1 s). The relative performance of different
filters has been studied by Moore!"", and Fourier filtering has been found to be

the most effective for general application.

3.3.2 Phase determination

A second problem with unprocessed fringe patterns is that they contain a
directional a::;:Lbiguity, because it is not possible to tell directly whether a given
fringe corresponds to positive or negative displacement. This information is not
always necessary for qualitative observations, but it can be important for
understanding the object motion and is also necessary for correct determination of

three-dimensional vectors (see section 3.1.3).

The process of time-averaging removes the phase information from the fringe
function (see Appendix A, equation A.14). However it is possible to map out
regions of constant phase as well as amplitude by using the method of phase

74,76

modulation If one of the interferometer beams is modulated such that its

phase varies at the same frequency as the object vibration, then this has the effect
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of shifting the Bessel function fringes of equation (A.14), so that the zero order
fringe maps the locus of points at which the phase shift due to the object vibration
is equal and opposite to that due to the beam modulation. Hence by varying the
phase and amplitude of the applied modulation it is possible to measure phase

across the image.

With pulsed ESPI the phase information is retained in the fringe function (see for
example Appendix A, equation (A.17)) but still needs to be extracted. The most
common way of achieving this is to use a temporal phase-stepping method whereby
a set of fringe patterns are recorded with phase shifts introduced into one of the
interferometer beams. These fringe patterns can then be solved pixel by pixel as
simultaneous equations to determine the optical phase, and hence deduce the
mechanical phase, which can be displayed as a map of phase values in modulo 2x.
This then requires unwrapping to remove the 2n discontinuities and give
continuous phase values. Many different algorithms have been developed for
extracting phase, which vary in the number of images required, the magnitude of
the phase steps and thé method of solution; these have been reviewed by Creath®,
The method used for all the results presented here is the single phase step (SPS)
technique developed by Kerr et al'® at Loughborough, because it only requires two
phase-stepped images which can be recorded in 0.08 s. This minimises the errors
caused by environmental changes or instabilities during the total recording time,

which is important for vibration analysis in engineering situations.

3.3.3 Computer programs

One of the aims of ESPI research in general is to create a system which is as
automated as possible, requiring a minimum of user intervention. The pulsed
ESPI system described above goes some way towards achieving this by linking the
laser-object synchronisation, the phase stepping and the fringe analysis through
a central computer. The pulse timing is currently controlled manually via external

pulse generators, although it is hoped to incorporate this within the computer in
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the future. The phase stepping and fringe analysis are controlled by software
programs written in Fortran. Most of the software used for the results presented
here is based on programs and subroutines originally written by Kerr and Moore
at Loughborough. Where necessary for particular applications, these have been
further modified by Mendoza Santoyo and the author. The procedure for
calculating quantitative data from the pulsed ESPI system is outlined below,

mentioning important features of the programs used.

Pulsed subtraction or double-pulsed addition fringes can be viewed on a monitor
in real time, and these are used to identify features of ‘interest (typically a
resonant vibration mode) and to optimise the fringe quality. Having obtained the
required fringe pattern, the single phase step program is run. This grabs an initial
fringe pattern into an image memory, sends a signal via the UART to the PZT to
shift the phase by n/2, then grabs the phase-stepped image into a secénd memory.
The voltage sent to the PZT is calibrated by program variables according to the
PZT sensitivity and the optical geometry of the system. Other variables control
the time delay between grabbing the two images. The images are then grey-level
normalised to optimise fringe visibility, and a two-dimensional FFT is performed
to obtain the Fourier power spectrum (these operations are performed using
standard routines from within the image processor). The operator inspects the
power spectrum and specifies a magk filter of suitable size and shape to retain the
fringe information which is contained in the central peaks, whilst excluding the
higher frequency components further from the centre. In most cases a
symmetrically centred circular aperture is used for the mask as this is simple to
generate and usually effective. A second program uses this mask to filter the
images in the frequency domain, producing smooth fringe patterns. A third
program then applies the single phase step algorithm to each pixel in turn, using
the intensity values from the two smoothed fringe patterns to produce the modulo

27 phase map.

The final stage is unwrapping the phase map and displaying the results. Again

a number of approaches are possiblg, details of which have been explained and
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discussed by Osten®”. Various routines have been used in this work but all involve
unwrapping along a vector, detecting the phase discontinuities and adding or
subtracting 2r to the phase as appropriate. Choice of starting point and direction
of vectors depends on the fringe pattern, but a typical routine would unwrap down
the left edge first and then take horizontal vectors from this edge. If the
discontinuities break down in some regions of the phase map then care must be
taken in choosing the unwrapping order and choice of the discontinuity detection
parameter to avoid propagating errors across the image. The result is a matrix of
relative phase values, which can be converted to absolute values by referencing to
a stationary point defined by the operator. These phase values can be converted
to displacement vectors by substituting into equation (3.1) with the fringe
sensitivity factors and sensitivity vectors as given in sections 3.1.1 and 3.1.2. For
out-of-plane displacements the results can be plotted as an isometric wire-frame
plot which can be rotated and viewed from different angles. For in-plane
displacements the x- and y-components are added vectorially at a specified grid of
points and plotted as a matrix of two-dimensional vectors. Numerical values of x-,
y- and z-displacement components can also be output as a file and used to calculate

three-dimensional vector displacements if required.
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4. DEMONSTRATION OF EXPERIMENTAL
TECHNIQUES

This chapter presents the results of experiments which were undertaken to
demonstrate that the techniques and experimental apparatus described in Chapter
3 could measure vibrations in three dimensions. All of the experimental
techniques described in sections 3.2 and 3.3 are demonstrated, including out-of-
plane and in-plane measurements using both time-averaged and pulsed
interferometry. Simple geometrical structures have been chosen for the test
objects, as they enable particular types of motion to be isolated and studied
separately. Three types of object have been studied: a beam, a thin plate and a
thick cylinder. These represent one-, two- and three-dimensional structures
respectively, and demonstrate corresponding complexities of vibration. Where
possible the experimental results are compared with theoretical solutions or

published results from previous studies.

4.1 CANTILEVER BEAM

In order to test the ability of the experimental system to measure out-of-plane and
in-plane vibration components independently, an object was designed which could -
simultaneously display surfaces undergoing pure out-of-plane and pure in-plane
vibrations. This is shown in Figure 10. The object is a 25mm square section
hollow aluminium tube, cantilevered at its base. A piezoelectric translator is used
to apply a load normal to one surface along an axis 100mm above the base. When
a sinusoidally varying voltage is applied to the translator at a frequency well below
the fundamental resonance of the system, the beam undergoes forced bending
vibrations in a plane parallel to one pair of surfaces and perpendicular to the other

pair. Observing in directions 1 and 2 as indicated in Figure 10 should therefore
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Figure 10: Cantilever beam rig L

indicate pure out-of-plane and pure in-plane vibrations respectively. Although this
cantilever beam is obviously a three-dimensional structure, the nature of the
boundary conditions and the applied load effectively constrain it to be a single
degree of freedom system undergoing (for small deflections) uniaxial motion, This

therefore represents the case of one-dimensional vibrations.

4.1.1 Time-average analysis

A time-average analysis of the cantilever beam vibrations was performed using the
experimental apparatus described in section 3.2.1 and shown in Figure 6. The
experimental results are shown in Figure 11. (a)is a live video image of the beam
viewed in direction 1 by the ESPI imaging system. Figure 11(b) and (¢) are
subtracted time-average ESPI fringe patterns (see Appendix A.3) of the beam
vibrating at 200 Hz, at applied peak-to-peak voltages of 10V and 20V
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respectively, viewed with the z-sensitive interferometer. Figure 11(d), (e) and (f)
are corresponding images viewing in direction 2 with the x-sensitive
interferometer, under identical vibration conditions. Maximum displacement
profiles are shown adjacent to each fringe pattern. These have been calculated by
substituting the zeros of the J,? function into the fringe function (see Appendix A.3,
equation A.16) to obtain values of a_, which are plotted at the centre of each dark
fringe. The amplitude a along the axis of the applied load is marked on each plot,

and compares well between the corresponding z- and x-measurements in each case.

Viewing in direction 1 with the x-sensitive interferometer gave a bright image with
no fringes, proving that the in-plane sensitive interferometer is insensitive to
vibrations parallel to the line of sight. Similarly, viewing in direction 2 with the
z-sensitive interferometer produced no fringes, indicating insensitivity to vibrations
normal to the line of sight. These results demonstrate that the different
interferometer configurations do isolate the orthogonal components of vibration as

predicted.

4.1.2 Pulsed phase-stepped analysis

The measurements described in section 4.1.1 using the z-sensitive interferometer
were subsequently repeated using the pulsed Nd:YAG laser, to demonstrate the
technique of phase stepping (see sections 3.3.2 and 3.3.3) on the same object. The
experimental system used was the out-of-plane interferometer described in section
3.2.2, and shown in Figure 9(a). Figure 12 shows a set of experimental results
from the out-of-plane interferometer. Figure 12(a) is a white light image of the
cantilever as seen by the CCD camera. Figure 12(b) is a single pulse subtraction
fringe pattern (see Appendix A.4) produced by firing two laser pulses at different
points in the vibration cycle, and Figure 12(c) is a similar fringe pattern produced
after a phase shift of +90° in the reference beam. These are cosinusoidal fringes
and have fairly good visibility, but also contain a high degree of speckle noise.

i
This needs to be filtered out, as discussed in section 3.3.1. The result of applying
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a fast Fourier transform (FFT) to Figure 12(b) is shown in (d), which is the power
spectrum of the fringe pattern. Here the grey-level represents the power content
plotted on complex frequency-phase axes with the origin at the centre. It can be
seen that this consists of a bright central spot corresponding to the d.c. (zero
frequency) term, with two adjacent ‘lobes’ of medium intensity which contain the
low frequency content, surrounded by a fairly random distribution of higher
frequencies in the darker region around the outside. The fringe information is
contained in the low frequency lobes, whereas the high frequency content is due
to the background speckle noise. Therefore removing the high frequency terms
whilst retaining the central region should filter out the speckle noise leaving the
fringe information intact. This can be done using a circular mask filter with a
radius that just encloses the central lobes, as shown in Figure 12(e). Convolving
(d) with (e) and performing an inverse FFT produces the filtered fringe pattern
shown in Figure 12(f). The same procedure was followed for the phase-stepped
fringe pattern (¢), and the single phase step (SPS) algorithm'® was applied to the
two filtered patterns to yield the modulo 2x phase map in Figure 12(g). This
contains the directional displacement of the cantilever, and unwrapping the phase
values along a line to remove the 27 phase discontinuities yields the displaced
profile shown in Figure 12(h). This result agrees well with those produced
manually in Figure 11, but has been generated automatically.

The effect of using different filtering methods is shown in Figure 13. The circular
mask filter used in Figure 12 was chosen for convenience because it-is easy to
generate, If it is required to be more specific about which frequency components
are to be filtered out then a custom mask can be drawn inanuaﬂy using & ‘mouse’.
The power spectrum is shown again in Figure 13(a), with a custom filter in (b)
which fits the central lobes more closely than the circle. The result of using this
mask with FFT filtering is shown in (¢), with the subsequent phase map in (d) and
unwrapped vector displacement plot in (e). It can be seen that extending the filter
aperture horizontally has included more horizontal frequency components, giving

an appearance of vertical bands. The fringe pattern in Figure 13(f) is the result
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of using two passes of a 5x5 pixel neighbourhood average filter, which gives the

phase map and displacement plot shown in (g) and (h).

All three filters have worked quite effectively in this simple example. For more
complicated fringe patterns where the fringe spacing and orientation vary
significantly across the image it was found that Fourier filtering was usually more
effective than neighbourhood average filtering. The circular mask has been used
for all subsequent results as it is quicker to generate than a custom mask and has

been found to give acceptable results in most cases.



[

-8
=
v
=

3 = 0.5um

t
m _*

1.05pm

1.03pm

pm

amplitude

Figure 11: Cantilever beam vibrations



s
._3';;.:.2‘” ot
B

Py

1

a
a
ey

S

Ty
I"i_c‘ ™

Figure 12: Phase-stepped analysis of cantilever beam vibration

using circular-mask Fourier filtering



- "'—3‘”

Figure 13: Phase-stepped analysis of cantilever beam

vibration using alternative filters



56
4.2 FLAT PLATES

A plate can be defined as a structure which is symmetrical about a medial plane
and in which the thickness (measured perpendicular to that plane) is very small
in comparison to the other dimensions. The modes of vibration of plates can be
grouped into classes, the principal classes being flexural, extensional and shear
(see Appendix C). In flexural vibration the displacement is almost entirely out-of-
plane. The vibration vector varies in two spatial dimensions across the plate but
only requires one-dimensional (uniaxial) measurement to define it at any given
point. This can be achieved using a single z-sensitive interferometer. In
extensional and shear vibrations the displacement is almost entirely in-plane. The
vibration vector can lie in any direction within the plane of the plate and therefore
needs two-dimensional measurement at each point to define it completely. This
can be achieved using two interferometers with x- and y-sensitivity. For ideal
plates which are thin and flat the out-of-plane and in-plane modes are completely
uncoupled, and can therefore be considered separately. Section 4.2.1 considers
flexural vibrations of a circular plate, identifying effects of symmetry including
degeneracy and combination modes. Sections 4.2.2 and 4.2.3 investigate a square

plate, using three-dimensional measurements but concentrating on in-plane modes.

4.2.1 Circular plate

The circular plate which has been studied is made of brass, 6 inches diameter by
14 inch thick, constrained only by a central screw attached to a support post, and
excited by a piezoelectric crystal attached near the circumference. It was observed
with a z-sensitive time-average ESPI system using speckle averaging. Resonant
modes were identified by slowly sweeping through a frequency range with
sinusoidal excitation whilst viewing real-time subtraction ESPI, and observing
amplitude fringes appear and disappear. The peak response frequency for each

resonance was located by varying the frequency to obtain the maximum number
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of fringes for a given excitation level, and monitoring with a digital frequency

counter.

For an ideal circular plate (i.e. one which is homogeneous, isotropic and perfectly
axisymmetric) the normal flexural modes consist of concentric nodal circles and
equi-spaced nodal diameters separating adjacent regions vibrating in antiphase.
Each mode can be identified as (n,s), where n and s are the numbers of nodal
diameters and circles respectively. Many such modes were observed, and a
selection of the results including the first fourteen resonances are shown in
Figures 14 to 17. Each is labelled with the measured frequency, and the normal
mode or combination of normal modes which best describes the observed pattern.
The frequencies are also tabulated in Table I and compared with experimental

results obtained by Waller'? and with theoretical predictions®®,

Some interesﬁng points can be noted from these results about the information
obtainable from time-average ESPI. All of the expected modes were observed in

practice. !

—_ SR o - T - -

| The fr‘inge iaatterns.- as presented are spatially
continuous, showing the time-averaged vibration amplitude across the entire
surface at a single frequency. Although only discrete frequencies have been
recorded, during testing it is possible to vary the excitation frequency at will and
observe the changing response. In some cases this draws attention to behaviour
which is not clear from the still pictures. Certain modes appeared as single
resonances; those shown are (2,0), (1,1), (5,0), (8,0) and (5,1). As the frequency
increased through resonance the fringe density in the vibrating regions increased
to a maximum then decreased again to zero, whilst the nodal (zero order) fringe
remained stationary but became narrower as the fringe density increased. The
other modes appeared as twin resonances, with the normal mode degenerating into
a pair of conjugate modes appearing at slightly different frequencies (the higher
frequency conjugate is indicated by an asterisk in Figures 14 to 17). This indicates

a degree of non-uniformity in the plate, which could be due to geometric
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asymmetry, inhomogeneity, anisotropy, localised force input, etc. In these cases
the fringe density increased to a maximum, then the nodal peittern was observed
to change shape and rotate to a second maximum similar in form to the first,
before decaying again. This is shown graphically by the sequence of five fringe
patterns for the (3,0) mode. The fringe density increases through the pattern
shown at 1130 Hz to the first resonance at 1135 Hz. The second (conjugate) mode
occurs at 1140 Hz, At the intermediate frequencies (1136 and 1138 Hz) the motion
of the ﬁlate comprises significant components of each of the conjugate modes
superposed in phasor addition. Because the two components have different nodal
positions around the circumference the time-averaged fringe pattern is nodal only
at the centre. The phenomenon of the nodal pattern changing position with
varying frequency indicates that more than one vibration mode is being excited
simultaneously, and has been studied by Stetson®. In fact all frequencies will
excite components of many modes (see Appendix B.3), but these will not affect the
fringe pattern unless the contribution is large enough to be detected by the
interferometer. It is likely that the modes which appeared to be single were also
degenerate, but with the response of one of the conjugétes being negligible.
Another phenomenon which was observed in some cases was the nodal pattern
oscillating rotationally after sudden changes in_frequency; this has been observed
and discussed by Rayleigh''®, and is due to the slight difference in frequency
between the conjugate modes. It is noticeable that the (4,0) and (7,0) modes
appear to be highly distorted from the expected symmetrical patterns. This can
be accounted for by the resonances actually being combination modes having
contributions from the (1,1) and (2,1) modes respectively. Similar effects have been

observed and discussed by Waller'*'?, Grinsted" and Molin®,

Two higher frequency modes, (16,1) and (4,6), have been included to demonstrate
the ability to observe fringe patterns at high frequencies (50 kHz) and high nodal

densities.
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Table I: Resonant modes of centre-pinned circular plate
Diameters Circles Frequency (Hz)
" ° Observed | Waller' | Calculated:
2 0 487 487 491
3 0 1135 1115 1143
4 0 1950 1997 -
1 1 2005 1943 1918
5 0 3010 3015 -
2 1 3290 3307 3294
6 0 4260 4285 -
3 1 4900 5016 4945
7 0 5650 5698 -
1 2 5800 5698 5594
4 1 6650 6720 -
8 0 7250 7354 -
2 2 7600 7840 7840
5 1 8600 8815 -
il
16 1 41500 - -
4 6 50000 - -
t | Experimental frequency ratios for a free circular brass plate from
: reference 12 are quoted relative to the observed frequency of the (2,0)
mode.
¥ Calculated from the equation for a free circular plate given in reference

118 (p.240), using typical values for brass of E=106x10° N/m?
p=8.55x10° kg/m®, v=0.324.



60

487 Hz 1138 Hz
(3,0)
(2,0) + .
(3,0)
1130 Hz 1140 Hz
(3,0 (3,0
1135 Hz
(3,0

1951 Hz

(4,0)
+ -

(4,0)
+

(1,1)

Figure 14: Circular plate flexural modes
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Figure 15: Circular plate flexural modes (continued)
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Figure 16: Circular plate flexural modes (continued)



63

6650 Hz 7600 Hz

(4,1)

7600 Hz 50.0 kHz
(2.2) 6
+
@2y ©

Figure 17: Circular plate flexural modes (continued)
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4.2.2 Square plate, time-averaged analysis

The square plate used for this study was brass, 80x80x1.5 mm, centrally pinned
and excited by a piezocrystal near the edge of the plate. Initially it was studied
using the three-dimensional time-average system (described in section 3.2.1), with
the plate lying in the xy plane and the central support in the z-axis. In this way
the entire plate could be rotated about the z-axis without disturbing the vibration,
enabling different in-plane components to be measured. The orientation of the
plate was defined as the clockwise rotation of the piezocrystal location from the
positive y-axis. Resonant modes were identified as for the circular plate, but using
the in-plane sensitive interferometer to observe in-plane modes (which can be
defined as those in which the in-plane displacement components are greater than
"the out-of-plane components). Each of the modes was observed using the z-
sensitive interferometer with the plate at 0° orientation, and using the x-sensitive
interferometer at 0°, +90° and +45° orientations. This is equivalent to measuring
with %, ¥ and X%-¥ sensitivity vectors respectively, the latter being necessary to
determine the phase relationship between the two former amplitude
measurements. In-plane vector plots have been obtained by plotting scaled x- and
y-component vectors at the intersections of the fringe centres for corresponding x-
and y-sensitive fringe patterns, and adding or subtracting the two vectors as
required to satisfy the 45°-sensitive fringe pattern. Some examples of the results

which were obtained are shown in Figures 18 to 21.

Figure 18 shows the results with the plate vibrating at 4.98 kHz. (a)is the fringe
pattern from the z-sensitive interferometer, indicating the out-of-plane components.
It has a symmetrical nodal pattern which is typical of the many resonances that
were observed. This particular mode corresponds to the 10th flexural mode (in
order of increasing eigenvalue) predicted for a completely free square plate by
Gorman'®, and the 13th such mode as predicted by Downs'*’. Gorman'’s result
was obtained using the method of superposition with analytical solutions, and is
presented in Figure 18(e) as the nodal lines on the lower-right quadrant of the

plate (the mode is doubly symmetric). Downs used dynamically corrected finite
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elements, and his result is shown as a wire-mesh plot in Figure 18(f). Viewing the
plate under identical conditions with the in-plane interferometer produced a
uniformly bright image with no fringes, indicating no detectable in-plane motion.
However when the amplitude of vibration was increased to a level at which the
out-of-l;lane fringes were too densely spaced to be resolved, fringes could be seen
indicating in-plane motion. The x-, y- and 45°-sensitive fringe patterns are shown
in Figure 18(b), (c) and (d), as indicated. Inspection of these fringe patterns
reveals that the regions vibrating in each of the in-plane directions correspond to
regions where the slope in the sensitivity direction (dz/dx for (b) and 9z/dy for (c))
is non-zero as indicated by Figure 18(a). These results suggest that the flexural
motion is not entirely out-of-plane, and also demonstrate that in-plane fringe

patterns can be obtained even in the presence of much larger out-of-plane motion.

Figure 19 shows the results obtained at 21.8 kHz. The out-of-plane fringe pattern
|l(d) indicates a high order flexural mode in which the slym}:netry is breaking down.
By contrast the in-plane fringe patterns in Figure 19:(a)-'gé_) show a simple nodal
pattern with symmetrical x- and y-components. The total in-plane motion is shown
by the vector plot (e) which has been constructed from i(a)} andl(l?), using !(_c)_-’to
deduce the phase relationship. It is obvious that the out-of-plane mode is not
related to the in-plane n_lgd_e_,, and real-time observation confirmed that the
pattern in Figure 191(&) was due to an out-of-plane mode having a resonant
frequency close to that of the in-plane mode. The vectors indicate that this a low
order mode involving in-plane rotation about nodal points. The motion of the outer
boundary is very similar to the second longitudinal mode (so called because the x,
and y, normal strain comﬁonents are large in comparison to the x, shear strain)
predicted by Ekstein'?®, which is shown in Figure 19(f). Ekstein states that
"none of... [the longitudinal modes] ...has nodal lines, but only nodal points", which
is in agreement with this result. However the experimental results indicate a
reversal of the motion in the centre portion of the plate which does not occur in the

predicted mode shape.
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The fringe patterns in Fiéure 20 correspond to those in Figure 19 but at 25.3 kHz.
The out-of-plane fringe pattern is actually a weak off-resonance response of the
flexural mode having eight vertical and three horizontal nodal lines. The in-plane
motion is almost uniform radial expansion and contraction, and this definitely

corresponds to Ekstein’s third longitudinal mode which is shown in (f).

Finally, Figure 21 shows another in-plane mode at 30.5 kHz, which is a higher

order mode again involving in-plane rotation.

4.2.3 Square plate, phase-stepped analysis

The in-plane vector plots in section 4.2.2 were produced manually by tracing fringe
patterns and graphically constructing the vectors. This process is tedious and
time-consuming, and clearly unacceptable for a commercial system. Subsequently
these measurements were repeated using the pulsed laser ESPI system with
phase-stepping to automate the data extraction.

Figure 22 shows the results for the same mode as Figure 20, at 25.3 kHz. [N.B,
higher frequency readings were obtained in this later experiment due to using a
less accurate meter, but to avoid confusion the values from section 4.2.2 are used
throughout). Figure 22(a) is a single pulse subtraction fringe pattern produced as
in section 4.1.2. Figure 22(b) is a similar fringe pattern produced after a phase
shift of +90° in one of the illuminating wavefronts. Both these images were
recorded with x-sensitivity, and have been grey-level normalised to maximise
fringe visibility. Figure 22(c) shows the modulo 2x phase map calculated by the
image-processing computer from (a) and (b). Figure 22(d) is the same image
overlaid with horizontal amplitude vectors at a grid of points. These vectors have
been calculated by unwrapping and normalising the phase values across the image,
taking the pinned centre point as reference. Figure 22(e) shows the result of
following the same procedure with y-sensitivily, under identical conditions.

Finally, Figure 22(f) shows the resultant vectors at each grid point after vector
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addition of the horizontal and vertical components. These are overlaid on a white
light image of the object, to show the total in-plane vibration pattern across the

object surface. This result is in good agreement with Figure 20(e).

Figure 23 and Figure 24 show the phase-stepped results for the 21.8 and 30.5 kHz
modes respectively. In each figure (a) is the x-sensitive phase map with component
vectors, (b) is the y-sensitive phase map with component vectors, and (c) is the
total in-plane displacement vector plot. Again the results agree well with
Figure 19(e) and Figure 21(e).

These results demonstrate that by using phase stepping and computer processing
it is possible to automatically produce two-dimensional displacement data. They
also indicate some of the problems and limitations associated with this method.
One obvious feature is that the centre screw, which is seen clearly in the white
light images, appears as a grey oval in each of the phase maps. This is because
the screw stands proud of the plate surface and casts shadows from the oblique
illumination, creating dark areas of zero correlation in the original interferograms,
which then become indeterminate during calculation of the phase values. This
causes two problems. The first is that the indeterminate zone does not take its
correct grey-level intensity (corresponding to modulo 2x phase value). Since in this
case the stationary reference point lies within this zone it has been necessary to
interpolate the required reference phase value from the adjacent grey levels, and
this has necessitated a certain amount of operator intervention in the otherwise
automated procedure. The second problem is that for sﬁme fringe patterns the
indeterminate zone interrupts a phase discontinuity, which can cause errors in the
phase unwrapping. This has happened in Figure 22(d), where the phase values
have been incorrectly unwrapped along the central horizontal line, and this has led
to errors at the corresponding points in Figure 22(f). Similar errors can occur
elsewhere if the phase discontinuities break down due to poor original data or
filtering effects; examples can be seen in the corners of Figure 24(a). Such

problems can be overcome by allowing operator intervention in an interactive
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computer program, as has been used here, or by using more complex phase

unwrapping procedures®*'%,

Most of the data acquisition and processing is performed automatically by the
computer in this system, but operator intervention is still necessary for some tasks.
One of these is that, depending on the fringe quality, it is sometimes necessary to
alter the threshold value for detecting phase discontinuities in the unwrapping
process. The other is choosing a reference pixel for normalising the vectors. The
unwrapping process yields vector amplitudes which are relative to the starting
point, and this is unlikely to correspond to a suitable reference. Where there is a
known fixed point, such as the centre pin in this case, the choice is obvious, bufi in

other cases it may be necessary to try different references to indicate the required

information clearly.
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Figure 18: Square plate vibrating at 4.98 kHz, time-average ESPI
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Figure 19: Square plate vibrating at 21.8 kHz, time average ESPI
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Figure 21: Square plate vibrating at 30.5 kHz, time average ESPI
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phase-stepped analysis.
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43 THICK CYLINDER VOLUME VIBRATIONS

For the general case of a structure with arbitrary geometry, the resonant modes
are truly three-dimensional and require three measurement axes for complete
characterisation. This is also the case for plates as the thickness becomes large
or the medial section becomes curved, as these effects cause the out-of-plane and

in-plane modes to become coupled.

The object chosen to demonstrate three-dimensional vibration is shown in
Figure 25, and schematically in Figure 26. This is an ultrasonically-assisted
forming die (see section 5.1), which is in the form of a thick cylinder excited by a
magnetostrictive transducer attached at the top. The normal modes for such a
structure are described in Appendix C.2, and have been calculated by Cheers'?
using finite element (FE) analysis. These include some which have predominantly
radial motion (r in Figure 26), some predominantly axial (z) and some
predominantly tangential (6). The results have been plotted as contour maps of
x-, y- and z-components of displacement, s6 a5 to correspond to the measurements
made by x-, y- and z-sensitive ESPI interferometers. The FE plots have four
contour levels normalised to the largest value for each plot, so the FE ‘fringes’
should have the same form but not necessarily the same spacing as the

corresponding ESPI fringe patterns.

A full modal analysis of this object was performed and is discussed in section 5.1,
but selected results are presented here to demonstrate the ability to identify the
. different types of motion. The ESPI fringe patterns were obtained using the three-
dimensional time-average system described in section 3.2.1, viewing the cylinder

axially as shown in Figure 26.
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Figure 25: Ultrasonically-assisted forming die

TRANSDUCER

Figure 26: Schematic of ultrasonic die
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Figure 27 shows experimental results (a-c) from a steel die similar to the
aluminium one shown in Figure 25 vibrating at 14.40 kHz, with the FE predictions
(d-f) for the zero order torsional (T0) mode. (a) and (d) show the z-component, (b)
and (e) the x-component, and (c) and (f) the y-component. The agreement between
the ESPI and FE results is very close, which enables the experimentally observed
mode to be identified to a high degree of confidence and shows that there is very
little deviation from the expected mode shape. The main difference between actual
and predicted behaviour is that (¢) is slightly asymmetrical about a horizontal axis;
this is probably due to the added mass of the transducer at the top, which was not
included in the FE model. The poor quality of the x and y fringe patterns is
largely due to the fact that the motion for torsional modes is predominantly in the

z direction.

Figure 28 shows the results for the aluminium die of Figure 25 at 16.76 kHz, with
FE predictions for the first order radial (R1) mode. The correspondence is
excellent for the x- and y-components, but significantly different for z. This is due
to the influence of a high response torsional (T1) mode at a slightly lower
frequency (see section 5.1). The T1 mode is predominantly out-of-plane whereas
the R1 is predominantly radial in-plane, so only the z fringe pattern is significantly
affected. Because this is an in-plane mode the motion is best understood by
constructing the in-plane vector plot, which is shown in Figure 28(g). This shows
that the radial component of motion passes through one complete cycle around the
circumfereﬁce, being radially outwards at the top at the same time that it is

radially inwards at the bottom and zero along the horizontal radii.

Figure 29 shows the aluminium die at 24.00 kHz and the predicted second order
diametral rotation (D2‘) mode. Again the agreement is good enough to identify the
mode with confidence, and it appears to be very pure apart from the same
distortion in the y-component due to the transducer. The motion is predominantly
tangential in-plane, as shown by the vector plot in Figure 29(g). This mode is the

equivalent of the second longitudinal mode for the square plate in section 4.2.2,
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and comparison with Figure 19(e) shows that the motion of the two modes is very

similar.

Not all of the resonances which were detected correspond to the predicted normal
modes, but some of them appear to share features from two different modes.
Where these resonances occurred at frequencies close to the predicted modes,
combination modes were modelled_in the FE analysis by phasor addition of the two
adjacent normal modes in varying proportions to try and match the observed fringe
patterns. This approach was reasonably successful in most cases. As an example,
the ESPi fringe patterns shown in Figure 30 are from a resonance at 20.75 kHz,
between the predicted RO mode at 20.00 kHz and the R3 mode at 21.42 kHz. The
FE plots are for a combination of R3-0.2(R0). The match is not perfect, but is close
enough to suggest that the mode is a result of this type of cornbination. A further
example is shown in Figure 31. A sharp resonance was detected by the z
interferometer at 17.66 kHz, as shown in (a), but no fringes were observed with the
x or y interferometers. The z fringe pattern was particularly puzzling as it
appeared to have an odd number of antinodes around the circumference, which
should not occur for normal modes (for comparison see Figure 14), The adjacent
predicted modes are T1 at 17.11 kHz and T4 at 19.53 kHz, and a combination of
T1+0.7(T4) gives a similar pattern as shown in Figure 31(b). Because the
combining modes are both torsional the motion is predominantly out-of-plane, and
inspection of the x- and y-components shown in Figure 31(c) and (d) reveals that
the in-plane components are concentrated in a few small areas, so this accounts

for the lack of x and y fringe patterns.
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Figure 28: Aluminium die vibrating at 16.76 kHz,

and FE plots of R1 mode
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Figure 29: Aluminium die vibrating at 24.00 kHz,

and FE plots of D2 mode
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Figure 30: Aluminium die vibrating at 20.75 kHz,

and FE plots of R3-0.2(R0) mode
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die vibrating at 17.66 kHz,

Aluminium

Figure 31

and FE plots of T1+0.7(T4) mode
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5. VIBRATION ANALYSIS OF ENGINEERING .
| STRUCTURES

It has been demonstrated in Chapter 4 that the ESPI system is capable of
measuring arbitrary three-dimensional vibrations of simple structures. In order
for the system to be of practical use in engineering it must be able to be applied
to real engineering components, and that ability has been demonstrated with three
case studies: an ultrasonic forming die, an ultrasonic cutting system, and a
turbocharger blade. All of these are examples of situations in which a one-
dimensional measurement system is insufficient to provide all the required
information, so they provide a test for the three-dimensional system. The results
of these studies are given in the following three sections, and their implications
will be discussed in section 7.1. All the tests were performed in a laboratory using

the time-average ESPI system described in section 3.2.1.

51 FORMING DIE

The object described in section 4.3 is a prototype forming die, utilising mechanical
vibration at ultrasonic frequencies to improve production performance and
efficiency. It had been designed by Metal Box plc'®'®® to perform die necking
of thin-walled cylindrical tubes for aercsol cans, and was required to vibrate
resonantly in an axisymmetric radial (RO) mode at 20 kHz (see Appendix C.2 for
a description of mode shapes). Resonators of this type have previously been
applied to wire and tube drawing’®"'®, but not to tube necking. Designing a
system to operate effectively requires careful matching of the required resonant
mode with the driving system frequency, and avoidance of other resonances at
close frequencies which might affect the performance. Hence a full modal analysis

was required around the operating frequency, and three-dimensional measurement




85

was required to correctly identify the modes. This was undertaken as a
collaborative project combining the techniques of finite element (FE) analysis,

accelerometer-based experimental modal analysis (EMA) and ESPI.

5.1.1 ESPI modal analysis

Examples of ESPI fringe patterns and FE predictions have been given in section
4.3 to show how the modes were identified. A full set of ESPI results is sketched
in Figure 32 and Figure 33 for one particular prototype, an aluminium die with a
tubular mount. The same method of modal analysis was used as for the drcﬂm
plate in éection 4 2.1, slowly sine-sweeping to detect resonances, but in this case
most of the resonances were broad (i.e. low Q-value) so that the fringe patterns
' ofteﬁ varied continuously between peaks without vanishing. The results s-hown
therefore represent points sampled from a continuous frequency response function,
rather than isolated modes. Results have been recorded at 33 frequencies in the
range 13.5-25.8 kHz,  All these results have been recorded with the z
interferometer, which is the most sensitive, whereas x- and y-components are only
presented at maxima of in-plane response. The input excitation level was adjusted
in each case to give an optimum fringe pattern for identification (ideally 3-4 fringe
orders). Identical settings were used for x and y measurements at the same

frequency, but otherwise the individual results cannot be directly compared.

Because of the continuously varying na.iture of the response, it is desirable to
present the ESPI results as a frequency response function (FRF) which can be
compared with the FE and accelerometer results. This requires quantitative
determination of the vibration amplitude at each frequency (f). Because all the
normal modes have motion which is either predominantly out-of-plane (T modes)
or predominantly in-plane (R, D and F modes) it is reasonable to plot the out-of-
plane and in-plane response functions separately. The out-of-plane (axial) response

R, has been calculated by dividing the highest bright fringe order N, for each z



86
fringe pattern in Figure 32 by the power level E, indicated by the ultrasonic

generator for that recording:

o

R, -2
EO

For the in-plane response, the corresponding amplitude has been calculated as:

e

N, =2l NZ . Nf )max ' 'L(assuming the x and y components are in phase}.

where N, and N, are the fringe orders at corresponding points in the xand y fringe
patterns, and the factor of 2 is to correct for the relative sensitivity of the in-plane
interferometer with illumination angle 6=30° (see section 3.1). The in-plane

response is then given by:

where E; is the corresponding power input.. The calculated values are presented
in Table II. It should be emphasised that these values are only approximate, due
to the following points: (i) the reading accuracy for N is +Y2 fringe, which for values
of N = 1 to 6 gives a high relative error bound; (i1} amplitude values have not been
corrected for the non-periodic Bessel function, which introduces an error of
approximately ¥ fringe; (iii) the method assumes linearity between the generator
output and the die displacement amplitude, which has not been proven. However
they are useful as an indication of relative response, and more accurate response
values can be obtained from the accelerometer measurements (see section 5.1.3).
The values from Table II have been used to create the FRFs plotted in Figure 34,
where the functions have been estimated between the plotted points taking account
of the behaviour observed during sine-sweep testing. The transparent overlay
shows for comparison the FRF for radial motion at one point on the circumference

as measured by an accelerometer (see section 5.1.3).
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Table II: Modal response from ESPI fringe patterns

f (kHz) N, E, R, N; E; R, R/R,
13.50 2 150 | 0.013 6.1 75 0.163 0.08
13.98 4 260 | 0.015 - - - -
14.06 3 260 | 0.012 - - - -
14.24 4 30 0.133 32 1|-120 0.053 2.51
15.07 3 740 | 0.004 - - - -
15.40 - 2 640 | 0.003 - - - -
16.42 3 200 | 0.015 - - - -
16.47 3 200 | 0.015 3.2 160 | 0.040 | 0.38
16.50 3 200 | 0.015 - - - -
16.66 2 90 | 0.022 - - - -
16.76 5 60 0.082 6.7 30 0.442 0.19
17.66 3 340 | 0.009 - - - -
17.83 1 620 | 0.002 - - - -
19.70 2 100 | 0.020 - - - -
19.82 2 20 | 0.100 - - - -
19.92 3 50 | 0.060 - - - -
20.05 7 100 | 0.070 4 40 0.200 0.35
19.48 2 180 | 0.011 - - - -
19.80 4 210 | 0.019 - - - -
19.95 2 30 0.067 - - - -
20.20 2 110 | 0.018 - - - -
20.75 3 100 | 0.030 3.6 30 0.240 0.13
21.00 2 575 | 0.004 - - - -
21.20 1 600 | 0.002 - - - -
21.35 1 600 | 0.002 - - - -
21.55 2 550 | 0.004 2.2 400 0.011 0.36
23.50 1 550 | 0.002 3 290 0.021 0.10
23.80 3 370 | 0.009 4.1 190 0.044 0.20
24.00 2 610 | 0.003 3.6 290 0.025 0.12
24.22 3 470 | 0.007 42 | 270 0.031 0.23
25.20 1 500 | 0.002 - - -
25.60 1.5 | 530 | 0.003 - - -
25.77 2 570 | 0.004 - - -
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Table III:  Natural frequencies of ultrasonic die predicted by FE analysis

PREDICTED FREQUENCY
MODE . (kHz) 8/4,
2D MODEL! 3D MODEL?

T2 6.115 5.842 2.04
TO 9.634 9.552 1.72
R2 11.910 11.598 0.15
T3 12.846 12.228 1.63
R1 16.703 16.431 0.09
T1 17.106 16.875 1.58
T4 19.532 18.923 .
RO 19.995 20.142 0.16
R3 21.423 21.458 0.23
D2 24.237 24.120 -
FD2 26.856 26.325 -
R4 . 28.204 28.466 -

1 Results from Cheers'® using 2D axiharmonic analysis with ANSYS
software.

t Results from Lucas'® using 3D analysis with PAFEC software.

Table 1I because hysteresis was sometimes observed in this range. The T4 mode
was observed as the frequency was increased up to 20.05 kHz, but then switched

to the RO mode, which pe_rsisted if the frequency was decreased again.

It is evident from Figure 36 that the combination of ESPI and FE has enabled the
fairly complex vibration behaviour of this component to be well understood. The
ESPI results successfully provided the three-dimensional amplitude distribution
at each frequency, but were not sufficient on their own to understand the response
in terms of the normal modes. This understanding is necessary in order to
determine how to modify the design to alter a particular feature of its dynamic

behaviour, and it was made very much easier by having the FE predictions for
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comparison. The FE analysis proved to be reasonably accurate in predicting the
modal frequencies, but would not have been sufficient on its own for a complete
understanding. It was not possible to predict the modal damping, nor the presence
of the T1+0.7(T4) and R3-0.2(R0) combination modes (see section 4.3). The
principal limitation of the combined results is that because ESPI and FE both
produce results at discrete frequencies, and because of the limitations discussed
earli.er, the calculated response levels are only approximations. However this

information was provided by the accelerometer results.

5.1.3 Accelerometer analysis and redesign

The accelerometer results were obtained by Lucas'® at a grid of points over the
surface of the die. The acceleration was measured at each point whilst sine-
sweeping through a frequency range and monitoring the excitation input level.
The FRF at each point was generated by calculating the response (i.e. acceleration
per unit excitation) for a set of frequencies and performing a Fourier transform.
A typical result is shown on the overlay of Figure 34, which is for an accelerometer
attached to the circumference of the die and measuring radial acceleration. It can
be seen that the resonant frequencies are in good agreement, but the accelerometer
response appears larger at higher frequencies. Thisis because the acqel_e_rz}tiop is
propoftional to the square of the frequency. ; | '

) | - "~ Incontrastto ESPI, the accelerometer
results are spatially discrete bllt coﬁtinuous in the frequency domain. Therefore
to understand the mode shape it is necessary to obtain a large enough set of points
to give sufficient spatial resolution for the given mode. This is demonstrated in
Figure 37, which is a waterfall plot of the measurements taken at 32 points around
the circumference. The dominant in-plane modes are clearly identifiable: R1 at
16.7 kHz having one wavelength around the circumference; R0 at 20.1 kHz and
uniphase; R3 at 20.8 kHz with three wavelengths; and a pair of D2 modes at 23.7
and 24.3 kHz having four wavelengths each.

(_I.____ - - - — T T ———

L

*  for a given displacement amplitude
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5.1.2 Identification of modes

The FRF contains a number of obvious peaks which indicate resonant modes.
These have been identified with the help of the FE plots from Cheers'® which are
sketched in Figure 35, and the predicted natural frequencies which are tabulated
in Table III for two different FE analyses. Identification of the modes was
sometimes difficult, because in several cases the out-of-plane and in-plane
components of different modes look similar (see Figure 35, for example RO and TO,
R3 and T3, T2 and D2 out-of-plane). Also the modes did not occur in increasing
mode order, as might have been expected intuitively; for example the frequencies
of the radial modes occur in the order R2, R1, RO, R3, as predicted by the FE
analyses. It was usually possible to identify whether each mode was
predominantly out-of-plane or in-plane from tﬂe relative response measured by
each interferometer, as indicated by the R/R,; values in Table II. The out-of-plane
fringe patterns and in-plane vector plots (see section 4.3) then gave a good
visualisation of the vibrating shape, and the three fringe patterns for each mode

could be compared with the FE plots for confirmation.

The modes which have been identified to a high degree of certainty are labelled on
the frequency response function in Figure 36; the mode shapes are shown as z
fringe patterns for the out-of-plane (T) modes and as vector plots for the in-plane
(R and D) modes. Table III also gives the ratio 4/4 for each mode (where
available), where 4, and §; are the maximum out-of-plane and in-plane amplitude
components calculated from the 2D axiharmonic FE analysis. These can be
compared with the R/R, values in Table II. The corresponding values differ
significantly but nevertheless are of the same order of magnitude in almost every
case, providing further evidence for identifying whether the mode is out-of-plane
(ratio $1) or in-plane (ratio <1). The exception is the mode observed at 1647 kHz,
which has a much lower value than that predicted for the T1 mode. This can be
explained by reference to the FRF, which shows that the in-plane component is
greatly exaggerated due to the influence of the R1 mode at a slightly higher
frequency. Values between 19.48 and 20.05 kHz appear twice in Figure 34 and
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The resonant frequencies can be obtained from the response maxima, and modal
damping values can be calculated provided that the modes are sufficiently
separated to measure the half-power points (see Appendix B). Curve-fitting of the
responses from different positions gives the mode shape at a given frequency.
Hence it is possible to obtain all the dynamic characteristics (see section 1.2.2) and

perform a full experimental modal analysis (EMA).

Test operation revealed a problem that the R3 mode (or R3/R0 combination mode)
was being excited preferentially to the RO mode when the die was under load.
This is likely to happen if the R3 frequency is close to the driving frequency,
because the R3 mode is more dynamically balanced than the RO mode. To avoid
the problem it is necessary to increase the separation between the required (R0)
and undesirable (R3) modes. One advantage of EMA is that the results can be
interfaced with computer software to predict the effect of structural modification
on modal response. This enables one to determine how much mass or stiffness
needs to be added or removed at specified locations to shift the frequency of any
mode by a given amount. This method was used to modify the design of the die
so that the R3 frequency would be increased without affecting the RO frequency.
The modified die design has material removed at three regions around the
circumference, and the FRFs from retesting with ESPI and EMA are shown in
Figure 38. This shows how the R3 frequency has now increased to 21.59 kHz
while the RO is at 20.03 kHz. The improvement was confirmed by further

operational testing during which the R0 mode was retained under load.
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5.2 ULTRASONIC CUTTING SYSTEM

Ultrasonic vibration can be applied beneficially in a variety of engineering
processes in addition to drawing and necking. A common feature which makes
ultrasonics particularly useful is the ability to transmit the vibrational energy to
the point where it is required, i.e. where the work is being done. For maximum
efficiency this generally requires a resonant tuned system which produces the
requireci mode shape at the workpiece from a suitable input source. In the case
of the forming die (section 5.1) the driving transducer was attached directly to the
die, but in some cases it is necessary to design a tuned transmission system to
deliver the energy. This can be custom designed, or constructed from standard
components such as half-wavelength spacers, velocity amplifiers, splitters etc. An
example of the latter is a prototype device!® for making multiple cuts in paper,
card and friable or brittle products which has been studied using three-
dimensional ESPI,

The system can be puf together in many different permutations according to the
application, one example of which is shown in Figure 39. The element furthest left
is a piezoelectric transducer tuned to resonate in the fundamental longitudinal
mode at 20 kHz, which drives the system. This is studded to a velocity amplifier
horn which is mounted at a nodal plane to the support bracket. This transmits the
ultrasonic energy to a rectangular mother horn, which in turn couples the energy
into a pair of cylindrical spacer horns. Successive pairs of horns can be added
which support the cutting blades, exainples of which are shown in Figure 40. For
the system to function effectively it is necessary that the blades and different horn
sections be connected together at antinodal points, and hence the lengths of the
horns are designed to be one half-wavelength of the ultrasonic wave energy. The
horns are designed to vibrate in a longitudinal mode and the blades in a flexural
mode, so this is an ideal application for the three-dimensional interferometer.

Prior to testing with ESPI, the system was suffering a i)roblem due to the blades
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fracturing along a straight line across the width, and the aim was to investigate

possible causes of failure and recommend improvements in design.

Figure 41 and Figure 42 show the results of in-plane and out-of-plane analysis of
the transducer and the various elements of the transmission system at the
fundaméntal resonance of the transducer. Each image is labelled with the
frequency and driving voltage as indicated by the ultrasonic generator; resonant
frequencies were found to vary significantly with changes in power level. The
fringe pattern in Figure 41(b) shows that the in-plane (longitudinal) motion of the
transduc_:er is nodal at the centre and vibrating symmetrically at each end. There
is very little out-of-plane (radial) motion, Figure 41(c), just a slight bulging around
thé piezoelectric element stack. This confirms that the transducer is operating as
intended. Figure 41(d)-(f) show a single ¢ylindrical horn coﬁnecting the velocity
amplifier to the rectangular horn. Here the longitudinal motion is again as
intended, but the out-of-plane fringe pattern reveals significant radial motion (in
the centre) and tangential motion (at the right): This suggests that some
of the energy is being converted to flexural and tl:orsional vibration which will not
transmit the required longitudinal motion efficiently., Similar effects were
observed on the rectangular horn, Figure 42(a)-(¢), and the pair of ocutput horns,
Figure 42(d)-(f). The second order torsional mode is particularly obvious in (f). In
each case the degree of out-of-plane motion oﬁsewed varied considerably as the
stud connections were loosened and re-tightened, and this led to a recommendation

that a more consistent clamping arrangement should be a high priority.

The original blade design had straight parallel edges as shown in Figure 43(a), and
this was studied using the out-of-plane interferometer. A large number of resonant
modes were observed, some of which could easily be identified as normal modes of
a clamped-free-clamped-free rectangular plate. Figure 43(b), (¢} and (d) show three
examples recorded at 10.973, 20.122 and 24.912 kHz respectively, and (e} is an
example of a non-symmetric mode at 20.906 kHz. These experimental results
showed excellent agreement with predictions made by Lucas'™ using FE

analysis. The predicted normal modes were mostly of the form (i,j}, where i is the
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number of lateral nodal lines across the width of the blade (including the clamped
ends} and j is the number of longitudinal nodal lines. The resonances shown in
Figure 43(b), (c) and (d) correspond to the predicted (5,0) at 10.572 kHz, the (7,0)
at 22.171 kHz and the (2,4) at 24.531 kHz respectively. These are shown in Figure
43(f), (g) and (h). The (7,0) mode was excited at the fundamental résonance of the
driving transducer, and this explains the problém of the fractured blades. Stress
plots produced from the FE analysis showed that this mode has high bending
stress values with maxima along the lateral antinodes. Under high frequency
vibration this 'is likely to lead to very rapid fatigue failure. From this analysis it
was recommended that a new blade should be designed which would resonate in
the (2,2) mode at 20 kHz. This mode has no nodes along the cutting edge (except
for the clamped ends), has maximum amplitude at the centre of that edge, and has

much lower maximum stress.

Figure 44 shows two blades of modified design being driven simultaneously by the
system shown in Figure 39. They are viewed slightly obliquely with the out-of-
plane interferometer so that both can be seen together, as shown in Figure 44(a).
Figure 44(b) demonstrates that both blades can be excited simultaneously into the
desired (2,2) mode at a frequency close to 20 kHz, although again this was
sensitive to variations in clamping torque. With a slight reduction in frequency
the modes distort due to the influence of a different mode having a close resonant
frequency, as shown in Figure 44(c). Figure 44(d) shows another resonant mode
at a close frequency, and Figure 44(e) shows a speckle averaged close-up of the
same mode demonstrating better fringe visibility. Inspection of Figure 44(d)
revealed a set of fringes along the cylindrical horn, and radial out-of-plane
observation, Figure 44(f), showed clearly that there is a strong flexural resonance
of the horn at this frequency. This is undesirable as it is likely to reduce the
operating efficiency and increase the cyclic stresses. These results indicate that
with some fine tuning of the blade and horn design the resonant response can be
optimised, and indeed operational tests of this blade design have shown improved

performance and blade life.
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Figure 43: Ultrasonic cutting system: blade flexural vibrations
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Figure 44: Ultrasonic cutting system: coupled horn/blade vibrations
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53 TURBOCHARGER BLADE

Turbomachinery blades, including turbine and compressor blades, have been the
subject of great interest in engineering vibration studies. As components of high
speed rotating machinery they are often subjected to complex cyclic force inputs,
and if the induced blade vibrations cause excessive stresses or fatigue cracking
then the results can be catastrophic. Hence it is essential to try and prevent
resonances which could cause such conditions from occurring during operation. A
previous project at Loughborough'** had studied the modal response of a single
turbocharger blade using conventional out-of-plane ESPI in conjunction with FE
and accelerometer EMA, and had concluded that "ESPI is an extremely powerful
and fast method for obtaining results but is limited by its inability to view three-
dimensionally”. The principle problem was that the nodal lines indicated by the
fringe patterns sometimes suggested a different type of mode to that which was
actually occurring. The same problem occurred whilst trying to interpret FE
results presented as isometric wire mesh plots. In both cases the problem was due
to viewing in one direction only, because the displacement which is shown to be
zero is in fact only the component resolved in the viewing direction. This will
clearly make it difficult to identify different types of mode by viewing them in the
same direction. To try and overcome this limitation the three-dimensional ESPI

system was subsequently applied to studying the same blade.

The blade is shown in Figure 45 with the vibrator used to excite it and the global
coordinate axes of the interferometer. The blade resembles a cantilevered beam
but has fairly complex geometry, with varying curvature and thickness and a high
degree of twist from root to tip. This causes the normal beam-type flexural,
torsional and extensional modes to couple together and become three-dimensional
in character (see Appendix C). For this blade the ‘span’ modes which involve
str_ebching in the y direction (equivalent to extensional modes) occur at high

frequencies and are difficult to excite in a stationary blade, and the 3°z/3y*



Figure 45: Turbocharger blade with viewing axes

curvature is everywhere small so that the other modes do not produce significant
y components of motion. Hence it was sufficient for the purposes of the study to

view with z- and x-sensitive interferometers.

Figure 46 and Figure 47 show the first six resonant modes as seen by the z and
x interferometers, with unidirectional views of the deformed FE model as computed
by Wang'®. The mode at 1400 Hz is readily identifiable as the first order flap (1F)
mode, having very large z components but very little motion in the x direction.
The mode at 2360 Hz proved to be the most difficult mode to interpret in the
original study as the z fringe pattern is very similar to that observed at 4900 Hz,
both of which suggest a second order flap (2F) mode. However the x interferometer
reveals that the lower mode is vibrating in a beam-like manner in the x direction,
and hence identifies it as the first order edge (1E) mode. The higher mode has

much smaller x components and is the ‘true’ 2F mode. The other modes can
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similarly be identified as the first order torsional (1T) at 4510 Hz, 3F at 7450 Hz
and 2T at 9900 Hz.

The existence of significant z motion in the 1E mode and x motion in the Fand T
modes is due to the curved shape of the blade. The direction of the surface normal
varies from approximately -45° to +45° (with respect to the z-axis) across the
image, so that although the 1E mode is predominantly in-plane motion, this
includes significant z-motion in the areas which are viewed obliquely. This is a
good example of the need for surface contouring to relate global coordinate
measurements to local out-of-plane and in-plane components, as discussed in
section 3.1.3. The oblique angle of the z nodal lines in the 2F and 3F modes is
principally due to the taper from the leading to trailing edge of the blade. It
should also be pointed out that the individual modes were isolated by careful
choice of excitation force input position, and in general many of the resonances

were combination modes.
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6. NON-STEADY STATE VIBRATION ANALYSIS

All the results presented in the previous two chapters have been for steady-state
resonant vibrations of stable objects within laboratory conditions. Many
engineering vibration problems occur under less ideal conditions, where the
vibration may be time-variant or the object may be subject to more than one type
of excitation simultaneously. For example, in an industrial environment a
machine will typically experience low frequency vibration and shock transmitted
through the ground in addition to any self-induced resonance. These situations
have always proved problematic for time-average study, and this chapter
demonstrates how pulsed ESPI can be used to overcome some of the problems and
produce results which have not previously been possible with continuous wave
illumination. Three studies are described: (i) simultaneous standing wave and
travelling wave vibration in a beam; (i1} simultaneous translation and vibration of

a plate; and (iii) measurements of machine vibration in a factory environment.

6.1 TRAVELLING WAVES

Appendix B describes how vibrational energy is propagated through a structure by
travelling waves, which at resonance interfere to produce a standing wave pattern.
In the examples considered so far almost all the vibrational ener@ has been
reflected back by the boundaries and interfaces of the system so that the travelling
waves almost completely cancel out at resonance leaving very low net power flow
through the system. Under non-resonant conditions or in situations where some
of the interfaces disperse a significant proportion of the incident energy as well as
reflecting some, power is transmitted through the system by travelling waves
which may co-exist with standing waves caused by partial reflection. It is

desirable to be able to measure the travelling wave component for calculating the
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structural power flow'®. The time-average of a pure travelling wave gives a
constant amplitude across the surface, henqe this cannot be measured using
continuous wave illumination. Pulsed ESPI measures the net displacement
between two instants or phase epochs, hence the travelling wave component can
be isolated by synchronising the laser pulses to the zero displacement phase in the
standing wave cycle. Similarly, by varying the pulse timing the total motion due

to both components can be analysed.

The object chosen to demonstrate vibrational power flow was a steel beam of
rectangular section 5x50mm, as sketched in Figure 48. The beam has a free
length of 750mm, with one end tapered and packed in sand to give a dispersive
interface and the other end excited by an electromechanical shaker. End effects
are likely to occur in the vicinity of the shaker and the sand box, but provided that
the wavelength of the vibration is small compared to the beam length it should be
possible to observe approximately harmonic standing and travelling wave

components in the central region. Assuming that the vibration is induced as a

SHAKER
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Figure 48: Experimental rig for observing travelling waves
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bending wave, the phase velocity ¢ in a homogeneous beam is given by'™:

e = @Y E !
m

where ® is the angular frequency, E is Young’s modulus, I is second moment of

area, and m is mass per unit length of beam. The wavelength A is then given by:

where f=w/2rx is the driving frequency.

The central section of the beam was observed normally using the z-sensitive pulsed
interferometer (section 3.2.2) to measure the out-of-plane bending motion. Initially
the laser pulse triggering was synchronised with the driving signal. The driving
amplitude was reduced to zero and a reference ‘interferogram was stored with the
beam stationary, then the amplitude was increased and single pulse subtraction
used to observe the vibration fringe patterns. Because the travelling and standing
wave components were induced at the same frequency the synchronised fringe
patterns were stationary. Varying the time delay of the triggering enabled the
observed phase epoch to be altered. In the case of a pure standing wave this
causes the fringe density to vary whilst the nodal and antinodal positions remain
stationary, but in this case the fringe pattern could be seen to be translating whilst
the fringe density cycled without passing through zero. This confirmed the

presence of a significant travelling wave component.

The laser pulse generator was then connected to a separate frequency generator.
With fine adjustment it was possible to match the triggering and driving
frequencies and freeze the motion as before. Then, by applying a slight offset to
the triggering frequency, the captured phase epoch could be slowly varied so that
the motion of the beam was observed in animated slow motion. This is shown in
Figure 49 with the beam being excited at 2059 Hz. At this frequency the
wavelength predicted by theory is 0.149m and the value measured in practice was
0.147m, or approximately one fifth of the free length of the beam. The fringe
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patterns shown in Figure 49(a)-(h) are every fourth frame from a recorded video
sequence. Figure 49(a) is very similar to that expected for pure flexural vibration
of a beam. There are no fixed points in the image to use as a zero reference, but
the bending maxima and minima can be clearly identified by the hyperbolic form
of the fringes caused by anticlastic behaviour**®, and these correspond to the '
positive and negative maxima of deflection. Points of zero deflection show up as
straight fringes midway between adjacent hyperbolas, indicating lines of bending
inflexion. This information has been used to plot the deflected form of the beam
from the fringe pattern in Figure 49(a), as shown on the transparent overlay.
Scaled displacements are plotted along the centre line of the beam, with the point
of inflection nearest the left arbitrarily chosen as zero (with pulsed subtraction
ESPI points of zero deflection appear as a dark fringe). Similar plots are shown
for (b) to (h), maintaining the same dark fringe as zero, and the sequence clearly
identifies a trgvelling wave motion along the beam. The complete sequence shows
one cycle of the combined vibration, the reference inflexion point in (h) having
moved on approximately one wavelength from (a). The displacement plots indicate
some rigid-body rotation of the beam about a vertical axis and also some
asymmetry of the hyperbolic fringes (particularly in Fié,rure 49(c)-(e)) which might
be caused by rotation about a horizontal axis. It was difficult to prevent such
rotation, as the necessary constraints would also have the effect of diminishing the

travelling wave component.

The displacement plots overlaid on Figure 49(a)-(h) also show how the travelling
wave component can be separated from the standing wave component. The same
plots are shown in Figure 50(a)-(h) with the amplitude of the combined wave
motion indicated at each phase epoch. This is calculated from the mean distance
between lines joining the positive and negative displacement maxima. It can be
seen that this amplitude varies in a cyclic manner, being maximum between (d)
and (e) and between (h) and (a), and minimum between (b) and (¢) and between (f)
and (g). The phase and magnitude values of the maxima and minima could be
obtained to greater accuracy by including measurements at intermediate phase

values. The cyclic waveform indicated by the set of displacement plots is the result
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of phasor addition of the travelling and standing components. In general the
magnitude and phase terms of each will be unknown, but in this case both are
excited by the same local force input so that the displacement maxima of eachiof the
two components must coincide spatially and temporally. Hence the maximum total
amplitude corresponds to the algebraic sum of the component amplitudes, and the
minimum total amplitude corresponds to the travelling wave component only (i.e.

as the standing wave passes through zero):

Bpex = 8, + 8
amin‘= a,

where s and t denote the standing and travelling components respectively. In this

example a_,, = 1.20pm and a_,, = 0.532pm, giving the ratio a,:a, = 5:4.

Figure 51 shows every fourth frame from another video sequence recorded under
similar conditions except that the beam has undergone a small rigid-body rotation
“about a horizontal axis in its own plane. It can be seen that every vertical section
cuts two fringes, indicating a relative displacement between the top and bottom
edges of approximately 0.53pm. This is equivalent to rotating the illumination
vector, and has the effect of introducing carrier fringes' which remove the
ambiguity in the turning points. This validates the interpretation given in the
displacement plots of Figure 49. These fringe patterns can be analysed in the
same way, but show more clearly the travelling nature and variation in amplitude

of the combined waveform.

As with the studies presented in chapter 4, it is desirable to automate the fringe
analysis and remove the phase ambiguity by applying the phase stepping
technique. Figure 52 shows the results of using the single phase step algorithm

on the same beam with the laser pulses synchronised to the driving signal. (a)and
- (b) show the fringe patterns at 0° and 90° phase, and (c¢) shows the modulo 2=

phase map with the unwrapped displacement plot from a horizontal line vector.
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It can be seen that this compares favourably with the form of the displacement
plots in Figure 49. With the laser and shaker synchronised the maximum and
minimum amplitude conditions can be found by varying the triggering delay, and
the amplitude values determined automatically by phase-stepping in each case to

calculate the magnitude of the travelling wave component.






Flexural travelling wave in steel beam vibrating at 2059 Hz

Figure 49
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6.2 SIMULTANEOUS TRANSLATION AND VIBRATION

All the pulsed ESPI results presented so far have used single pulse subtraction to
form the fringe patterns. It has been shown in section 6.1 that this can give good
results in the presence of some rigid-body motion, and in section 4.2.3 that it can
freeze ﬁotion at frequencies in excess of 30 kHz. However if the motion of the
target between consecutive video frames is sufficient to move the image by more
than the speckle size then the speckle patterns will not correlate and fringes will
not form. This problem can be overcome by using twin-pulse addition, firing two
laser pulses during one camera exposure as described in section 3.2.2 and
Appendix A.4. Because the pulse separation is now much shorter, the target
movement and hence also the decorrelation are greatly reduced. Correlation by
addition does not remove any of the existing noise, so addition fringes have much
higher noise levels than subtraction fringes and therefore much poorer visibility.
With interferometer configurations which use a reference beam (for example the
out-of-plane sensitive interferometer) this can be partially offset by subtracting the
referénce beam optical ndiée prior to addition, but this is not always possible.
Another technique which can be used is to subsequently subtract two fringe
patterns which have been formed by addition'®, This can sometimes produce
fringes of much improved visibility, but requires very careful interpretation as the
fringes now indicate correlation of two vibration patterns, rather than a direct

measure of surface displacement.

To test the performance of pulsed addition ESPI for studying unstable objects, a
laboratory experiment was designed in which a target could be simultaneously
vibrated and translated. This used a variable speed translation stage to carry
either the pinned square plate (as studied in sections 4.2.2 and 4.2.3) or a similar
clamped square plate, which could be studied using the pulsed laser in either an

out-of-plane or in-plane interferometer configuration.
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The results are shown in Figure 53. (a) shows twin-pulse addition fringes obtained
from an out-of-plane interferometer, observing the clamped plate vibrating in a
flexural mode whilst stationary. The fringe visibility is poorer than pulsed
subtraction fringes (see for example Figure 12), and several rings of optical noise
can be seen which have not been subtracted out. The advantage of using addition
is indicated by Figure 53(b), in which the pinned plate is simultaneously vibrating
out-of-plane at 5 kHz and translating towards the camera at 15 mm/s (i.e. 600 pm
between video frames). Fringe quality has deteriorated but the fringes are still
visible, and the visibility was significantly better when viewed live than it appears
in the still photograph. These fringe patterns are still not.of sufficient quality for
reliable post-processing using the same methods as for subtraction fringes, but
high visibility fringes can be obtained by subtracting two addition fringe patterns.
This is demonstrated in Figure 53(c), which is the result of subtracting two images
from a previously recorded sequence of twin-pulse addition interferograms of the
stationary clamped plate. The time invariant optical noise has been removed to
yield high visibility fringes, and the mode shape is clearly visible. Because this
image is a correlation of two fringe patterns, the extraction of quantitative data
(e.g. using a phase step algorithm) would be more complex and would require the
timing of the laser pulses for the original interferograms to be accurately known.
Figure 53(d) shows what happens when this method is applied in the presence of
rigid body translation at 1 mm/s; here the vibration fringes are superimposed with
tilt fringes caused by low frequency shaking of the target due to the translation.
Figure 53(e) was produced by the same method as Figure 53(c), but using an in-
plane interferometer with the stationary pinned plate vibrating in an in-plane
mode. Fringe quality is again consi'derably improved, and similar effects are again

observed with the target translating at 15 mm/s, as shown in Figure 53(f).
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Pu.ls-ed addition ESPI of a translating plate

Figure 53



125
6.3 MEASUREMENTS IN A FACTORY ENVIRONMENT

The best way of proving the pulsed ESPI system's ability to operate in an
industrial environment is to demonstrate it working in such an environment. This
was done as a part of the Metal Box research project, studying a prototype
machine incorporating the ultrasonically assisted forming die. Figure 54 shows the
pulsed laser ESPI system installed adjacent to the machine, and clearly
demonstrates the industrial environment with other high-speed machinery
operating in the vicinity and very little mechanical isolation or acoustic shielding.
The machine itself is supported by a raised steel-plate floor, which proved to be
fairly compliant and resulted in considerable rigid-body motion of the machine
during operation. The laser is positioned on the ground under this false floor, with
the power supply unit against the rear wall and ancillary equipment (pulse
generators, video cassette recorder, monitor and personal computer) on an adjacent
table. The laser beam was reflected up through a metal pipe for safety, then
manipulated into the required interferometer configuration using a beam-splitter,
mirrors, lenses and diffuser plates mounted magnetically to the machine frame.
Optical access was considerably restricted because the object of interest (the
forming die) was enclosed within the machine frame, as shown in Figure 55. This
shows the illumination for a horizontal in-plane sensitive interferometer, which

was used to study the radial RO vibration mode of the die.

A selection of the results which were obtained is shown in Figure 56. (a) is a live
image with a metal cylinder in position ready to be necked by the die. This
illustrates some of the difficulties experienced when using optical interferometry:
part of the die cannot be seen as it is obscured by the cylinder; which also casts
shadows from the oblique in-plane illumination and prevents interferometry in the
shadowed region. The die also has to be viewed obliquely due to the position of the
support frame. Figure 56(b) shows the result of using single pulse subtraction,
with in-plane sensitivity and the cylinder removed. The radial fringe pattern is

similar to the finite element prediction and laboratory result for this mode (see
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section 5.1), and confirms that the vibration is as required. Figure 56(c) shows a
similar result on an enlarged view of the lower portion of the die, this time with
a cylinder in position. Figure 56(d) was recorded under similar conditions but with
the laser pulses fired at different points on the vibration cycle, and gives an
_ indication of the maximum fringe resolution obtainable, Finally Figure 56(e)
shows the result of subtracting two twin-pulse addition interferograms from a
recorded sequence. This is the same method as was used to produce Figure 53(e),
and again shows the vibration fringe pattern superimposed with parallel fringes,

caused by a rigid-body tilt between the two recordings.
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Figure 54: Pulsed laser system installed in a factory environment
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Figure 55: Illumination of the forming die for pulsed in-plane ESPI




129

i

=

i
A
%

A
ik
A

is of forming die

Pulsed ESPI analys

Figure 56



130

7. _DISCUSSION

It is the purpose of this chapter to discuss the work that has been done, and the
extent to which it has achieved the aims as set out in section 1.1. This will be
done in three parts. Section 7.1 conéiders the experimental studies which have
been undertaken and discusses the implications of the results obtained. Section
7.2 considers the hardware and software which have been uéed, and assesses the
performance and relative advantages of different components, including possible
future developments. Section 7.3 gives a critical assessment of three-dimensional
ESPI in general, by judging the performance against the requirements outlined in

chapter 1 and by comparison with other available technigues.

7.1 EXPERIMENTAL RESULTS

The studies presented in chapters 4, 5 and 6 included discussions of individual
results and their interpretation. Here it is intended to consider the results of those
studies in more general terms: the scope of information which has been cbtained;
the practical limitations and problems which have been encountered; and the
relevance to engineering vibration analysis in general. Each of the chapters dealt
with a different type of problem, and they will be considered in turn in the

following three sections.

7.1.1 Chapter 4 results

The aims of chapter 4 were twofold: (i) to demonstrate results from the different
interferometer configurations (out-of-plane and in-plane) and illumination methods

(continuous wave and pulsed); and (ii) to show how ESPI can measure vibrations
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on appropriate objects in one, two and three dimensions. The only method not
demonstrated here was twin-pulse addition ESPI, which was subsequently dealt
with in chapter 6.

The cantilever beam in section 4.1 is an exception in this chapter, as the vibrations
are non-resonant. However this design does provide a motion which is known a
priori and can therefore be used to test the experimental method, and in this
respect the experiment has been successful. The time-average results demonstrate
that both out-of-plane and in-plane interferometer configurations can measure
vibrations, and the results from each éorrespond with good agreement. The
graphical method used to produce the displacement plots is relatively
straightforward but tedious and time-consuming, and the results from the pulsed
phase-stepped analysis demonstrate how the procedure can be automated
effectively. The comparison between different filtering methods shows little
diﬂ'erence in overall effectiveness in this case, but nevertheless demonstrates the
image processing procedure for extracting unambiguous displacement data from
cosinusoidal fringe patterns. Phase-stepped analysis was not extended to the in-

plane interferometer in this study, but was later demonstrated in section 4.2.3.

The circular plate study (section 4.2.1) provides a good demonstration of how a
simple time-averaging out-of-plane system can perform a useful modal analysis.
The results are similar to some earlier studies (for example references 12 and 31)
and do not involve any technological advances in ESPI, however they do
demonstrate a number of interesting vibration phenomena. These can help to give
a better understanding of more complex vibrations (part of the reason for this
study was to aid the interpretation of results from the forming die in section 5.1).
Three phenomena in particular are worth mentioning. First, the frequency
separation of the conjugate mode pairs which occur in symmetric objects, which
was observed at several different frequencies. Second, the effect of two separate
modes being excited simultaneously at the same frequency. This was often
observed at frequencies between the resonant peaks of conjugate mode pairs, for

example at 1138 Hz and 4900 Hz, and gives a fringé pattern corresponding to the
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time-average of the phasor sum of the two modes. Third, one mode being
influenced by another mode, where the two have significantly different resonant
frequencies. This is best demonstrated by the (7,0) mode at 5650 Hz, which clearly
includes a significant contribution from the (1,2) mode which occurs on its own at
5800 Hz. Previous studies (for example Waller'?) have sought to eliminate such
modal combinations, by varying the excitation and constraints in order to isolate
the normal modes. However it is instructive to appreciate that these effects are
likely to occur if, as here, the excitation is fixed. This is often the case in practical

systems (for example the forming die and ultrasonic cutting system in chapter 5).

The square plate study (section 4.2.2) extends the same method to three-
dimensional analysis by adding an in-plane interferometer to the experimental
system. The importance of doing this for obtaining a complete understanding of
the object motion is demonstrated by the results in Figure 19. At this frequency
the out-of-plane interferometer shows that the plate is resonating in a high order
flexural mode, but gives no indication of any in-plane motion. Observing with the
in-plane interferometer reveals that the plate is simliltaneoﬁsly resonating in an
extensional mode, so that the total surface motion is predominantly in-plane. It
is possible that an in-plane mode like this could create critical stresses in a
vibrating component, but it is unlikely that it would be detected using conventional
uniaxial testing techniques. Figure 18 demonstrates that in-plane fringe patterns
can also be obtained for flexural modes, where the out-of-plane motion is dominant.
The in-plane vector plots for these modes provide an excellent description of the
in-plane motion, but are even more tedious to construct graphically than the
cantilever deflection graphs in section 4.1. Once again the pulsed phase-stepped
analysis (section 4.2.3) shows how this can be automated, and only requires two
in-plane views. These results also show good agreement. Some problems were
experienced with the phase unwrapping, but methods are now available®*®'® which

should be able to overcome these problems in future.

The thick cylinder in section 4.3 proved to give an excellent demonstration of

three-dimensional vibration, and the results presented for five different resonant
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modes show that any combination of in-plane and out-of-plane motion can be
measured. In this case an out-of-plane sensitive interferometer oﬁ its own would
be inadequate for understanding the object motion. Figure 30 shows that the R3
mode at 20.75 kHz is significantly influenced by the RO mode at a lower frequency,
in the same way that the (7,0) mode was for the circular plate. Figure 31
demonstrates a different phenomenon, as this appeared to be a discrete resonant
mode comprising components of two normal modes which were each observed at

different frequencies.

7.1.2 Chapter 5 results

Thé principal aim of the research project was to show that ESPI could be a useful
tool for three-dimensional vibration analysis and to apply it to engineering
structures. This has been achieved, as demonstrated by the results in Chapter 5.
The three case studies which are presented were all ‘real’ problems: the first was
an in&ustrial research and development idea which formed the basis of a
collaborative research project; the second required solving a problem of component
failure; and the third was to overcome difficulties which had been experienced in

another project.

The ultrasonic forming die study (section 5.1) was a major project which extended
to several different die designs, but the portion of that work reported here is
sufficient to demonstrate all the techniques which were applied. Although the
object geometry is relatively simple, having rotational symmetry and a flat surface,
the complex three-dimensional nature of 1‘:he resonant modes (as identified in
section 4.3) made it a difficult problem. The results show that a good
understanding of the vibration behaviour was obtained, but the main conclusion
of the study in experimental terms was that the combination of all three
techniques (ESPI, accelerometers and FE) was required to achieve this. ESPI and
accelerometers both detected the resonant peaks without difficulty, but

understanding the response in terms of normal modes was sometimes difficult, as
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discussed in section 5.1. The ability of the FE analysis to predict both natural

frequencies and mode shapes was of considerable help in interpreting the observed
results. In cases where the motion is not so clearly separable into in-plane and
out-of-plane components, for example non-symmetric geometries, this could be even
more useful, However in these situations it is less likely that a specific mode

shape would be required.

Plotting the frequency response function from the ESPI results was a useful
exercise, and showed how much more information can be extracted from the
results than just mode shapes. However the method of calculating the magnitude
of response from fringe patterns involved several stages, and the relative error
bounds were often high due to the low number of fringe orders visible for some
modes. Modal damping values have not been calculated from the ESPI results, but
would also be subject to high errors for the same reasons. It is clear that
accelerometers are much better suited to measuring response in the frequency
domain, whereas ESPI is better for measuring response in the spatial domain (i.e.
mode shapes). This again demonstrates the advantages of using them together as

complimentary techniques.

This study started with a component suffering from a problem (i.e. the tendency
to resonate in the R3 mode preferentially to RO during operation), and ended with
a redesigned die in which the problem was solved. The fact that it was possible
from the experimental measurements to redesign the die, and to achieve the
required improvement in performance, is the best possible demonstration of the
validity of this work., Although the experimental modal analysis (EMA) and
structural modification analysis were performed from accelerometer results, ESPI
was very important in gaining an understanding of the modal behaviour, and the

results show the usefulness of three-dimensional ESPI in a design process.

The ultrasonic cutting system study (section 5.2) started in a similar way, with a
need to investigate why the blades were fracturing and to recommend design

improvements. Unlike the previous study, this component is not well suited to
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conventional EMA using accelerometers: the thin blades would be likely to suffer

significant mass loading. effects due to attached accelerometers, and the nodal
spacing of only a few millimetres in the modes of interest demands a high spatial
resolution. However it was well suited to ESPI analysis, and the cause of the
problem was identified literally within minutes: the operating frequency coincided
with the high-stress (7,0) mode shown in Figure 43(c). Further analysis revealed
other modes such as the (2,2) which seemed likely to give improved performance.
FE analysis confirmed this and enabled redesign to produce the required modes
at the operating frequency, and subsequent retesting with ESPI confirmed the
feasibility of the design. The improvement in performaﬁce which was achieved
again demonstrates the usefulness of the technique. In addition to the blade
analysis, it was shown that the three-dimensional system is ideal for studying

ultrasonic transducers and horns which vibrate in longitudinal modes.

Turbomachinery blades have been studied using holographic interferometry (HI)
and ESPI for many years, and sﬁch components usually have a curved and twisted
form, which causes coupling between modes and three-dimensional vibration
behaviour. Hariharan®' has shown the necessity for two- or three-dimensional
measurements and used HI with two illumination directions to achieve it. The
results in section 5.3 demonstrate an alternative method of achieving the same
result, using the 3D ESPI system. These results are purely qualitative, but the
method of phase-stepping which was demonstrated in chapter 4 for both in-plane
and out-of-plane ESPI could be applied to the same results to give quantitative
three-dimensional vectors. The computation involved would be much simpler than
with the Hariharan method. Even as a qualitative technique the advantages are
obvious, as demonstrated by the comparison of the 1E and 2F mode fringe
patterns. With different blade geometries it may be that some in-plane modes are
difficult to detect using a uniaxial measurement system, as was the case for the

plate in section 4.2.2., and in such cases the 3D system would have distinct

advantages.
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The forming die and ultrasonic cutting system were both excited by a fixed
transducer, so that the position of the excitation force could not be varied, and in
both cases vibrations were observed which were combinations of the normal modes.
With the turbocharger blade the force was input from an external shaker, whose
position could be varied. In general the response was again found to include many
mode combinations, and it was only possible to isolate the normal modes (to
correspond with the FE predictions) by careful choice of excitation position.
Therefore it must be expected that in studies of self-excited objects, some of the

normal modes will appear as combinations.

7.1.3 Chapter 6 results

The pulsed laser became available for use about two and a half years into the
research project, and was subsequently used to overcome some of the limitations
which had been experienced with the continuous wave laser. One of the
applications is phase stepping for automatic fringe analysis, which has been
covered in chapter 4. Another application is to time-variant vibration problems,
such as transient response and travelling waves; this has been investigated
through the travelling wave study in section 6.1. A third application is in
situations where it is not possible to achieve temporal stability between the object
and the interferometer, and this has been studied in the laboratory with a

translating target and demonstrated practically in a factory environment.

The study of travelling waves in section 6.1 serves two purposes:-it is the first
stage of a project to develop a new method of measuring structural power flow, and
it illustrates the way in which pulsed ESPI can be applied to non-resonant
vibration analysis in general. With regard to the former, it can be considered a
successful feasibility study. It has been shown that by manipulating the laser
pulse timing it is possible to isolate only the travelling wave component, which
transmits the power flow. This gives a whole-field view of the power transmission

path through the structure, and quantitative displacement values which can be
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used to calculate the net power flow. A method of calculating the power flow using
laser vibrometer techniques has been described by Baker et al'®, which requires
measurements of spatial velocity gradient. For single frequency harmonic
vibrations the velocity can be obtained by multiplying the ESPI displacement
values by the angular frequency o, and for more complex waveforms the
displacement could be sampled at different phase epochs and differentiated with
respect to time (i.e. temporal phase). Spatial gradients can be obtained either by
differentiation of the fringe spacing, or by wusing an image-shearing
interferometer'™® to measure slope directly. For obtaining both velocity and slope
it is desirable to avoid numerical differentiation, which inevitably introduces
computational errors. Although only the first stage has been demonstrated so far,
this indicates that there is potential for a successful measurement system to be
developed. A further benefit of three-dimensional ESPI is that both flexural and
longitudinal wave power flow can be observed, by using the out-of-plane and in-

plane sensitive interferometers respectively.

Section 6.2 introduces twin-pulse addition ESPI, a.pd demonstrates that it can be
used to observe in-plane and out-of-plane vibration modes even on targets that are
highly unstable and undergoing significant rigid-body motion. This enables
measurements to be made which would be impossible with time-averaging,
stroboscopic and even single pulse subtraction techniques. However, the visibility
of addition fringe patterns is much poorer than for the other techniques, and this
creates difficulties for automatic fringe analysis. A method 6f post-processing has
been demonstrated whereby addition interferograms are subsequently subtracted.
This yields hi.gh visibility fringes which can indicate both vibration mode shapes
and bulk body motion, although it also makes quantitative analysis of vibration

amplitudes more difficult.

Section 6.3 puts into practice the techniques of section 6.2, and shows that useful
results can be obtained on an engineering machine under fairly harsh conditions.
This study also demonstrates an inherent limitation of ESPI, that being the

requirement to be able to illuminate and view the surface being studied. It was
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not possible to study the entire die face at once because the position of the metal
cylinder obscured part of the view and also cast shadows from the in-plane
interferometer illumination, as shown in Figure 56(a). Another problem that was
experienced during this study was that the optical components (mirrors etc.) used
for illumination had to be clamped to the machine frame, and suffered from
transmitted shock and vibrations which caused instability in the fringe patterns.
This problem should be significantly reduced by using fibre optic illumination,
where only one clamping point is required at the fibre output. Containing most
of the beam paths within fibres would also be highly desirable from a safety

viewpoint in a factory environment,

7.2 ESPI TECHNOLOGY

A variety of methods and technologies has been used throughout this research.
Some have been chosen due to suitability for a particular application, and others
have been introduced as a result of technological advarices. The purpose of this
section 'is to review the different types of component that have been tested or are
available, and to assess their relative advantages and limitations. Three general

categories are covered: lasers, fibre optics, and imaging systems.

7.2.1 Lasers

All the time-averaged results in this thesis were obtained using an argon-ion gas.
laser, and all the pulsed results were from a Nd:YAG solid state laser. Gas lasers
are the conventional source for continuous wave and stroboscopic illumination,
normally using helium-neon for low power (<50 mW) and argon for high power (up
to ~2 W) applications. The reason for using an argon laser in this work was to
enable the beam to be split several times into out-of-plane and in-plane

configurations, still giving sufficient illumination power after coupling losses from
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optical fibres (see section 7.2.2)./ Argon lasers also have the advantage of

considerably longer coherence length than helium-neon laser; ?Qgt are very much

w_tg_ purchase and to run. An alternative which has become viable
1n recent years is solid state diode lasers, which are cheap, compact, have long
coherence lengths, and are capable of being modulated for stroboscopic output.
Their suitability for ESPI has been studied by Wykes'”, and the Newport
HC4000 speckle camera uses a diode laser source. Until recently they have
suffered from being limited to low power output (a few milliwatts) at invisible
infra-red wavelengths, but the technology is advancing rapidly, and visible diode

lasers are likely to become the dominant source for low power applications.

It has been shown that pulsed ESPI offers considerable advantages in terms of

being able to study unstable objects and non-steady state vibrations, and producing
— T i

cosinusoidal fringes suitable for automatic analysis. However pulsed lasers in

e T T
general, and especially the laser used for this work, are very expensive. For low
.—"'_‘\\_—’_'_

frequency vibration applications it may often be adequate to_use stroboscopic

illumination from chopping or modulating a continuous wave_source... But for

freezing high frequency vibrations, or temporal sampling of a waveform, it is still

necessary to use a Q-switched pulsed laser. Ruby lasers have conventionally been

used for pulsed holography, but suffer problems with ESPI due to the low pulse

w and intensity variations between double-pulses™. The development
of freqﬁency-doubled Nd:YAG lasers which can pulse at video camera frame rate
(50 Hz) has solved the first problem, although pulse-to-pulse stability can still be
a problem when extracting double pulses from a single resonator®”. The twin-’
cavity diode-seeded laser used for this work'® gives excellent twiﬁ-pulse

performance, and represents the current state of the art in twin-pulse lasers.

7.2.2 Fibre optics

Optical fibres offer several advantages over mirrors for guiding laser beams. The

number of optical components required is minimised, as it is only necessary to use
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one lens to couple the laser into the fibre, and optionally one other lens at the fibre
output if it is required to alter the beam divergence. Single mode fibres produce
a high quality smooth output which does not require furfher spatial filtering.
Changing the optical configuration or illumination direction can be done quickly
and easily, as it only requires moving the fibre output end. It is also possible to
illuminate otherwise inaccessible areas, such as the inside of enclosed components,
by inserting fibres through small holes'®, and with fibre optic imaging systems
this opens up the possibility of endoscopic ESPI. Fibre-guided beams are also
inherently safer than exposed beams because they are enclosed. The main
disadvantage of fibre optics is that a high proportion of the incident light is
wasted, typically ~50% with single mode fibres. This is largely due to the
difficulty of coupling the laser beam into the small core, which also requires
precision manipulators for optimising the position and angle of the fibre input end.
Dissipation losses within the fibre are negligible over lengths up to a few metres.

The maximum illumination_power-is-limited by the_power_density which can be

oo A,

accepted by the fibre. This is not generally a problem with continuous wave
I e T S W

ilumination, and outputs of the order of 100 mW have been obtained from single

mode fibre with 4 pm diamgte‘l;gglj@_;gl_uring this research. With the pulsed laser

t@a_ﬁw the high energy density, but it has been.demonstrated

that pulsed ESPI can be performed using large diameter (1000 pm) multi-mode

T
fibres (this_work.occurred-too.late.for_results to be included in.this.thesis).. Phase

shifti;fg or modulation can be performed before the beam is coupled into the fibre,
as shown in Figure 7, or by stretching the fibre using a piezoelectric element®, It

should also be possible to phase-shift simply by axially translating the fibre output

end.

The fibre optic ESPI head described in section 3.2.1 was found to operate well, and
could be moved around without requiring any realignment. The coherence length
of the argon laser was sufficient for objects to be studied in the range 0.5-3m
without moving the position of the illuminating fibre, and the fibre input couplers
also required virtually no adjustment over a period of several weeks (except for

varying the reference beam intensity).
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7.2.3 Imaging systems

The imaging system in ESPI comprises three parts: a lens, a camera, and a means
of introducing the reference beam. 35mm format single lens reflex camera lenses
have been used throughout, as they are readily available in a range of focal lengths
(including zoom), ane, and have a focal plane sufficiently far behind
the lens to permit a beam-combining element to be inserted for the reference beam.
Amplitude-division type beam-splitters have been used to introduce the reference
beam. The Ealing Vidispec (as shown in Figure 6) uses a wedge, which causes
astigmatism in the image. This problem was eliminated by using a cube (see
Figure 7), which required partial shielding to prevent internal reflections. Most
of the time-averaged results were observed using the Insight video camera supplied
with the Vidispec, which gave good results. As part of the pulsed ESPI
development, a charge-coupled device (CCD} type camera was introduced which -
has increased sensitivity and an effective exposure of 19 ms per 20 ms frame, the
image being downloaded in the final 1 ms. This feature is important for twin-pulse
addition, where two images must be summed within the same exposure period.
This camera also performed well, and was more compact than the Insight, so it
was subsequently incorporated in the fibre-optic ESPI head as well (Figure 7).
One problem with the CCD camera is that the imaging area of 6x4.5mm is much
smaller than the 35mm format for which the lenses are designed, with the result
that the field of view is much reduced. Various methods can be used to overcome
this problem, the simplest being to use a wide angle lens. A 28-70mm focal length
zoom lens was used for all the results that have been presented, but a 18mm lens

has also been used to view larger objects of up to 1m width at a distance of 3m.
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7.3 CRITICAL APPRAISAL OF TECHNIQUE

The usefulness of the three-dimensional ESPI technique as a tool for practical
engineering vibration analysis can be assessed in two ways: first, by objective
assessment of the -attributes required by measuring systems in general; and
second, by comparison with alternative techniques which could be applied to the
same types of problem. These two approaches are considered in the following two

sections.

7.3.1 Performance parameters

The performance of the various different techniques used, and ESPIin general, can
be assessed by considering the parameters for measurement systems which were

listed in section 1.3:

(i) Ease of use.

The ease of use with ESPI is largely determined by the type of object being
studied. In the case of objects which are mobile and small enough to be
placed on an optics table, they can be analysed with a laboratory-based
system (as used for all the studies in chapters 4 and 5). The interferometer
" usually requires a skilled operator to set up initially, but subsequently only
requires simple adjustments to the lens (zoom, focus and aperture) and

beam intensities. It is necessary to clamp the object rigidly to the table (to

prevent rigid-body motion relative to the interferometer), and to arrange a

suitable method.of excitation. If the excitation source is internal then some
_p—'-"'"——'-_ _‘_H""“*h_

form of transducer may be required for triggering in the case of pulsed

ESPI. Operation_becomes: more_difficult. for_objects Whl(:,h cannot be
Sy I

——

mounted rigidly to the same surface as the interferometer. Continuous
—_— ——
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wave illumination can sometimes be used in these circumstances, but
usually requires a common path arrangement with the reference beam (for
an out-of-plane sensitive interferometer) being derived from a point on or
adjacent to the object. Pulsed subtraction ESPI may require similar action,
but twin-puise addition alleviates the problem in all but the most severe
cases (as demonstrated in sections 6.2 and 6.3). The other situaﬁon which
can create difficulties is where optical access is restricted, and it may be
necessary to construct an arrangement of mirrors or a fibre-optic system to
illuminate and view the area of interest. Having set up the measurement
system, a lot of information can usually be gathered in a short time. This
is due to the whole-field measurement capability, and the ability to observe
results in real-time whilst changing variables such as excitation frequency.
As an example, the full modal analysis of the circular plate in section 4.2.1
was completed within one day.

Ease of interpretation of results.

:I_‘ilt:t_le;avex{aged_ﬁtingg_ patterns are gq'rgnally reasonably straightforward to
interpret in the case of simple structures undergoing resonant vibration, for
example the plates in section 4.2 and the ultrasonic cutting system in
section 5.2, because the Bessel function fringes_give_a._clear indication of

nodal areas and relative amplitudes. However even in these circumstances
et -

the presence of . g?xgbigfiﬁop modes or simultaneous eg—czﬁaﬁon_of_normal
modes (as discussed in section 7.1.1) can maki interpretation difficult. In
general, motion at any point may‘ch'ffer fr;ﬁlisinusoidal, and relative phase
can vary across a vibrating surface. Pulsﬂg_d_]é]_&i[_can_ yield time-resolved

displacement data to analyse such motions, but the cosinusoidal fringes are

usually very_difficult to interpret as they do not uniquely.identify stationary
points. This has been the reason behind the development of post-processing
to present the displacement data as wire-frame or vector plots, and in these

formats the results are very much easier to interpret.
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Accuracy and resolution of measurement.

The range of measurement with basic-time-average-ESPI.is.limited at.the

lower end by the requirement of at least one_fringe, and at the upper end
e — e e ettt marv——— e £ S ey

by the minimum fringe spacing at which individual fringes can be resolved.

In practice this is usually no more than 20 fringe.orders across the image.

(see for example Figure 28). For an out-of-plane_ configuration with

‘illuminating wavelength ~0.5pm, this gives a range of approximately

FUPPRES

0.25pm to 5pm peak-to-peak amplitude. Amplitude values between fringes

can be interpolated with a resolution of approximately +% fringe. With

pulsed ESPI the fringe density can be reduced by sampling a portion of the
vibration cycle, so that displacements can be measured up to the limit at
which the two speckle patterns no longer correlate. This extends the range
considerably beyond that of time-average ESPI. The lower limit is
determined by the accuracy of fringe interpolation, and this is greatly
increased by using phase stepping to convert the cosinusocidal fringe

function to a saw-tooth function which can be linearly interpolated; the

~errors involved in the phase stepping process have been analysed by Kerr

et al'®. In this case it is likely that the measurement error will be
determined by experimental and environmental factors rather than the

resolution of fringe interpolation (see for example Figures 12(h) and 52(c).

Spatial and temporal continuity.

ESPI measurements can be considered spatially continuous within the field
of vision, subject to the fundamental limitation that measurements can only
be made on surfaces which can be illuminated and viewed in the
appropriate manner., The spatial resolution is determined by the image
sensor. In vibration studies it is necessary to have a density of
measurement points sufficient to resolve the wavelength of vibration, and

it can be seen from the results (for example Figure 17, 50 kHz) that the
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lower limit of displacement resolution will normally be reached well before
spatial resolution becomes a problem. It is also a simple matter to increase
the spatial resolution by zooming in with the lens to view a smaller surface
area. The temporal sampling rate for time-average ESPI is determined by
the video frame rate of 25 frames per second (although there is no reason
why high-speed video technology could not be used if necessary), and for
pulsed ESPI by the maximum repetition rate of the laser. With periodic
vibrations, or accurately repeatable transient vibrations, the temporal
resolution can be increased by using twin-pulsed ESPI. In this case the
resolution is only limited by the pulse duration (~15ns) and the control

electronics.

Speed of data acquisition.

Raw data in the form of fringe patterns can be acquired from two
consecutive video frames (i.e. 0.08s), or one frame in the case of twin-pulse
addition. .If this is the final form of the results, as is often the case with
time-averaging, then the technique is effectively real-time. If however it is
necessary to post-process the results then the total time can increase
considerably. The time required for image processing and computing (as
described in section 3.3) depends on three factors: the processing speed of
the computer, the efficiency and complexity of the program code, and the
degree of operator intervention required. The total time taken to produce
the two-dimensional vector plots in section 4.2,8 from the raw data was in
some cases several hours, but the majority of that was due to operator
intervention, It should be possible to reduce this to a few minutes or less
by developing a more sophisticated computer program. Hardware
developments such as parallel processing are also likely to increase the

speed in future.
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Format and compatibility of results.

ESPI results are in the form of displacement plots over an area, either
time-averaged or (for pulsed ESPI) at discrete instants in time. It has been
demonstrated that FE results can be obtained-in a similar form for
comparison with ESPI fringe patterns, see for example Figure 27 to
Figure 31, and Figure 43. Qualitative comparisons with results from point
measurement techniques can be made by constructing a frequency response
function from the ESPI measurements or a waterfall plot f;'om the point
measurements (see section 5.1). For quantitative comparison with
acceleration values (from accelerometers) or velocity values (from
velocimeters) it may be necessary to obtain time-resolved displacements
using pulsed ESPI and to differentiate once or twice with respect to time.
The combination of measurement and computational errors are likely to
make this relatively inaccurate. However for harmonic vibrations,
amplitude values from time-average ESPI can be converted to peak velocity
or peak acceleration simply by multiplying once or twice by the angular
frequency w. In-plane strain values (e.g. for comparison with strain gauge
results) can be obtained by differentiating in-plane displacement values
with respect to distance. The results that have been presented have not
been interfaced with any other systems, but are at the stage where they are
available as data files within the image-processing computer. This gives
the potential for a computer program to be written which could generate
three-dimensionai plots, similar to the FE results in Figure 46 and
Figure 47. |

Tolerance to environmental conditions.
Time-average ESPI is inherently susceptible to external influences (i.e.

other than the surface motion being studied) which can change the optical

path length of the interferometer beams. The most common causes are
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external forces which move the interferometer relative to the object, and
thermal currents which alter the refractive index of the swrounding
medium. Both effects can be reduced with the out-of-plane interferometer
by using a common path arrangement or by subtracting consecutive video
frames (see section A.3), but sometimes they cannot be eliminated. Twin-
pulse ESPI overcomes these problems in all but the most extreme
conditions. High levels of incoherent illumination or radiation will reduce
fringe visibility, but can be removed by using a narrow bandpass optical

filter matched to the laser wavelength.

7.3.2 Comparison with other techniques

Many different techniques have been developed for vibration analysis, as reviewed
in section 2.1. In this section these techniques will be compared with the 3D ESPI
system, following the order of section 2.1 except that the numerical and point

measurement techniques will be considered last.

Despite having been of seminal importance in experimental vibration analysis, the
Chladni method has now been largely superseded by modern techniques, in
particular the optical methods. These enable the same nodal patterns to be
observed but give additional information on the amplitude of vibration. They can
also be applied to more highly curved surfaces, and do not suffer any mass loading
effects. ESPI is particularly well suited to this type of measurement due to the
ease and speed of data gathering, although moiré is also a good alternative,
particularly for amphtu&es larger than a few microns. The Chladni method still
retains the advantages of being extremely cheap and requiring virtually no
equipment, and for these reasons it is still used where these considerations are
important, Classical interferometry has similarly been superseded in most
vibration applications by HI and ESPI, because it offers few advantages over the
coherent techniques. Moiré is mainly used for quasi-static studies, but in the time-

average mode is a complimentary technique to ESPL. It can perform much the
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same function, being able to measure both out-of-plane and in-plane vibrations, but
is most suitable for amplitudes in the range of tens to hundreds of microns. Many

moiré techniques also require some form of surface preparation.

Holographic interferometry (HI}is directly comparable to ESPI, as the two produce
results in a very similar way. ESPIis generally faster and more convenient to use,
as it does not require any photographic processing and produces real-time results
directly on video. It also has less stringent stability requirements for time-average
measurements and can work in daylight, and for these reasons is more suitable as
a ‘shop floor’ technique. HI has become more ‘user-friendly’ through the use of
thermoplastic recording, but is still generally restricted to the laboratory for time-
average measurements. The advantages of HI are that it gives higher spatial
resolution and better fringe quality, and it records a three-dimensional image of
the object (which can be of benefit in some circuamstances). For measurements of
in-plane or three-dimensional vibrations ESPI definitely has an advantage, as it
is able to measure the orthogonal components directly (see section 3.1), whereas
with HI it is necessary to calculate these numerically from other measurements.
The only advantage of the Lgkberg method’® for observing in-plane vibrations is
that it does not require a video frame store, and since most ESPI systems now
include such a device the 3D system as described here is more suitable for both in-
plane and three-dimensional measurements. Of all the speckle techniques which
have been developed, ESPI is by far the most commonly used for vibration
measurement. Thisis due toits whole-field ability for observing mode shapes, and

the real-time operation which enables rapid identification of resonant frequencies.

The accelerometer is the most widely used instrument for engineering vibration
measurement, and particularly for experimental modal analysis (EMA), so it is
possibly the most important technique to compare with ESPI. The use of both
techniques together has already been discussed in section 7.1.2 with regard to the
forming die study. While ESPI measures amplitude across an entire surface at one
frequency, accelerometers measure the response over a range of frequencies at one

point. This makes them excellent complimentary techniques, the combination
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yielding considerably more information than either in isolation. ESPI has better
spatial resolution, whereas accelerometers have better fréquency resolution.
Accelerometers can be mounted with the sensitivity axis in different directions, or
as triaxial accelerometérs, so both techniques can make three-dimensional -
measurements, ESPI has the advantage of being non-contact, so is more suitable
for lightweight structures, but accelerometers do not require interferometric
stability. Laser Doppler velocimetry (LDV) combines a similar frequency

f response to accelerometers with the non-contact performance of ESPI,
T . . 18

Finite element (FE) modelling is also widely used as an analytical technique. This
has the advantage of being predictive, and can therefore give information on an
object before it even exists. A wide range of information can be obtained, including
natural frequencies, mode shapes and stresses, but the cbvious disadvantage is
that the information is at best an approximation, inherently reliant on the
accuracy of the model. Therefore it is imperative that the predicted results are
validated by experimental measurements. This has been demonstrated in the
forming die study (section 5.1), which shows that FE is capable of quite accurate
predictions of normal mode shapes and frequencies, but is incapable of predicting
how those modes might couple and combine with each other under conditions of
forced damped vibration. It can be concluded that FE and ESPI are suitable as
complimentary techniques, the former for prediction and interpretation, and the

latter for confirmation and correction.

Other studies have been undertaken specifically to compare the performance of
different techniques for vibration analysis, including ESPI. Hancox et al'°
compared time-averaged HI, time-averaged ESPI and scanning LDV for mapping
mode shapes of a vibrating compressor blade. Kybsti et al'®® similarly compared
timé-averaged HI and ESPI with FE modelling and impact EMA for measuring
mode shapes of a rectangular plate with a cut-out. In both cases the conclusions

were, broadly speaking, similar to those discussed above.
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8. SUGGESTIONS FOR FURTHER WORK

Although the main aims of the research have been achieved, there is obviously
considerable scope for further development and improvements. In section 8.1
suggestions are made for aspects of the hardware and software which might
benefit from further work to improve the performance or versatility of the
technique. Section 8.2 then suggests some areas of study to which three-

dimensional ESPI could usefully be applied.

8.1 TECHNOLOGICAL IMPROVEMENTS

Fibre op_tics offer several practical advantages in ESPI, and the fibre optic system
shown in Figure 7 has proved to be very versatile for out-of-plane studies. This
coﬁld be extended to include an in-plane capability, to make a flexible three-
dimensional system. Equipmént is available, for example the York Launchmaster,
which can rapidly and efficiently switch the laser output into different fibre inputs
for the three interferometer configurations; however this would make a very
expensive system. A simpler approach would .be to split the laser output into two
fibre input connectors via a half-wave plate and polarisation beam-splitter, so that
the intensity splitting ratio can be varied to 50:50 for the in-plane sensitive
configuration or as required (usually ~95:5) for the out-of-plane sensitive
conﬁgurati;)n. For in-plane measurements, two fibres of equal length are inserted
into the connectors, and the outputs positioned in either the xz or yz plane as
required (see section 3.1.3). For out-of-plane measurements, one fibre is replaced
by a longer one (for path length matching, see section 3.2.1) which guides the
reference beam, and the output of the other is repositioned adjacent to the viewing
lens. The input ends of the York LDS fibres which have been demonstrated

incorporate coupling optics, and can be easily inserted into the connectors and
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aligned using fine-adjustment screws in a few seconds. Such a system would
enable the viewing direction, sensitivity vector and in-plane sensitivity factor

(determined by illumination angle) to be altered with little effort.

It has been stated in section 3.1.3 that knowledge of the object shape is required
to convert the measured vibration vectors to local out-of-plane and in-plane
components, and that this can be measured by ESPI contouring. Fibre optic
illumination is ideal forA this, as it enables the illumination wavefronts to be
translated (to generate the contour fringes) simply by moving the fibre output
ends. By mounting the fibre outputs on triaxial piezoelectric translators controlled
from the computef, it could be possible to automate the contouring process as well
as the three-dimensional vibration analysis, all using the same apparatus. The
same method could also be used for phase stepping, by axially translating the

output end of one fibre.

The advantages for modal analysis of using both whole-field and point
measurement techniques has been demonstrated in this work. There is potential
for combining both in one measurement system, anél ESPI and laser Doppler
velocimétry (LDV) would seem to be ideal for this as they are both laser-based non-
contact techniques. They have already been demonstrated for independent
measurements on the same object® and as an integrated system for mutual phase
locking®, and if the benefits of both could be combined to give point mobility
measurements and automatic phase modulation then this would produce a highly

versatile time-average system.

With the equipment QMCh has been used so far it has only been possible to
measure the orthogonal components of vibration sequentially, and this has limited
the application to steady state vibrations, or transients which are repeatable in a
controlled manner. Pulsed ESPI is already capable of producing interferograms
at the rate of 50 per second, and future advances in the design of the Nd:YAG
laser may increase this to some hundreds per second, opening up the possibility

of ESPI with high speed video. This gives the potential for studying transient
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events such as impacts and explosive shock waves through solids in real-time. In
order to extend this to three-dimensional measurement it must be possible to
detect the three components simultaneously, and this requires being able to
discriminate between the different interferometer illuminations. One method of
achieving this could be to use the polarisation discrimination technique which has
been developed by Moore!'™® for two-dimensional in-plane measurement. Other

methods could also be considered, for example wavelength discrimination.

Phase extraction has been shown to be of great benefit for fringe analysis, but the
temporal phase stepping £echnique that has been demonstrated cannot be applied
to real-time transient analysis. Spatial phase measurement could be performed
from a single fringe pattern using the Fourier transform technique® if parallel
carrier fringes are generated in each interferogram, and this can be achieved by

translating or rotating the illumination as for ESPI contouring.

The method of phase unwrapping along vectors has been shown to be unsuitable
for phase maps which contain errors or breaks in the 2r discontinuities. This is
likely to be the case with complex mode shapes, or on surfaces which cast shadows
or contain holes, for phase maps produced by either temporal or spatial phase
measurement techniques. It would be desirable to use a more sophisticated
unwrapping technique which can accommodate these features, such as the cellular

automata method which has been demonstrated on complex phase maps®™.

The electronics for controlling the pulsed laser and the computing for phase-
stepped fringe analysis in this work have both used a ‘breadboard’ approach,
linking together separate components or programs to perform the required task.
Recent work by West at Loughborough has incorporated the fringe analysis
software and the laser pulse timing control within the personal computer. This
will eliminate the need for using external delay circuits and interfacing with a
separate image processing computer, as has been done so far, and should enable

experiments to be controlled better and completed more rapidly.
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8.2 POTENTIAL APPLICATIONS

The main areas of application for the 3D ESPI system are those types of
component which have already been shown to be suitable for optical methods, but

which involve significant in-plane or three-dimensional motion.

The study of plate vibrations has received considerable attention over many years,
both theoretical and experimental, but there has been remarkably little
experimental study of in-plane vibration modes. Flexural vibrations are often the
most important from an engineering viewpoint because they generally occur in a
lower frequency range than in-plane modes and are the main source of radiated
noise, but in-plane resonances can nevertheless be important. 3D ESPI is ideal for
studying the whole range of plate vibration modes (see Appendix C), as has been
demonstrated in section 4.2. A thorough study of these modes on different types
of plate, for example isotropic metal plates and quartz crystal devices, could add
considerable knowledge to this subject area. In order toidentify the different mode
types it would be best to use pulsed phase-stepped analysis, with the phase
referenced to the object excitation, so that both sides of the plate could be viewed
in turn and the vibration phase compared. It would also be useful to extend the
study to thick and curved plates, in which the out-of-plane and in-plane modes are

coupled.

Another application which has been demonstrated is to ultrasonic machining
equipment. Ultrasonic excitation is being applied to many processes including
cutting, drilling, plastic welding, wire drawing, die forming, ete., and many of these
would benefit from further research. Transducers, horns and other vibrating
coinponents often vibrate in a three-dimensional manner, as demonstrated in

sections 5.1 and 5.2, so this is again ideal for 3D ESPI analysis. A research

project'*® in this subject area is due to commence shortly at Loughborough.
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The turbocharger blade analysis showed that three-dimensional measurements can
also be useful in situations where uniaxial measurements have previously been
applied, and there are likely to be many similar applications with other

engineering components, particularly those which have curved or thick sections.
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9. CONCLUSIONS

It has been demonstrated that mechanical vibrations can be observed with
both in-plane and out-of-plane sensitive electronic speckle pattern
interferometer configurations. Each case has been demonstrated using both
continuous wave illumination, to measure time-averaged amplitude, and -
pulsed illumination to measure net displacement between pulses. This is
believed to be the first time that the in-plane interferometer has been
applied to vibration measurement, having previously been restricted to
quasi-static displacements and strains, and it has resolved the confusion
that previously existed over whether the in-plane interferometer could be
used for time-average measurements. Time-averaged in-plane sensitive
fringe patterns have been observed visually, but it has been confirmed that

a subtraction process is required to produce fringes of reasonable visibility.

Theory has been derived for a method of measuring three orthogonal
components of vibration by wusing three different interferometer
configurations: one with sensitivity parallel to the line of sight (out-of-
plane) and two with perpendicular sensitivities normal to the line of sight
(in-plane). Using only measurements of component amplitudes it is possible
to calculate the total amplitude at any point as the square root of the sum
of the squares of the threé components’.L If both amplitude and phase are
measured then the three-dimensional vibration vector can be calculated at
any point by phasor addition of the components. This method has
advantages over methods previously used in holographicinterferometry and
ESPI where three non-orthogonal components are measured, because the

calculation is simpler and less prone to computational errors.

(assuming the x and y components are in phase)
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Examples of one-, two- and three-dimensional mechanical vibrations have
been presented, confirming the abilities of the different interferometer
configurations to measure orthogonal components as predicted. The method
for combining the measurements has been demonstrated for two dimensions
to yield the total in-plane vibration. With time-averaged observation it is
only possible to measure amplitudes of vibration, but the relative phases of
the two independent in-plane components have been deduced by obtaining
a third measurement in the same plane. In-plane vector plots have been
produced manually from these measurements. The method of phase-
stepping has been applied to pulsed ESPI, enabling both displacement and
phase to be measured. A computer has been used to perform the phase-
stepping and to automatically calculate both out-of-plane and in-plane
vector displacement plots. The same procedures could be used to calculate
three-dimensional displacement plots, but for the objects which have been
studied the information can be most clearly understood when presented as

in-plane and out-of-plane components.

It has been shown that ESPI is capable of performing a full modal analysis
of an engineering structure undergoing vibrations of a three-dimensional
nature. The information which can be obtained includes resonant
frequencies, three-dimensional mode shapes and amplitude response levels.
Q-values and hence modal damping could be obtained by measuring the
frequencies at the half-power points for each mode. The accuracy with
which response and damping values can be obtained depends on the fringe
-analysis method used for amplitude measurement and also on how the
excitation level is monitored. It was found that the use of accelerometers
for rapid and accurate frequency response measurément at discrete points
complimented the use of ESPI for providing good visualisation of mode
shapes. The ability of computer finite element modelling to predict three-
dimensional normal mode shapes and frequencies was also very useful in

helping to interpret the experimental results.
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Time-average measurement is restricted to small amplitude (i.e. the order
of one micron), steady-state vibrations of relatively stable objects, and
quantitative amplitude measurements are straightforward only for
sinusoidal vibrations. Pulsed subtraction ESPI can be used to observe
larger amplitude vibrations by sampling a portion of the vibration cycle,
and to analyse non-harmonic waveforms by varying the pulse timing to
observe the deformed shape at different phase epochs. This ability to
perform temporal analysis of waveforms has been demonstrated on a beam
vibrating with both standing and travelling wave components. Twin-pulse
addition ESPI enables observations to be made on highly unstable vibrating
objects by measuring displacements over a very short time duratioh. This
has been demonstrated on an object translating at 15 mm/s whilst vibrating
at 5 kHz, and also on a machine in a factory environment. Fringe patterns
formed by addition correlation have much poorer visibility than by
subtraction, but useful information can still be obtained. A method has
been demonstrated for subsequently subtracting addition interferograms to

reveal both mode shapes and bulk body motion.

The 3D ESPI system as reported here measures the different components
of vibration sequentially, and is therefore restricted to vibrations which are
either steady-state or accurately repeatable. As an optical technique it is
also inherently restricted to surfaces which Cal:l be illuminated and viewed

in the required manner.

Applications of the technique in engineering vibration analysis have been
investigated, and it has been shown to be useful for studying beams, plates,
an ultrasonic forming die, an ultrasonic cutting system and a turbocharger
blade. The three-dimensional capability has potential applications
wherever vibrations are not limited to a single direction, and suggestions

have been made for future areas of study.



158

ESPI is an established technique for vibration analysis, offering the
advantages of whole-field, non-contact measurement. The work reported
here has extended the range of application of the technique to include the
study of in-plane and three-dimensional vibrations. The importance of
being able to measure these types of vibration has been demonstrated for
several engineering components and systems, along with the ability of the
3D ESPI system to achieve this. The new method offers distinct
aﬂvantages‘ over other currently available techniques for certain types of
measurement, and is therefore a useful addition for the vibration engineer.

The principal stated objective of this research has therefore been achieved.
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A. THEORY FOR ESPI FRINGE INTERPRETATION

ESPI produces results in the form of video images, where the useful information
is contained in the spatial intensity distribution of the images (or in the temporal
voltage variation of the electromic video sigmal). In order to extract that
information it is nécessary to know the relationship between the spatial intensity
distribution and the quantity which is being measured (i.e. surface displacement).
This is called the fringe function.] The purpose of this appendix is to present the

basic equations which are necessary for the interpretation of ESPI fringe patterns.

The elements of theory presented hergin' have all been derived individually by
previous researchers, but they have not previously been consolidated into a form
which is applica_ble to all the techniques used in the present study. Here the
fringe function is derived in a general form, and then particular types of
illumination are considered in turn. In each case the function is given in terms of
an optical phase change, and can be applied to any of the interferometer

configurations described in chapter 3.

A.l SPECKLE PATTERN CORRELATION

The principle behind ESPI is that when an optically rough surface is illuminated
by a coherent light source (e.g. a laser), the light scattéred from the surface gives
the appearance of a random distribution of tiny ‘speckles’ of varying brightness.
This is because the light arriving at any point in the image plane comprises a
number of cdmponents scattered diffusely from an area of the object, the area
being determined by the optical resolution of the imaging system. These
components have similar amplitude but varying phase, so that the resultant
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intensity varies randomly across the image plane giving a speckled appearance.
The épeckle pattern produced is unique to the particular combination of object
surface and imaging system, and contains phase information about the surface.

The properties of laser speckle patterns have been discussed in detail by
Goodman'?,

If the surface is displaced or deformed,-the_phase of an i_nﬁy_id_llal component of
light scattered from the resolution area to a given point in the image plane
changes. Provided, however, that the displacement and/or the displacement
gradient are not too large, the phasé change of all the components scattered from
the resolution area to the image plane point are approximately equal. This means
that the position of each speckle remains substantially the same, but its intensity
varies according to the displacement of the resolution area. If a second
illumination is added which is mutﬁally coherent with the existing source, it acts
as a phase reference for the speckle pattern. The image is now a function of the
phase relationship between the two illuminating wavefronts, which will be altered
by displacements at the object surface. If two such speckle patterns are recorded
from the same surface before and after it is deformed, the difference between the
two patterns is a function of the surface deformation: where the surface has not
moved the speckles keep the same intensity and the pattern is unchanged, but
where the surface has moved the speckle intensity changes accordingly. By
comparing (or ‘correlating’) the two patterns, these differences show up as’
variations in speckle contrast in the resulting interferogram, which are seen as
alternating bright and dark fringes corresponding to loci of equal phase difference
between the two wavefronts. The phase difference is determined by the changes
in optical path lengths, which in turn are determined by the relative motion of the

object surface and the interferometer beams.

In ESPI the images are recorded by a video camera, which produces an analogue
voltage signal proportional to the image intensity. The correlation process is
normally performed either by addition of intensities on the camera faceplate or by

electronic subtraction using a video store.
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A2 GENERALISED FRINGE FUNCTION

Consider a general two-beam interferometer, where the two interfering beams are
mutually coherent. We can define a global co-ordinate system with cartesian x, y
and z axes such that the imaging system views the object along the z-axis. A
focused-image viewing system is used, with sufficient depth of field to view the
whole object. Any point in the object space can then be defined by co-ordinates (x,
.y, z), and we can define corresponding co-ordinates (x/, y’) for the point in the two-
dimensional image plane where it is focused. The instantaneous complex
amplitudes U of the wavefronts arriving at a point P(x’,y’) in the image plane from
each beam (whether they be smooth or speckled) can be described in complex

. x
notation as:

U, = u, e®d+vo : (A.1)
and
UB = uB.ei(m't + ¥y (A.Z)

where the subscripts , and ; denote the two beams, u is real amplitude, o is
angular frequency, v is phase and t is time. U, u and y are functions of X, y’ and
t (the 2’ coordinate is constant due to the image being planar). We will only

consider the case where w, = 0z = ®, i.e. both interferometer beams have the same

constant wavelength.

The total complex amplitude of the two combined wavefronts is:

U, + Uy
u, ot v ug RCTRED (A.3)

pint [ u, ei"" + ug eiv. }

Uy

L}

) N.B. Neglecting polarization effects
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The total intensity at P(x',y’) is given by:

1=U,U; (A4)

where U’ is the complex conjugate of U. Hence we can write:

I = (uze™ + uge™)(u,e™ + uge™)
u: + u; + uAuB[ei(\n-v.) + e-s‘(\v.-w.)] (A.5)

2 2
Uy + ug + 2u,ug cos(y, - yp)

where the third term is due to mutual interference of the two beams. This can be

written in terms of intensities:
I=1,+15+ 2yl I, cos(y, - Wp) (A.6)

Any relative phase shift Ay between the two wavefronts at P will cause the

intensity to change to:

I=1, +1I5+ 2Ll cos(y, - yg + Ay) (AT

The phase shift Ay can be caused by deformation of the object surface, which will
alter the phase of any wavefronts reflected from it, or by phase-shiﬁiné of either

of the interferometer beams:
Ay = Ay, + Ay, + Ayy ' (A.8)

Ay, is the phase shift at the image plane due to phase changes in the scattered
wavefronts caused by the surface deformation, and is a function of (x',y',t). Ay,
and Ay are phase shifts in the incident illuminating beams which cause a uniform

phase change across the image and hence do not affect the fringe positions.

Any single interferometer is only sensitive to one spatial component of
displacement at any poirit in the object space. The direction of sensitivity can be

defined by a unit vector n called the ‘sensitivity vector’. If the three-dimensional
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vector displacement of each object point is d, then the interferometer will be

sensitive to the component of d resolved along the sensitivity vector:

d, = n.d (A.9)

where d, and d are functions of (x,y,z,t). The optical phase change per unit
displacement is determined by the wave number k = 2n/A (where A is the
wavelength of the illuminating light), and the phase change at the image plane
due to a unit phase change in the object space can be defined as a ‘fringe
sensitivity factor’ T" (which determines how many fringes correspond to a given

surface displacement). The Ay, term in equation (A.8) is then given by:

Awo = krdn (A'lo)

I' and n are determined by the optical geometry of the interferometer, and are

functions of (x,y,z).

The instantaneous image intensity I given in equation (A.7) is detected by a video
camera (or similar sensor) which measures the total energy (proportional to
intensity) incident at each detector point during a finite exposure period. Hence

the measured quantity is a time integral over the exposure period 1, given by:

(%4
1, = % JUL + 1y + 2fLI, costy, - wp + )} dt (A1)
t

This is the generalised fringe function as seen by the camera.

If the object motion does not vary with time (when it is stationary or undergoes a
static displacement) the integral vanishes and the fringe function takes the form
of equation (A.7). '

For three-dimensional vibration analysis it is required to determine values of the
object displacement function d(x,y,z,t). The information measured by ESPI is in

the form I(x",y") for various values of t. Hence it is necessary to process that
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information using equation (A.11) to extract values of Ay(x',y’,t), and then to
substitute into equations (A.8) and (A.10) using known values of Ay,, Ay, k and
T to obtain d,. However each measurement of d, only gives one resolved
component of d. Therefore to completely define the vector d in three dimensions
it is necessary to obtain at least three different measurements of d,, and this
requires different sensitivity vectors n for each measurement. Ideally three
mutually perpendicular sensitivity vectors should be used, as this obviates the
need to solve simultaneous equations. Interferometer configurations which can

satisfy this condition are described in section 3.1,

The form of the time integral in equation (A.11) depends on the type of
illumination used as well as the surface motion; the effects of different illumination

methods are considered in sections A.3 and A.4.

i A8 CONTINUOUS WAVE ILLUMINATION

Evaluation of the time integral in the generalised fringe function given in equation
(A.11) can be quite complicated, as Ay varies with both the object motion and any
variations in the illumination during the exposure period. In practice ESPI
systems invariably use illumination which is either constant with time (continuous
wave) or varies as a simple function of time (stroboscopic or pulsed), and in many
cases the object motion is also periodic. Both of these factors greatly simplify the
evaluation of the integral. Continuous wave illumination is suitable for periodic
motion, but the analysis of non-periodic motions requires stroboscopic or pulsed

illumination (see section A.4).

In the simplest case of continuous illumination, the intensities and phases of both
illuminating beams are time independent. Equation (A.11) then becomes:

t+1

L= I+ Iy + 2{L1; [ costy, - wa + Ay,) dt (A.12)
T

]
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For an object which is undergoing steady-state harmonic vibration:
d = a sin(2rfi) ' (A.13)

where a and f are the amplitude and frequency of vibration. Provided that 1/f< <
the time integral can be evaluated for a whole number of vibration cycles

(reference 69 p.170), giving:
I = I, + Iy + 2yII; cos(y, - yp) J,(kTa,) (A.14)

where J; is a zero order Bessel function and a, is the component of amplitude
resolved along the sensitivity vector. Examination of equation (A.14) shows that
the time-averaged image intensity contains random components from the speckle
patterns due to wavefronts A and/or B, modulated by a Bessel funcﬁon of the
vibration amplitude term a,. The Bessel function J, cycles between positive
maxima and negative minima with the magnitude of the turning points tending
asymptotically to zero, as shown in Figure 57. The resulting image is therefore a
fringe pattern where the bright and dark fringes are regions of maximum and
minimum speckle contrast determined by J(kI'a,). Maxima of J(x) occur at x=0,

3.8, 7.0, 10.2, 13.3, 164 . . ., and minima at x=2.4, 5.5, 8.6, 11.8, 14.9, 18.1 , .,

All the useful information in equation (A.14) is contained in the J (kI'a,) term, so
the effect of the added I, and I terms is to reduce the signal to noise ratio giving
poor fringe visibility. This problem can be overcome by subtracting the stationary
noise terms. In practice this can be achieved by storing the image L from one
video frame and subtracting subsequent images whilst introducing a phase shift
between y, and yg. It can be seen from equation (A.14) that the first two terms

will disappear leaving a fringe function of the form:

Lo = dJy(kTa,) (A.15)

A phase shift of © gives the maximum fringe visibility. Equation (A.15) contains
both positive and negative values of intensity, which will give proportional voltages

in the video signal. Television monitors cannot display negative voltages, so in
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order to avoid losing half of the information it is necessary to rectify the signal or

to square it, giving a fringe function of the form:

Icub: o J:(krau) . _ (A16)

In this case the bright and dark fringes correspond to the maxima and minima of

the J,2 function, as shown in Figure 58.
0

Quantitative measurements of the resolved vector amplitude a_ can be obtained by
substituting absciésa values of maxima and minima from the appropriate fringe
function {e.g. J, or J,%) for the corresponding bright and dark fringes on the
monitor image. Stationary or nodal regions (where a,=0) are easily identified by
the zero order fringe being brighter than higher order fringes, and this gives a

reference for numbering the fringe orders.

The solution for harmonic vibration as given above is very useful as it covers many
engineering problems. However if the surface motion is periodic but non-harmonic
then it becomes difficult to interpret quantitative information other than nodal
regions. Wall'*? has demonstrated for holographic interferometry that a square
wave-form is equivalent to a single step displacement and produces a cosinusoidal
fringe pattern (see section A.4), whereas a triangular or saw-tooth wave-form is
equivalent to a linear motion and satisfies the condition for minimum fringe
visibility. In cases where it is required to analyse surface motions which are either
non-harmonic or non-periodic it is generally ﬁecessary to sample points on the
waveform using stroboscopic or pulsed illumination.. This is explained in the

following section.

A4  STROBOSCOPIC AND PULSED ILLUMINATION

The effect of incoherent light (such as daylight or ambient room lighting) in ESPI

is to add a constant noise term to the image intensity, which does not contribute
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to the form of the fringe pattern. Therefore the fringe function can be determined

by evaluating the time integral only over the periods of lagser illumination within
the exposure duration. Stroboscopic illumination is the case where the object is
illuminated at regular intervals for periods which are shorter than the vibration
period of the object. The measured intensity I is then given by the sum of the
time-averaged intensities for each illumination period within the exposure. Even
for the relatively simple case of harmonic vibrations with the illumination
synchronised to the same frequency this generally gives a complicated integral,
which is a function of the periods of the illumination and vibration cycles and the
phase relationship between them'*®. However, as the duration of illumination
becomes very small compared to the period of vibration, the variation of Ay within
each illumination becomes negligible and I effectively becomes a sum of
instantaneous intensities. This happens in practice when the object is illuminated
by a Q-switched laser producing pulses of very short duration. The image plane
intensities created by two consecutive pulses are given by equations (A.6) and
(A.7), where Ay is now the phase shift between the two pulses. Comparing
equations (A.6) and (A.7) it can be seen that they can be correlated by addition or

subtraction, yielding a fringe pattern which is a function of Ay.

If the two pulses occur within the same exposure (i.e. in one video frame) then they
-will correlate by addition as for time-averaging. This is known as double-pulse (or

twin-pulse) addition ESPI, and produces a fringe function:

Iy =2l + 2 + 4Ll costy, - yy + %Aw) cos%mp (A.17)

Hence the fringe pattern contains stationary noise terms and is modulated by a cos
function of the phase change Ay. If the signal is squared this becomes a cos®
function. In either case the intensity I is maximum (i.e. bright fringes) for Ay =

0, 2r, 4r . . . and minimum (i.e. dark fringes) for Ay =x, 3%, 5% . . .

If two single pulses are fired in separate video frames, they can be correlated by

electronic subtraction. In this case the stationary noise is removed as described
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above. This gives fringes of the same form as equation (A.17) but sinusoidal rather
than cosinusoidal (i.e the fringe maxima of subtraction fringes correspond to fringe

minima of addition fringes, and vice versa) and with no addition noise terms.

The fringe patterns produced by pulsed ESPI map loci of constant displacement d,
(see equation A.9) between the points in time at which the two correlated speckle
patterns were produced. If the laser pulses are synchronised to coincide with the
positive and negative maxima of a periodic object vibration cycle then this
corresponds fo the peak-to-peak vibration amplitude, i.e. d, = 2a, so in this case
the amplitude can be calculated directly. However if the pulses occur at any other
points on the vibration cycle then the fringes indicate a fraction of the total
amplitude which is dependent on the relative phase. In this case it is necessary
to know the timing of the pulses in order to obtain the total amplitude. Transient
and non-harmonic wave-forms can be analysed by varying the timing of the laser

pulses to measure the surface displacement at different instants in time,
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B. THEORY FOR MECHANICAL VIBRATIONS

The purpose of this appendix is to present in a concise form all the concepts of
vibration theory which are necessary for a good understanding of the results which
have been presented. Most text books start by dealing with simple idealised
systems and gradua]ly expand the theory to cover more general cases. The
philosophy chosen here is instead to start with the most general concepts which
are applicable to all mechanical systems, and then describe how those concepts can
be applied to understand the behaviour that is observed in the experimental
results. In this way it is hoped that the specific structures which have been
studied can be seen as special cases which are accommodated within and fully

explained by the overall theory.

B.1 MECHANICAL WAVES AND DEFORMATION

Mechanical vibrations can be defined as time-dependent deformations of an elastic
medium. The energy which causes the deformation propagates through the
medium as a mechanical wavé. A mechanical wave is a.n action whereby energy
is transmitted through the medium by particles being displaced in the presence of
elastic restraining forces, so that the particles oscillate about their undisplaced
_ position'*, Two types of mechanical wave can occur: (i) transverse, where the
particles are displaced perpendicular to the direction of energy propagation, and
(1) longitudinal, where the particles are displaced parallel to the direction of
energy propagation. The two types of wave cause the medium to deform in
different ways. Transverse waves create an equivoluminal deformation, where
each elemental volume within the medium changes shape but maintains its same

volume. Longitudinal waves create a dilatational deformation, where each element
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expands and contracts. The type of wave will be determined initially by the way

the force is applied, but in general both types will occur simultaneously™®

The action of a wave propagating through a medium is altered by any change in
the material properties, geometry or applied constraints. In particular, when a
travelling wave is incident upon a discontinuity or an interface between two
regions having different dynamic properties, some degree of reflection must occur
in order to maintain dynamic equilibrium'®, The amplitude and phase of the
reflected and transmitted waves are determined by the ‘mechanical impedance’ of
the interface. Two special cases are of particular importance: waves incident on
an unconstrained (free) solid boundary are reflected with the same phase, and
waves incident on a totally constrained (clamped) solid boundary are reflected with
- 180° phase reversal. Interference will occur between the incident and reflected
waves, creating a complex vibration field throughout the medium. In the special
case where two harmonic waves having equal frequency and amplitude are
propagating in opposite directions, a standing wave will be created. These

conditions are known as ‘phase coincidence’.

B.2 NATURAL FREQUENCIES AND MODES

. For any bounded structure, certain combinations of material properties, geometry,

boundary conditions and wave freguency will create_conditions under which phase

coincidence occurs. Hence for a particular structure under specified conditions,

certain frequencies of free vibration will cause standing wave fields to form. These

are known as the characteristic or natural frequencies_of_that_structure. The

§E?ji_al__fgl_'n_;tof_th_e standing wave ﬁel@quen&gﬁ_jS

known as_the characteristic function, or the natural mode shape. These mode
p— R e ) —

shaw@g stationary points having zero vibration-amplitude, which are
ationary points having zero vib)

called ‘nodal points’, and local maxima of amplitude called ‘antinodes’. Some types
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of mode are characterised by nodal lines or surfaces which divide regions vibrating

in antiphase to each other.

The number of natural frequencies that can occur in a_particular system is

dependent on the number of degrees of freedom associated with that system. This

in turn ig determined by the distribution of mass and stiffness within the system,

e

———r—

and the applied constraints. The simplest conceivable system capable of vibration

has only one degree of freedom. This could be, for example, an infinitely stiff mass
attached to a spring of negligible mass and constrained so that the mass can only
translate along one a:us Such a system would possess one unique natural
frequency, at which its motion would be described by the unique characteristic
function. Two degrees of freedom could be obtained by attaching a second similar
mass-spring system to the first, constrained on the same axis; the system would
then have two natural freqﬁencies, each with a unique characteristic function.
Alternatively the second degree of freedom could be obtained by removing a
constraint so that the mass can rotate about one axis as well as translating; the
system would then have one translational and one torsional natural mode. Such
idealised systems cannot strictly exist in practice, but can be used to approximate

certain real systems. Wg a system with discrete mass and stiffness

_elements-is-sometimes-called.the ‘lumped parameter’ method®®. Real structures
generally have distributed mass and stiffness, and are called ‘continuous’ or
‘distributed parameter’ systems. A continuous structure effectively has an infinite
number of degrees of freedom, and should therefore possess an infinite number of
natural frequencies. In practice the phenomenon of cut-off*’ places an upper
limit on the frequency which can be transmitted through a dispersive medium by
each type of wave, and hence also limits the number of modes for a given

structure.

It can be shown'® that the normal modes (or characteristic functions)
corresponding to each natural frequency are ‘orthogonal’ with respect to the mass
and stiffness of the system. The practical consequence of this is that changes in

the response of any one mode do not necessarily affect any of the other modes.
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Mathematically it means that the equations describing the response of each mode
are mutually independenﬁ, and therefore the total response can be described in
terms of a set of independent simultaneous equations. It should be noted that for
the special case of two modes having exactly the same natural frequency, the
modes are not necessarily orthogonal. Under conditions of linear vibration, that
is when the magnitude of response is directly proportional to the magnitude of
exé:itation, the total response due to a number of normal modes being excited
simultaneously is a simple superposition of the responses of each individual mode

in isolation.

All real systems contain some degree of damping, and this has the effect of
dissipating the energy of waves propagating through the system. Damping forces
can arise due to several effects: (i) structural damping, caused by internal friction
due to strain in an elastic medium; (ii} viscous damping, caused by resistance to
motion through a fluid; (iii) Coulomb damping, caused by sliding friction between
two solid surfaces. For mathematical analysis it is usual to model all the damping
with a single equivalent viscous damping term. The effect of damping is to cause
free vibrations to decay with time, and forced vibrations to reach a steady-state
where the energy being input to the system by the applied force is balanced by the
energy being dissipated by the damping.

B.3 FORCED VIBRATION AND RESONANCE

When energy is introduced into a system as a mechanical wave, it will only induce
significant vibrations if it occurs at one of the natural frequencies of the system.
Energy inpuf at a natural frequency will rapidly build up a standing wave pattern
corresponding to the normal mode for that frequency, which will then decay due
to damping. Waves of any other frequency will decay rapidly as they propagate
through the system without creating a standing wave; this is called the ‘transient

response’. In most situations a range of frequencies are generated. For example
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a shock impulse will generate waves over a broad spectrum of frequencies, and will
cause the system to vibrate in a number of normal modes simultaneously.

Vibration in the absence of externally applied forces is called ‘free vibration’.

When energy is input into a system as a confinuous periodic function, known as
‘forced vibration’, then after the initial transient response has decayed there will
remain a steady state response which contains all the frequency components of the
driving force but no others (the frequency components can be determined by
Fourier analysis of the forcing function). If the driving force function is a pure
sinusoid then the response will be a single frequency vibration. If the function
contains any frequency components which correspond to any of the natural
frequencies of the system, then phase coincidence will occur and a normal mode
standing wave will form. This coincidence of excitation frequency with natural
frequency is called ‘resonance’. The presence of damping in the system means that
the standing wave occurs not only at the discrete undamped natural frequency, but
also to a lesser extent at frequencies above and below the natural frequency. This
is shown in Figure 59(a), which plots amplitude of response against forcing
frequency for a single degree of freedom system at various levels of damping
(assuming linear-elastic behaviour and proportional damping). The response
amplitude is normalised to the magnitude of the driving force, and the damping
is expressed as the damping coefficient {, which is the ratio of modal damping to
the critical damping'*®. It can be seen that as the damping increases, the damped
natural__ffeguency (i.e._the resonant frequency) and the peak _response (at the

resonant frequency) both decrease but the off-resonance response increases
__-——"'_"_—'__—

relative to the response at resonance. In all cases the normalised response tends
to unity as the forcing frequency decreases below resonance, and tends to zero as
the frequency increases above resonance. The frequency range over which a
significant response occurs is commonly expressed in terms of the ‘half-power
bandwidth’, at the limits of which the root-mean-square response is IN2 times the
peak resonant response. The sharpness of resonance can then be defined by a
qgagjity_Q—given‘by‘the_ resonant frequency divided by the helf;‘];om_ﬁiﬁh.
This is related-to-the modal damping by Q = 1/2{_” The phase angle by which the

——
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response lags the excitation is also a function of the damping coefficient, as shown
in Figure 59(b). In all cases the phase angle increases with forcing frequency from
zero to 90° at the undamped natural frequency, and tends to 180° as the frequency

increases above resonance.

All of the normal modes of vibration of a linear-elastic system will have a response
characteristic of the form shown in Figure 59. For a continuous system there will
be a very large number of normal modes and, because of the finite damping, the
response curves of these modes overlap. Each mode has a different spatial form,
so the response is now a function of both the spatial position within the system
and the spatial distribution of the forcing function, as well as the frequency. The
degree to which each mode participates in the response to a given force
distribution is called the ‘mode participation factor'*®. The most obvious
demonstration of this is that an excitation applied at a resonant frequency but at
a point which is nodal in the corresponding normal mode shape will not produce
an amplified response; similarly no response will be measured at any nodal points
of a mode which is being excited. The resultant response of the system to a
specified excitation is a weighted summation of all the contributing modal
responses, and is called the frequency response function. The contribution of each
mode is determined by its resonant frequency and modal damping, weighted by the
participation factor. Figure 60 shows the frequency response function as observed
at one point in a typical continucus system over a particular window in the
frequency range®. Figurg 61 shows how this consists principally of contributions

from three resonant modes which occur within that frequency range.

B.4 MODE COUPLING AND COMBINATION

Modal coupling occurs when the action of one vibration mode creates displacements
which are associated with a different mode. For example, the longitudinal strain

due to an extensional motion in one direction can create a significant transverse
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strain in a perpendicular direction due to the Poisson’s ratio of the medium,
Similarly, bending of thick or curved sections in one plane can cause significant
bending in a different plane due to anticlastic behaviour. This interaction can
have considerable influence on the vibration modes of a structure, and has been
studied in isotropic and orthotropic rectangular plates by Caldersmith and
Rossing!’. Mode combination can occur when two different normal modes have
similar natural frequencies. In these circumstapces it is possible for the two
normal modes to be replaced by two different modes which share some of the
characteristics of 'the normal modes. This phenomenon is often observed in
nominally symmetric objects which suffer some asymmetry in geometry, material
properties, boundary constraints and/or excitation force. Detailed investigations

and discussions have been published by Grinsted' and Waller'®,
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C.  VIBRATION MODE CLASSIFICATION

The types of natural vibration mode which occur in a structure are determined by
the type of wave motion (i.e. transverse or longitudinal), the direction of wave
propagation and the geometry of the boundaries and/or interfaces. It is only
possible to classify these modes in a simple manner for structures which have
symmetry. The following sections describe the principal classes of mode for some
of the types of object which have bheen studied: plates, thick cylinders and
turbocharger blades. '

C1 PLATES

The principal classes of wave motion in plates are shown diagrammatically in
Figure 62. Flexural motion is due to the action of a transverse wave propagating
in the plane of the plate and causing particle displacements normal to that plane.
Extensional motion is caused by longitudinal waves, which create displacements
in the direction of the‘wave propagation vector. The example shown in Figure 62
is for a wave propagating in the plane of the plate. Displacements are
predominantly in-plane in .this case, but the longitudinal strains cause
corresponding changes in the thickness due to the Poisson effect. Hence there is
some out-of-plane motion, which is shown exaggerated in Figure 62. Extensional
motion can also occur in the thickness direction due to a longitu&inal wave
propagating normal to the plane of the plate, i.e. through the thickness. Thickness
shear is due to a flexural wave propagating through the thickness, and face shear
is due to a flexural wave i)fopagating in the plane of the plate and causing particle

displacements in the same plane. Thickness twist is a term used for higher orders
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of face shear, where the displacement varies through the thickness. These types

of motion are described in more detail by Salt'%®.

Natural modes of vibration which arise principally from these types of wave motion
can be classified as flexural, extensional and shear modes. In general the different
motions will couple together and create more complicated mode shapes. Plate
modes and the effects of coupling are described by Sykes'™, with particular
application to quartz crystals. The mathematical theory of waves and vibrations

in isotropic, elastic plates is considered in detail by Mindlin'*,

________________ Flexural (F)

Extensionatl (E)

i?L Al lv\v\.\_ H f H FRAH ]- Thickness shear (TS)

Thickness twist (TT)

Figure 62: Classes of wave motion in plates
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THICK CYLINDER
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The normal modes for the thick annular cylinder described in section 4.3 can be

classified'® into different types, as explained below and illustrated in Figure 63.

1)

1)

iii}

iv)

V)

Radial (R)

Axial (A)

Torsional (T)

Face (F)

Diameter (D)

Cross-section (through a plane containing the
cylinder axis) translates radially in its own

plane.

Cross-section translates axially in its own

plane.
Cross-section rotates in its own plane.

Front and rear faces rotate in opposite sense

about the axis.

Inside and outside diameters rotate in opposite

sense about the axis.

Some modes are likely to couple and produce motions which are combinations of

the above types, e.g. FD, where adjacent corners of the cross-section rotate in

opposite sense about the axis.

Each classification defines a set of modes which can be identified by their harmonic

number. This indicates the number of wavelengths around the circumference of

the cylinder. For example: R1 has radial amplitude varying as cosf around the

circumference, T3 has axial amplitude varying as cos30 around the circumference,

ete.
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Figure 63: Classes of vibration mode for a thick annular cylinder

C.3 TURBOCHARGER BLADE

The turbocharger blade studied in section 5.3, and turbomachinery blades in
general, have non-symmetric geometry and therefore non-symmetric normal modes.
However, the blade can be approximated by a cantilevered rectangular plate (i.e
clamped-free-free-free, the clamped edge representing the blade root) and the
modes identified using the notation for such a plate. The classes of mode which

can give rise to significant amplitudes and are therefore of principal interest are:

1) Flap (F) - Qut-of-plane flexural motion, bending along the
length.
ii) Torsion (T) - Out-of-plane flexural motion, twisting about the

medial axis.
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iii) Edge (E) - Equivalent to face shear, the predominant motion
being in the plane of the plate and parallel to the

clamped edge.

iv) Span (S) - Extensional motion in the plane of the plate and

perpendicular to the clamped edge.

In general, some of these modes are likely to be coupled.
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D. LIST OF SYMBOLS

spatial component of phasor amplitude of mechanical vibration

phasor amplitude of mechanical vibration
indicates first beam or wavefront in interferometer
indicates second beam or wavefront in interferometer
phase velocity of mechanical wave

spatial component of cbject displacement vector
object displacement vector

modulus 6f elasticity

ultrasonic power level (arbitrary units)
frequency of mechanical vibration

intensity at image plane

second moment of area

zéro order Bessel function

wave number (=2r/A)

mass per unit length of beam

sensitivity vector

maximum fringe order (for calculating R)
arbitrary point in image plane

arblitrary point in object space

sharpness of resonance for mechanical vibration
displaced point in object space

dynamic amplitude response

time

amplitude of electromagnetic wave

instantaneous complex amplitude of electromagnetic wave

Cartesian coordinate in object space

Cartesian coordinate in image plane
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unit vector on positive x-axis
Cartesian coordinate in object space
Cartesian coordinate in image plane
unit vector on positive y-axis
Cartesian coordinate in object space
unit vector on positive z-axis
fringe sensitivity factor
change in optical path length
phase shift of electromagnetic wave
damping ratio for mechanical vibrations
angle between illuminating beam and z-axis
wavelength of electromagnetic or mechanical wave
Poisson’s ratio
material density
standard deviation
exposure period
phase of electromagnetic wave

angular frequency of electromagnetic or mechanical wave
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