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ABSTRACT

The effect of mutual coupling between elements plays a crucial role to the
performance of the antenna arrays. The radiation patterns of antenna arrays will
be altered by the coupling effect from the adjacent elements thus reducing the
accuracy and resolution in direction finding application. This research developed
and validated the novel 3-D Algorithm to calculate the far-field pattern of dipole
arrays arranged in three dimensions and in any configuration (both in straight
and slanted position). The effect of mutual coupling has been accounted using
the Induced EMF method. The computation is performed on 2x2 parallel dipoles
and 12 dipoles arranged at the edge of a cube. The results are validated with
other electromagnetic techniques such as Method of Moment (MoM) and Finite
Difference Time-Domain (FDTD). Then, a 2x2 dipole array is chosen for beam
steering and experiment validation due to its ease of implementation and feeding
network. The array optimisation to control the pattern is performed using a
genetic algorithm. The far-field pattern computed using the 3-D algorithm might
be less accurate than other 3-D electromagnetic techniques but its array
optimisation is faster and efficient. The simulation and measurement results are

in good agreement with each other confirmed the validity of the 3-D algorithm.

Keywords: ~ Mutual coupling, antenna arrays, steerable beam, Induced EMF

Method, genetic algorithm.
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CHAPTER 1;
Introduction to Research

1.1 Research Background

Phased array antennas are in high demand due to certain applications such as in
radar development that require radiation pattern control. They have the ability to
shape or electronically steer the radiation pattern by proper element excitations
without the need to mechanically rotate. Electronic beam steering is preferable
compared to mechanical steering due to the rapid and flexible electronic phasing
for each element. In the 1950s, many industrial companies, government
laboratories and academic institutions developed various methods of electronic
beam steering, as summarized by Fowler [1] from the 1950s to date.

The Special Radar Group in Lincoln Laboratories, Massachusetts was
one of the major contributors to the phased array radar development project in
1958. The group began with the application in satellite surveillance, and later
developing the Millstone Hill radar, one of the few radar instruments existed at
that time with satellite detection and tracking capability [2]. In 1959, the group
led by John L. Allen developed the technology of phased arrays for military
purposes. As a result, the laboratory produced a series of reports [3-5] entitled
‘Phased-Array Radar Studies’. The reports highlighted the development of array
theory to hardware implementation to obtain reliable and low-cost array
components, a variety of beam scanning techniques and a good understanding of
the array theory.

Early works on phased array antennas concentrated on the dipole antenna,
as it is the simplest type [3-5]. However, one of the primary challenges in
designing a phased array is the existence of mutual coupling between elements in
the antenna array. Mutual coupling is the interaction of microwave power

transmitted by one element that can be received by other elements surrounding



Section 1.1. Research Background

that element in an array. It can affect the performance of the antenna array. Allen
[6] investigated the effects of mutual coupling by comparing the measured H-
plane pattern of a 16-dipole antenna array with and without the effect of mutual
coupling. The measured H-plane pattern is in closer agreement by taking the
mutual coupling effect into account rather than neglecting it.

The effect of mutual coupling between elements plays a crucial role in
the direction-finding performance of the adaptive antenna arrays. The radiation
patterns of antenna arrays will be altered by the coupling effect from the adjacent
elements thus reducing the accuracy and resolution of direction finding system.
Gupta [7] considered the mutual coupling effect into account by using the
concept of mutual impedance to derive the open-circuit voltages from the
terminal voltages. From there, the steady state output signal-to-interference noise
ratio (SINR) has been derived as a measured performance for the adaptive arrays.
It was shown that its performance is lower compared to that obtained without the
mutual coupling effect. On the other hand, Hui [8] introduced a new definition of
mutual impedance by taking the actual measured current on the antenna element.
The result is used as input in Multiple Signal Classification (MUSIC) algorithm
[9] where the algorithm is used to provide unbiased estimation of the direction of
arrival (DoA) of signals at the antenna array. The combination of both methods
enabling them to accurately predicts the direction-of-arrival’s of two signals at
angle 30° and 57° better than open-circuit voltages [7]. Other than accurately
predict DoA, the mutual coupling also affects the nulls which is also important to
steer the nulls in undesired direction [10].

Preston [11, 12] demonstrated the switched-parasitic antenna array in a
direction-finding system for the tracking of base stations in mobile
communications. The author presents three modes of direction-finding solution
for both single- and multiple-signal detection by using a switched four-element
parasitic array with the four patterns as shown in Figure 1-1. One way to track
the single incident signal is by detecting the field strength sequentially at ¢, ¢,
¢3 and gs4. The maximum value is determined and the antenna is switched to the

position that gives the maximum signal until a further update is required.



Section 1.1. Research Background

(a) (b)
Figure 1-1: a) A four element monopole switched-parasitic antenna array on a
ground plane with d is spacing between elements, L is the length of monopole
and r is the radius of the ground plane. The dimensions are as follows, d=0.27A,
L=0.25\ and r=0.625\. b) Four radiation pattern when one monopole is active
while others remain passive at four different positions [11].

A few methods are available to analyze the mutual coupling effect in
antenna arrays either using numerical techniques or closed form solution of the
array analysis (such as the pattern multiplication and the input impedance
methods). The accuracy of numerical analysis of antenna characteristics received
tremendous improvements in the last few decades [13]. Examples of popular
antenna analysis methods that utilize numerical techniques to solve Maxwell’s
equations are the method of moments (MoM), the finite element method (FEM)
and the finite-difference time-domain method (FDTD). These methods have
evolved substantially and they have now become very accurate and reliable
commercial numerical analysis tools. Moreover, several factors such as an
increase in computational speeds, reduction in computer hardware costs,
improvements in numerical analysis methods and the availability of numerous
commercial software packages allow electrical engineers to analyse antennas of
various geometries rapidly and easily.

On the other hand, there is also substantial progress in array analysis
methods due to the advancement of computational software. As the complexity
of array antennas increased, improved techniques became necessary for the
understanding of array characteristics. The conventional pattern characteristics of
antenna arrays can be determined by the principle of pattern multiplication of
array and element factors. However, it does not include mutual coupling among
the array elements and assumes identical element radiation patterns. It can be a

useful tool in understanding the basic principles of antenna arrays, but
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inadequate for detailed analysis. Therefore, it has been compensated with many

thorough array analysis existed nowadays.

1.2 Problem Statement

The mutual coupling effect plays a significant role in the array environment and
should be taken into consideration, especially in small antenna arrays. It is
always desirable to achieve a small antenna array due to its flexibility and cost
effectiveness. However, small antenna arrays incorporate small spacing which
leads to high coupling between antenna elements.

One of the well-known array analyses that include the mutual coupling
effect is the active element pattern [14]. The pattern of a fully excited (scanned)
phased array is the product of the active element pattern and array factor. The
active element pattern (or known as AEP) of a phased array is defined as the
radiation pattern of the array when one radiating element is driven and all others
are terminated with matched loads. The method is accurate for infinite arrays and
approximately true for finite but large arrays. However, in small arrays, it might
be inaccurate since the mutual coupling change in edge elements may be
neglected. The coupling of edge elements behaves differently with each other
and its change should not be ignored.

Many papers discuss array analysis techniques that include the mutual
coupling effect between elements in small antenna arrays. However, they are
lacking in 3-D, where the elements can be placed in any configuration and
orientation, which is useful for conformal, cubic or spherical arrays. Conformal
arrays are array antennas on curved surface and are usually integrated on
vehicles such as cars, aircraft and satellite bodies. Cubic arrays are the
arrangement of all the antenna elements (such as dipoles and slots) at the edge of
cube structure as presented in [15, 16]. One of the reasons is due to the
increasing complexity of the analysis as the dimensions increase.

Accurate and fast calculations of the antenna radiation patterns are
essential for optimisation methods to generate antenna arrays. Full-wave analysis
takes long computation and requires large memory. Numerical technique such as

method of moment (MoM) considers coupling between elements. It directly
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applies Maxwell’s equation and computes the unknown current distribution from
a set of known voltage excitation with the proper selection of basis and
weighting functions. On the other hand, the calculation of the far-field pattern
without the mutual coupling effect (such as pattern multiplication) resulting
inaccurate decisions by the optimisation method. Pattern multiplication is a
conventional technique which is the product of the array factor and the element
pattern. The array factor does not consider the mutual coupling between elements
because it depends only on the geometry of antenna elements and the current
distribution is directly proportional to the voltage excitation of the antenna
elements. Other technique tends to remove the effect of the mutual coupling by
increasing the element spacing, d as in Figure 1-1. However, the technique might
produce higher side-lobe levels and grating lobes.

Optimization techniques have evolved tremendously in recent years to
ease computational burden in optimizing antenna arrays. Dolph-Chebyshev [17]
and Taylor [18] are a few conventional ways to find the best weighting amplitude
for low side lobe levels. Using high-speed computers, iterative and evolutionary
methods such as genetic algorithm (GA) [19], particle swarm optimization (PSO)
[20], least-mean square (LMS) [21] are widely used in pattern synthesis. On the
other hand, there are new hybrid techniques [22] which sometimes offer greater
performance compared to iterative and evolutionary methods. Criteria in
determining good performance depends on computational efficiency, not trapped
in local extremums, capability to optimize multi objectives (PARETO) function,
complex problems and large variables. Hybrid methods combine more than one
method thus providing more capabilities compared to single optimization
technique.

Realising the importance of mutual coupling effect in 3-D array, its effect
in dipole antenna arrays is investigated. It can be applied to elements arranged in
any locations and configurations, such as in aperiodic, cubic or spherical arrays.
As a result, a novel 3-D array analysis has been developed considering the
mutual coupling effect between elements. The analysis has been demonstrated
both on four (or known as 2 by 2 dipoles arranged in x and y-axis) and cubic
dipole arrays (or known as twelve dipoles arranged at the edge of cube as shown

in Figure 1-2). A 2x2 dipole array can be categorized as 2-D array while cubic
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dipole array can be categorized as 3-D array. Then, the synthesis pattern of four
dipole arrays was performed using a combination of this new array analysis and a
genetic algorithm. The realization of the dipole antenna array was then
performed using a four-dipole antenna with a feed network. The purpose is to
validate the new array analysis considering the mutual coupling effect with

measured results of a dipole arrays; this is elaborated in detail in this thesis.

[ ceometry (F3) B [a] Pl 73] Geometry (F3) ) (=]
Show View Validate Currents Farfield Mearfield Wire Plot Show View Validate Curren s Far-field Near-field Segm. Plot
CIRCULAR_CURRENT10.MEC 2450 MHz TWELVE_DIPOLE _a_out 2450 MHz
Z E AR
4 Y 4 Y
X X
1
SR
Theta : 80 Axis : 0.05 mt Phi : 280 Theta : 80 Axis : 0.05 mtr Phi : 280

Figure 1-2 (a) Four (or 2x2) dipole antenna arrays, (b) Twelve dipole antenna
arrays arranged at the edge of a cube (or known as cubic arrays).

1.3 Research Contributions

The principal aim of this thesis is to develop a 3-D antenna analysis employing
mutual coupling effect between elements for direction finding application. At

this stage, a few research contributions are achieved:

o The development of new array analysis for dipole antenna arrays
considering the mutual coupling effect using the Induced EMF

method in three dimensions.

The above point is the major and novel contribution of this dissertation.
The new 3-D algorithm developed is applicable to elements arranged in any
configuration; 1-D, 2-D, or 3-D. The model takes into account the mutual
coupling effect between the elements, giving more accurate results compared to
conventional pattern multiplication, especially in the side-lobe and null regions.
The method was compared with other full wave modelling software such as

FDTD (Empire XCcel) and MoM (4NEC2++). The results show that the 3-D
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algorithm is more than 75% in agreement with other techniques, especially with

FDTD.

o The optimisation to find the ‘best fit’ to the desired pattern using a

combination of the 3-D algorithm and a genetic algorithm.

The 3-D algorithm was developed from scratch, allowing a greater
flexibility to control the pattern by considering the mutual coupling effects into
account. One way to demonstrate it by using a genetic algorithm (GA) to vary
the amplitude and phase excitations of each element in order to obtain the desired
pattern. The pattern can be steered sequentially in order to determine the strength
of the signal in direction finding application. The results from the 3-D algorithm
might be less accurate compared with other 3-D electromagnetic software but
faster and efficient where the simulation runs simultaneously and does not need
to be exported to the genetic algorithm.

o The validation of the 3-D algorithm with experimental work using
a 2x2 dipole antenna array and a feed network consists of phase

shifter and attenuator.

Last but not least, the validation of 3-D algorithm is performed with the
experimental work using a 2x2 dipole array. A good agreement between them
proves the 3-D algorithm comprising of mutual coupling effect is accurate, fast

and efficient, especially for small antenna arrays.

1.4 Thesis Outline

The second chapter of this thesis presents an introduction and the mathematical
background related to the characteristics of antennas’ elements and arrays. A
conventional pattern multiplication for antenna arrays and the mutual coupling
effect between elements are also included. Other methods such as the active
input impedance and the active element pattern to account for the mutual
coupling effect in antenna arrays are briefly introduced. The mathematical
concept of self and mutual impedances is also discussed in detail in this chapter.
Numerical methods and array analysis are described in Chapter Three.

The numerical techniques such as method of moment (MoM) and finite-
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difference time-domain (FDTD) method are briefly explained. A review of
previous works related to array analysis in 1-D (linear), 2-D (planar or circular)
and 3-D (spherical, cube) are also presented. The study is essential in order to
develop a new array analysis technique that includes mutual coupling effect for
3-D arrays. Furthermore, a number of array optimisation techniques, include
sequential uniform sampling, gradient search, Nelder-Mead simplex, simulated
annealing and genetic algorithm, which is used for pattern synthesis, are
discussed at the end of this chapter.

Chapter Four provides the development of novel pattern analysis of
antenna arrays using the Induced EMF method. This method takes into account
the mutual coupling effect between elements. It is applicable for elements
arranged in any configuration. The novel 3-D algorithm was tested for 2x2 and
twelve dipole arrays arranged at the edge of cubic structure. The result was
compared with full wave techniques such as FDTD, MoM and a conventional
pattern multiplication method.

The pattern needs to be electronically steered into any desired direction
while removing any interference in other directions. This may be achieved using
a genetic algorithm by varying the amplitude and phase excitation of each
element. The combination of this optimisation technique and the new 3-D
Algorithm are explained in Chapter Five. It is demonstrated using a 2x2-dipole
array arranged in a rectangular grid with a spacing of 0.9%, between the
elements. The obstacles and limitations of this technique are discussed in this
chapter.

In Chapter Six, the verification of the novel 3-D algorithm is performed
with the experimental setup of 2x2-dipole antenna array. A feed network was
designed in order to feed the four-dipole antenna array with different amplitudes
and phases. The feed network consists of a Wilkinson Divider, a circuit of
surface-mounted voltage control phase shifter and attenuator chips. The dipole
array was mounted on Rohacell substrate to make it robust. The entire devices
were mounted on the platform in the anechoic chamber for pattern measurement.
The measurement setup and results are explained in details within this chapter.

Chapter Seven highlights the conclusions discussed in each chapter.

Furthermore, some recommendations for future work are also included. Then,
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four appendices are included at the end of this thesis; the former three are the 3-
D algorithm for 2x2 and cubic dipole arrays, the genetic algorithm, and last but
not least the effect of the element spacing and orientation on the far-field pattern
of four dipoles array. Last but not least, Figure 1-3 categorized the content of the

whole thesis in a flowchart.
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CHAPTER 2;:
Basics of Antenna
Arrays

2.1 Introduction

This chapter introduces the readers to the background theory of dipole antenna
and arrays. One of the advantages of antenna arrays as compared with individual
radiating elements is to obtain radiation pattern control. Pattern multiplication
technique which is the conventional and idealised method in array analysis is
presented. However, there are other effects that influence how elements behave
in arrays when compared to individual elements in isolation. The effect, which is
known as mutual coupling, brings a significant effect to arrays, which will be
explained in this chapter.

There are a few methods to study the effect of mutual coupling between
elements, such as the active input impedance and the active element pattern
(AEP). Those will be briefly introduced in this chapter. The active element
pattern may be performed through simulation software or measurement. On the
other hand, the active input impedance can be obtained from numerical
computation or measurement. It is based on N-port network and its background
theory such as self and mutual impedance is elaborated in details before the

concluding remarks in this chapter.

2.2 Basics of Element and Array Antenna

An antenna array is a combination of several single-element antennas (or
sources) forming a single antenna in order to achieve an improved performance

in comparison to an elementary antenna. The performance may be either to
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increase the overall gain, to provide diversity reception, to cancel out
interference from a particular set of directions, to steer the array to a desired
direction, to determine the direction of arrival of the incoming signal or to
maximise the Signal to Interference Noise ratio (SINR). Generally, elements are
arranged in a uniform geometrical configuration or matrix, such as in linear,
planar and circular. Antenna arrays constructed in this way have received a lot of
research interest due to their wide application such as communications and radar.

Usually, one type of antenna is used to form an array. However, the use
of different types of antenna in an array is also possible. Monopoles, dipoles,
slot-in waveguides and microstrip are types of elements that are generally used in
arrays. Factors that influence the selection of the type of antenna include
operating frequency, power-handling capability, polarisation, cost, feeding
arrangements and mechanical constraints.

There are a few terms to describe the performance of the antenna.
Characteristics such as the far-field pattern, directivity and input impedance are
discussed in this chapter.

Moreover, the characteristics of antenna array are explained. The total
far-field pattern of an array that represents ideal array theory is also described in

this section.

2.2.1 Array Element: Half wavelength Dipole

A few elements of dipole antennas were chosen for this study due to their simple
characteristics and ease of implementation in array analysis. The half-wavelength
dipole is the most common length of antenna used in many applications. The
coordinate system that is used in this thesis is taken from [1] (Figure 2-1). A
pattern can be referred in polar form as a function of three vectors a,, ag and a.
The electric and magnetic far-field components of a half-wavelength dipole (/ =

A12), Eg and H, are [1]:

jnlye kr cos(% cos 8)

Eg(0,9) = . 2—-1

0(0,#) 2nr sin @ ( )
Eq jlje /kr cos(% cos 6)

Hy(8,9) = — = (2-2)

2nr sin 0
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where [y is the maximum current, # is the wave impedance (120m), £ is the

number of wavelength, r is the distance from any point on the source to the

observation point, 8 and ¢ is the angle calculated from z and x-axis respectively

to the any point on the source as shown in Figure 2-1.

Elevation plane
Major
lobe

Minor lobes =

rsim it di a, (E;, H;)

Figure 2-1: The coordinate system for far-field pattern analysis from Balanis [1].

The far-field components are valid when the measurement distance is

greater than 2D’/A. D is the largest dimension of the antenna and A is the

wavelength.

The total power radiated, P4

|o]?
Prag =1 8 Cin(21)

where Cj,(x) is derived from the cosine integral Ci(x)

*cosy
G = | Zay

o)

Cin(x) = 0.5772 + In(x) — C;(x)

where C;(2m)=2.435 is obtained from Balanis [1].
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The maximum directivity of the half wavelength dipole is

U
Dy = 4m P"‘“x (2 -6)

rad
where Uy, 1s the maximum radiation intensity of half-wave dipole (occured at

0=90°) and is given by

|1o]?
82

X =7 sin3 6 (2 —6a)

Substituting equation 2-3 to 2-5 into equation 2-6 will give:
Dy = 1.643 = 2.156 dB (2 —6b)

The radiation resistance for a dipole in free space (7 = 120x) is given by:

_ 2Prqq _ nCin(21)
[1o]? 4m

R, ~ 30(2435) =730 (2-7)

These values are for an infinitely thin dipole and might be different for
finite thickness dipole. The imaginary part (reactance) is calculated using the
induced EMF method and found to be j42.5 for a half-wavelength dipole at
resonance [1]. Since the current maximum for a 4/2 dipole occurs at the input
terminals, the radiation resistance and reactance given is also the input

impedance of the dipole and equal to:

Zin =73 + j42.5 (2-8)

Usually, in practice, the length of the antenna is reduced so that the
imaginary part of the input impedance decreases to zero at the resonant
frequency. The length to be reduced depends on the radius of the wire, around [

= 0.474 to 0.48). The thinner the wire, the closer the length is to 0.484 [1].
2.2.2 Antenna Array

There are many advantages of an antenna array including increasing gain and
achieving desired radiation pattern. Gain is equal to the product of antenna
radiation efficiency and directivity. Antenna radiation efficiency takes into

account the conduction and dielectric losses. Directivity is defined as “the ratio
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of the radiation intensity in a given direction from the antenna to the radiation
intensity averaged over all directions” [2].

The Yagi-Uda antenna is one of the best known dipole antenna arrays
with high gain [3, 4]. It consists of a driven element placed between several
dipoles that act as directors and a dipole that acts as a reflector. By increasing the
number of directors in an array, the gain of the antenna is increased. The
technique had been applied widely in radio and television due to its directivity,
low wind resistance and low cost.

Another advantage of antenna arrays is the ability to control the radiation
pattern. The total radiation field is the summation of the radiation field of each
element in that array. Each element in an array can be arranged so that their
radiation fields accumulate constructively in the desired direction while
interfering destructively (cancelling each other) in other directions. Many works
discuss how to shape the pattern of an antenna array according to the designer’s
specification, see, for example [1, 8].

There are at least five factors that affect the shape of the radiation pattern

of an array of identical elements:

e The geometrical configuration of the overall array (such as linear,
rectangular, circular, and spherical).

e The spacing between the elements.

e The excitation amplitude of the individual elements.

e The excitation phase of the individual elements.

e The relative pattern of the individual elements.

For example, the effect of mutual coupling is high for small spacing
between elements because of the interaction of energy from its neighbourhood.
On the other hand when the spacing is large between elements, another effect
called grating lobes will occur. Grating lobes are unintended strong beams
radiation that occurred in the other direction away than main lobe that existed in
the radiation pattern of the array.

The term ‘phased array’ refers to those antenna arrays with elements that
are excited with a few methods such as variable phase shift or time delay control

to direct the radiation energy in the desired direction. Phase shift control can be
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obtained by varying the phase of the input excitation for each element in an array
using phase shifting network [5] while time delay control can be accomplished
by switching on-off the elements at different time [6]. The disadvantage of using
phase shifting network in antenna array is that they are expensive and complex as
the number of elements increased. On the other hand, the time delay control
produces unwanted harmonics, or sidebands, at multiples switching frequency
and many studies are concentrating on minimizing this effect [7]. Depending on
the application, it is sometimes necessary to increase the radiation energy in a
particular direction (main lobe signal), suppress the interference in the other
directions and block electromagnetic signal(s) approaching from a known
direction (nulling signal). These modifications to the radiation pattern can be
made through a pattern synthesis process [7].

The characteristic of the far-field pattern of an antenna array is shown in

Figure 2-2.
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Figure 2-2: Far-field pattern of antenna array (in dB).

Generally, the radiation patterns are plotted for normalised values on a
dB scale. The radiation pattern shows the proportion of the electric field or the
power directed to a particular direction. This radiation pattern helps to define
several important antenna array metrics. The metrics presented in this chapter are
used for the array pattern synthesis problems dealt within this work.

Beamwidth refers to the angular width of the main lobe of the radiation

pattern. The beamwidth is measured in degrees. It usually refers to 3-dB-

18



Section 2.2. Basics of Element and Array Antenna

beamwidth (or half-power beamwidth). It is defined as the angular separation
between the two points on the main lobe where the power is dropped to 3-dB or
the electric field pattern is half from the peak of the main beam (Figure 2-2).
Usually, the larger size of the beamwidth indicates the low gain performance of

the antenna array.

2.2.3 Ideal Array Theory: Element and Array Factor

The total radiation pattern can be simplified by multiplying the pattern of an
individual element (the element factor) positioned at the reference point (or
origin) by the pattern due to an array of isotropic sources, called the array factor.
This is known as the pattern multiplication rule and applies to identical elements
of an array. Generally, an array factor is a function of the number of elements
(N), their geometrical arrangement, their relative magnitudes, their relative
phases and their spacing. Therefore, the array factor can be calculated by
replacing each element with an isotropic (point) source, since it does not depend
on the characteristic of the element itself [1]. Many conventional techniques such
as Uniform, Binomial, and Chebyshev used the concept of array factor due to its
computational efficiencies.

The concept of the array factor can be derived from two half-wavelength
dipoles positioned along z-axis. The far-field pattern for a half wavelength dipole
is defined in equation (2-1). Thus, the total far-field pattern radiated by array
without coupling between elements is equal to the summation of two elements

and is given by:

Etotal(er ¢) = E1(9: ¢) + E2(9, ¢) 2-9

+

cos (% cos 61) Le /¥ cos (% cos 92) e Ik
) ,(2-10
tocat (8, 6) = jn 277, sin 04 211, sin 6, ( )

where I; = I, = Ae/X/? where y is the phase difference (or progressive phase)
between elements and the amplitude excitation is identical. By using the far-field

observation:
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d
T =7 =2 CoS 0
for phase variation

2—11b
rzzr+§c050 ( )

r; = 1, = r for amplitude variation (2 — 11c¢)

Equation 2-9 and 2-10 reduce to:

T
Etota(0, ) = A e~Jkr = (7 - 0) {ef(% cos 6+%) + e‘f(E C056+)7()}

= 2
2nr sin 6

jnA . cos (%cos@
Etorar(0,9) = ane_J "

) 1
sing {2 cos [E (kd cos 8 + )()]}, (2-12)

Therefore, by comparing equation (2-12) and (2-1), it is apparent that the total
far-field pattern of the array is equal to the pattern of single half-wavelength
dipole antenna (equation (2-1)) multiplied by a factor which is known as the
array factor (denoted in the bracket of the equation (2-12)). The normalized array

factor for the two-element array of same constant magnitude is given as:
1
AF = cos 5 (kd cos8 + y) (2-13)

The array factor is as a function of the spacing and the excitation phase. Thus,
the total field can be controlled by varying the spacing, d and/or the phase y
between the elements. Thus the total far-field pattern can be summarized as:
Eiotar = [E (single element at reference point)] x [array factor] 2-14)
Equation 2-14 is known as pattern multiplication for arrays of identical elements.
The equation is also valid for arrays with any number of identical elements with

different excitation amplitudes and phases, and/or spacing between them.
2.3 Analysis of Mutual Coupling Effects in Antenna Arrays

Ideal array theory does not guarantee optimum array pattern synthesis
performance. There is another effect known as mutual coupling that changes the
radiation pattern significantly, especially in closely spaced antenna arrays.
Mutual coupling is the interchange of energy from one element to another when
they are placed in close proximity to each other. There are at least three factors
that lead to coupling: coupling through a feed network, indirect coupling caused

by near-by scatterers and direct space coupling between array elements [8]. Lee
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and Chu [9] present an analysis of the mutual coupling effect between a phased
array of dipoles and its feed network. Therefore, the mismatch between the
radiating elements and the feed network has to be taken into account. Indirect
coupling caused by near-by-scatterers such as mounting platform might leads to
multipath propagation that affecting the pattern of the antenna array [10, 11]. The
multipath propagation causes reflection and refraction to the electromagnetic
waves thus may alter the characteristics of antenna. One way to overcome
propagation delay is by using multiple antennas or known as MIMO (multiple
input multiple output) to combine information from multiple signals improving
both speed and data integrity.

Mutual coupling might affect the performance of the antenna arrays. A
few papers discussed the mutual coupling effect to the channel capacity in 3-D
antenna system such as MIMO cube [12, 13]. Others mentioned that the effect of
mutual coupling reduces the channel capacity such as in [14] while a work by
Svantesson and Ranheim [15] showed that it enhanced capacity in other
situation. The mutual coupling behaviour is complex and therefore should be

taken into account especially for closely spaced antenna arrays.
2.3.1 Mutual Coupling between Elements

The amount of mutual coupling between array elements depends on the radiation
characteristics of each antenna, the relative separation between the pair of
antennas and the relative orientation of each antenna. Conventionally, the mutual
impedance was used to measure the mutual coupling effect. Many works [16, 33]
describe the concept of mutual coupling assuming the antenna systems consist of
two elements with one antenna in transmitting mode connected to a source and
another is in receiving mode and open circuited.

Conventional mutual impedance (introduced by Carter [33]) represented
two antennas as two port (four terminals) networks (Figure 2-3). Therefore, the

current-voltage relationship is given by:
Vl == lell + lelz' (2 - 15)

VZ = 212]1 + 22212' (2 - 16)
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where Z,,, the impedance is the ratio of voltage to current.

Vi
le I (2 - 17)
Il 12=0
Z44 1s the input impedance at port 1 with port 2 open circuited.
V.
Zyp = = (2-18)
I

11=O

Z4, 1s the mutual impedance at port 1 due to current at port 2 (with port 1 open-

circuited). In a reciprocal network, Z,, = Z,;.

Zy = % (2-19)
1',=0
Z,, is the mutual impedance at port 2 due to current at port 1 (with port 2 open-
circuited).
Zyy = T (2 -20)
2',=0
Z,, is the input impedance at port 2 with port 1 open-circuited. Equations (2-17)
and (2-20) stated that the impedances Z;; and Z,, are the self impedances of
antenna 1 and 2 when in isolated environment. The circuit conditions defining
the impedances are demonstrated in Figure 2-3(a) and (b). By placing antenna 2
close to antenna 1; a current, /,, is induced in antenna 2 due to radiation from
antenna 1. Vice versa, current /, will also cause radiation from antenna 2 and
thus will influence the current on antenna 1 (Figure 2-4). This effect is called
mutual coupling.

Knowing the values of self and mutual impedances, the relation may be
expanded to a N—element antenna array for which V;, V), ..., Vk are the input
voltages of each element.

Vi = Zy i + Zlh + .o+ Ziyly
V, = Z)0ly + Zyyly + ...+ Zyyly

VN == ZN111 + ZNZIZ +""+ZNNIN (2 _21)
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where

LZyn = ] (2-22)

n'1;=0,i#n

The active input impedance Z, of the n™ element in the array (or the

driving point impedance), including the effect of mutual coupling, is then

Va I I, Iy
Za= _=Za1_+ Za2_+ + Zaa+ ----+Zan_ (2—23)
I, I, I, I,
Ilk |2
Vi 1Z] Vs
- (
—> Z11— 212 ® 2 — 2 —
1 2
Vv V.
' VAVIVZS :

)

Figure 2-3: (a) Two ports network and (b) its T-network equivalent.
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Figure 2-4: The circuit conditions defining the impedance: a) Antenna 1 transmitting
and antenna 2 receiving, b) Antenna 2 is transmitting and antenna 1 is receiving.

It is observed (from equation 2-23) that mutual coupling will affect the

input impedances of the elements in the array. As the current distribution varies

due to the effect of the coupling, the radiation pattern also changes.
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The convention of mutual impedance assumes that the same model is
applicable in transmitting and receiving mode. However, Hui [17, 18] defines
and introduces new concept of mutual impedance in the receiving mode. In
receiving mode, the mutual impedance Z;; is defined as the ratio of the induced
voltage V; across the terminal load of antenna 1 to the current /; on the terminal
load of antenna 2 when the array is excited by an external source.

As a result, the effect of mutual coupling between elements needs to be
taken into consideration, since the pattern of isolated elements (a single element
with the absence of other array elements) behaves differently compared to when
it is placed in an array environment. Several techniques have taken this effect
into account, including the active input impedance method and the active
element patterns. Other works [19, 20] compensated the mutual coupling effect
by designing an inverse coupling network in an antenna array. The coupling
matrix may be obtained from the scattering parameters of an array. After the
coupling matrix have been compensated, the pattern may be synthesized using
conventional methods such as Chebyshev, Taylor, and pattern multiplication
method that do not include mutual coupling effects in antenna arrays. The above-

mentioned techniques will be explained in the next chapter.

2.3.1.1 The Active Input Impedance Method

The active input impedance treated an N-element array as an N-port network.
The array elements may be excited either using a set of individual transmitters or
a feed network. For both cases, array excitation may be modelled as a set of
Thevenin equivalent voltage sources with source impedances, as shown in Figure
2-5.

There are two concepts by which antenna arrays can be viewed: the
forced and the free excitation models. In the forced excitation model, a driving
voltage (or current) assumed to be constant is applied to each element when the
excitation is phased. When each element has an excitation with a different phase,
the active reflection coefficient varies with scan angles and affects the actual

gain (or pattern). The active reflection coefficient is related to the active element
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impedance (admittance). Nevertheless, the voltage across the element is kept
constant by a generator [21, 22].

A different situation occurs with the free excitation method: when the
active impedance varies, the voltage drop across the generator impedance, Z9 ,
varies, thus making the voltage across the element no longer constant. As the
voltage across the element is varied according to the conditions, it is termed
‘free’. The feeding method in this case is a constant-incident power instead of
voltage (Figure 2-6). This method is used practically, since in actual arrays the
feed network is based on power. Another reason is that a constant voltage or

current source is difficult to maintain or obtain.

S S S
n—-1 Z n+1

=W\~ =W\ W\~

» D

n—1f n f n+1

Dipole element

Figure 2-5: Free excitation model where V® and Z° is the source excitation and
impedance respectively.

The impedance matrix for a total of N elements, Z consists of self and

mutual impedances:

le le ZIN
z=|%1 Z2 - Zw (2 - 24)
ZNI ZNZ ZNN

Then, by assuming the array elements are fed by independent Thevenin
sources (Figure 2-6), the source impedances are represented by a diagonal matrix

(eq. 2-25).

Zi;, 0 0
S
zs=|0 f2 0 (2 - 25)
0 0 ZIfIN
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As the active element impedances depend on the array excitation with
scan angle, the feed current is no longer proportional to the generator voltage.
Therefore, if the feed current for each element is phased by a rad, the generator
voltage for each element may not be phased by a rad due to mutual coupling.
The relationship between terminal current, mutual impedance, source impedance

and source voltage is represented as follows [21, 22],

I1=1{Z+z5}1vs (2 — 26)

where I is the terminal current, Z is the impedance matrix,
VS and Z° is the source voltage and impedance for N element respectively.
Usually, the generator impedance for each element is identical, so for N
elements, Z;,=Z9(n=1,..,N), where Z9 is the universal generator
impedance. If the generator impedance is zero (Z9=0), then the free excitation
model reduces to a fixed excitation model. Similarly the voltage terminal is

represented as:

V=2ZI=2Z{Z+ 75} v (2 —27)

Therefore, the active input impedance is the impedance of an element in
an array when all of the elements are fully excited. It is a ratio of terminal

voltage and current for each element and defined by:

Z, =2 n=1,2,..,N (2 — 28)

The equivalent circuit for the free excitation model is shown in Figure 2-6.

Zs / Element terminal
I, +
n@ V;l% Z n

Figure 2-6: The equivalent circuit of free excitation model. It is for an element n
driven by a Thevenin source in an array.
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There are many techniques to calculate the mutual impedances of dipoles
either by measurement (the measurement of self- and mutual impedances) or
numerical computation. Numerical computation can be performed using various
methods such as the Method of Moments (MoM) [23], the Induced EMF Method
[24-27] or the Galerkin Method [28]. Pozar [29] analysed the mutual impedance
of a printed dipole array on a substrate using MoM. MoM provides an accurate
value for mutual impedance but requires large computation time and storage. The
Induced EMF method provides a good approximation and is easy to evaluate,
since it gives a closed form solution.

There are a few papers that address the analysis of mutual coupling in
parallel or planar arrays using the active input impedance method [9, 35].
However, not many papers address the far-field pattern including mutual
coupling effect for elements arranged in any other configurations. Therefore, the
method has been expanded into a 3-D antenna array so that it will be useful to

analyse the elements in any configuration, i.e. spherical or cubic arrays.

2.3.1.2 The Active Element Pattern Method

Various authors have used the concept of active element pattern such as Pozar
and Rudge [30, 31] to predict the scan performance of large phased array
antennas. This method takes into account the mutual coupling effect between
elements and can be employed in any configuration, such as in a 3-D antenna
array. Hansen [32] replaces the terms ‘active element pattern’ and ‘active
impedance’ with ‘scan element pattern’ and ‘scan impedance’ respectively. This
section provides a definition of the active element pattern, and the next chapter
will discuss how this method may be applied in the analysis of antenna arrays.
The derivation begins by considering an N-element uniform linear array
of identical elements with its feed as shown in Figure 2-7. Conventional array
theory ignores the effect of mutual coupling between elements and derives the
pattern radiated by the array as pattern multiplication between the element factor
and the array factor. The element factor, f,(8), is the pattern of a single element

taken in isolation from the array.
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Figure 2-7: Geometry of a uniform N-element linear array where V4,V,,...,Vy
are excitation voltage for each element and d is the spacing between elements.

Then, the array shown in Figure 2-7 has been replaced by the one shown
in Figure 2-8 to define the active element pattern, F,(8). N feeds in Figure 2-7
have been replaced with a feed at a single element in the array and terminating
all other elements with matched loads (Figure 2-8).

The active element pattern, F,(0), is different from the isolated element

pattern, f,(8), because of several reasons:

e The active element pattern consists of radiation from neighbouring
elements due to mutual coupling with the feed element.

e F,(0) depends on the location of the feed element in the array: edge
elements have a different active element pattern compared to elements at
the centre of the array. However, for large arrays, F,(6) can be
approximated as equal for all elements in the array since the ratio of edge

elements to the other elements is small and may be neglected.

If the active element pattern for all elements can be approximated as
equal, then the pattern of the fully excited array in Figure 2-7 is the product of
the active element pattern and the array factor. Chapter 3 discusses the pattern of

the fully excited array in more detail.
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Figure 2-8: Defining geometry for the active element pattern of a uniform N-
element array.
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2.4 Self- and Mutual Impedance

Through the active input impedance method, it is possible to compute the mutual
coupling using the mutual impedance matrix. The mutual impedance matrix may
be solved using methods such as the Method of Moments (MoM) or the Induced
EMF Method. Carter [33] introduced the concept of conventional mutual
impedance using the Induced EMF method from the perspective of a circuit
network. It is a first order theory (sinusoidal current distribution) which is
usually adequate for dipole arrays. To start with, its application was limited to
straight, parallel and in echelon elements only [33, 34, 35]. Subsequently, it was
further developed to skew dipoles [26, 27, 36]. The drawbacks of this method are
that it does not account for the radius of the wires or the gaps in the feeds. It
assumes a very small gap between the upper and lower arms of the dipole. The
advantage of this method is that it leads to closed form solutions. It gives an
accurate result for an infinitely thin wire but still provides a good approximation

for others [1].

2.4.1 Self Impedance using the Induced EMF Method

In general, the radiation resistance for any length, [, of a single dipole is given as
[1]:

— 2Prad
|1o]?

R,

- Z”—H{c + In(kl) — C,(kD) + %sin(kl) [ 5 (2KkL) — 25, (kD)] + %cos(kl) [c +1n (g) +C(2KD) — ZCi(kl)]},

(2 —29)
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where C is a Euler’s constant, where C=0.5772, and C; and S; are the cosine and
sine integrals.
The imaginary part of the impedance is calculated using the EMF Method

and given as:

n

X = —
™ 4m

2
{Zsi(kl) + cos(kl) [25;(kl) —S;(2k1)] — sin(kl) | 2C; (k1) — C;(2kl) — ci(ﬁ)]}, (2 - 30)

Kraus [16] gives the simplified impedance value for a thin linear centre-

fed antenna that is an odd number n of half wavelengths long.

Zy1 = Ryy + jX1; = 30(Cin(2nm) + jS;(2nm)) (2-31)

where C;;, is derived from equation (2-5) and §; is a sine integral

Si(x) = fx sin;y) dy (2-32)

By substituting C;(2nm) (equation 2-5) into equation (2-29), the simplified self
impedance for a thin linear centre-fed antenna of odd number (n) of half

wavelengths long is:

Z1, = 30(0.577 + In(2nw) — C;(2nm) + jS;(2nm)) (2-33)
2.4.2 Mutual Impedance using the Induced EMF Method

There are many methods of calculating the mutual impedance numerically or
experimentally. In this case, an Induced EMF Method is employed to calculate
the mutual impedance for an array of dipoles arranged in arbitrary
configurations. Conventional mutual impedance assumed similar mutual
impedance both in transmitting and receiving mode. Hui [18, 19] shows that the
receiving mutual impedance and the conventional mutual impedance are quite
different, especially when the antenna separation is small and the mutual
coupling effect is large. However, the conventional mutual impedance is close to
the receiving mutual impedance when the spacing of the antenna is greater than

0.5%.
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2.4.2.1 Side by Side, Collinear and Parallel in Echelon

Configurations

There are three classic configurations generated by Carter, Brown and others to
calculate the mutual impedance between two dipoles [24, 33, 34 and 35]. These
configurations are side by side, collinear, and parallel in echelon (Figure 2-9).
These expressions are already simplified for two identical elements (the length of
both dipole arms are the same) with the length of odd multiples of A/2. General
expressions for unequal elements are much more complex and can be found in

King [35].

! l
a) (b) (©)

Figure 2-9: Configuration of two dipoles where [ is the length of dipole, d is the
spacing between two dipoles along y-axis and h is the distance between end point
of dipole 1 and dipole 2 along z-axis: (a) Side-by-side, (b) Collinear, (c) Parallel
in Echelon.

2.4.2.2 Skew or slanted configuration

The previous section introduces the mutual impedance between two dipoles
arranged side by side, collinear and echelon configurations. Other literature
extends the work so that the mutual impedance between two dipoles can be
calculated no matter what orientation it is placed in [24-27, 36]. Due to its ease
of implementation, the method proposed by Baker and LaGrone [27] has been
chosen to calculate the far field for dipole arrays. Results obtained from this
method have been verified with both published and experimental data for various
parallel, echelon and skew cases. It is applicable to the relative geometrical

configuration of the two antennas, with arbitrary lengths.
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The method is based on the Induced EMF Method. Therefore, the mutual
impedance is computed as the ratio of the voltage induced across the open-
circuited terminals of antenna 2 to the excitation current flowing through the

short-circuited terminals of antenna 1.

Iy = 2 2 34)
Figure 2-10 shows that the induced open-circuit voltage in antenna 2, V54,
with respect to its current at the input terminals, due to the radiation from
antenna 1 is given in equation (2-35) [1]. The primary coordinates (x, y, z) refers
to coordinates of antenna 1, and secondary coordinates (x',y’,z") refer to
coordinates of antenna 2. The term dash (') here refers to secondary coordinates
of antenna 2. The dipoles length of (I, ;) refer to dipole 1 and dipole 2, the
distances (r,17,1,) are measured from the z-axis at the start, middle and end
point of dipole 2 to any point along dipole 1, (y,, zo) are the displacements (in
wavelengths) in the y and z directions between primary and secondary
coordinate systems and h is the distance between end point of dipole 1 and
dipole 2 along z-axis.

Therefore, the derivation of mutual impedance is derived as follows:

1,/2
1

V== | B @O G 2-35)
2
—12/2

where E;,,(z") is the E-field component radiated by antenna 1, which is parallel
to antenna 2. While I,(z") is the current distribution along antenna 2 (assuming
sinusoidal distribution).

Therefore, the mutual impedance is defined as:

1,/2
V. 1
Zon=P= =1t | B OGN (2 - 36)
hohh )
—t2

32



Section 2.4. Self- and Mutual Impedance

Figure 2-10: Mutual coupling between two dipoles along z-axis.

The mutual impedance given by Balanis [1] is for two parallel dipoles
positioned along the z-axis (Figure 2-10). Since the position of the dipoles, in
general, is not along the z -axis only, the integration is performed along vector t
(Figure 2-11, 2-12 and 2-13), where t is the direction of the centre of the
secondary dipole toward the end point of antenna 2. Similar nomenclatures as
mentioned in Figure 2-10 also applies to Figure 2-11 to 2-13 with a few
additional terms: the distance p is the radial distance from the z-axis to the point
defined by t, (m, m;, m,) are positive angles as shown in Figure 2-11, and dt is
an incremental distance along vector t. Therefore, all the components of the

electric field are integrated with respect to ¢ where the mutual impedance is

defined as:
1,/2
V. 1
Zyy=-2t= —— f Eyy (DL(D)dt @ -37)
I LI, ,

where E,, (t) is the E-field component radiated by antenna 1 to antenna 2. While
I,(t) is the current distribution along antenna 2 (assuming sinusoidal

distribution).
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X Yo

Figure 2-11: Mutual coupling between two dipoles arranged along vector ¢.

A derivation by Schelkunoff [37] decomposes an electric field vector

along t, E 754, along the z and p components.

e—2]211'r coS Tl.'ll e—]2m'1 9—127'”"2

E, =j301; |2 - - 2—38
z ] 1 r T1 rz ( )

I . . .
E, = j30;1[e‘12’"1 cosmy + e 2" cosm, — 2 cosrly e /2™ cosm|, (2 — 39)

E, in Figure 2-12, is a horizontal component of the electric field and can
be broken down to x and y components by using a trigonometric function. It has
been modified from [27] for this thesis so that it can be employed in 3-D (the x, y
and z-axes). The angle 1) is between y-axis to radial p and angle y is between

vectors t and E. The components of E and E, are defined as follow:

_ . _ ty + Xo
Ey, = E,siny = E, 5 (2 —40)

t, + Yy
Ey=Epcosl/)=Ep(yp °> 2 —41)
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Figure 2-12: Horizontal components of the electric field may be broken down
into E, and E,, using a trigonometric function (top view)

Therefore, the magnitude of electric field E;; (Figure 2-13) is defined as
follow:

t2 4 tyxo + tyyo + 5

+ E t
E.s Et,+Et, +Et P p zz
_t=” yty 2z _ - (2 —42)

Ez1 = |E[cosy =

Figure 2-13: Resolution of electric field intensity.
The real and imaginary of the E, and E, may be separated by multiplying
the identity given in equation (2-43) to equations (2-38) to (2-39):
e/* = cosu + jsinu (2 —43)
where u is a variable. Therefore, the real and imaginary of the E, and E, are
expanded, as in equations (2-44) to (2-47).

sin 2ntr)(cos 1wl sin 2mr sin 2mr:
Re(E,) = 301, 2( )r( ) ( : 1) ( : 2) 244
1 2
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(cos2mr)(cosmly) (cos2mry) (cos2mry)

Im(E,) =301, |2 - - ,(2—45
(E,) = 301, : . @~ 45)
Re(E,) = —[ (sin 2mry)(cosv,) + (sin 2mr,)(cosv,) — 2(cos mly)(sin 2mr)(cosv)], (2 — 46)
Im( ) = (cos 2mry)(cosvy) + (cos 2mry)(cosv,) — 2(cosmly)(cos 2mr)(cosv)], (2 — 47)

The I,(t) in equation (2-37) is equal to the product of maximum I, with

the sinusoidal factor. The factor is:
. L
sin [211 (E — |t|>] (2 —48)

By using equations 2-44 to 2-48 and applying them to E;,; (equation 2-
42) and Z,; (equation 2-37), the mutual impedance can be derived based on real

and imaginary values in integration form, as follows:

: t,+ 2o —
+ [sin2mry] -

t=ly/2 [ 1 t,+ 2o+ 17
Ry = —30f — | [sin2mr]
t=—1,/2 lp n
. L
+ [(2 (sin2nr)(cosmly)  sin2mry Sinanz)t ]} [sm [21[ (72— |t|)]

L
5 t, +
2} — 2[cos 7 I;][sin 27tr] [ - %o

]> [E2+ texg + £y, + tf,]}

r n T2 t

t=l/2 |1 1 t,+z,+ 171
Xy = 7301. — | [cos 2mry]
t=—1/2 (|P n

+ [(2 (cos2nr)(cosmly) B cos2mry B cosanz> . ]} {Sin [Zn (%Z - |t|)]

}dt, (2 — 49a)

t,+tz— 5 t,+ 2
+ [cos 2mr,] l : : 2] — 2[cosm l][cos 2nr] [‘To] [tf + texo + tyyo + t;]
2

T n Ty t

}dt, (2 — 49b)

The integration in equations (2-49) is later achieved using Simpson’s
Rule. Simpson’s Rule is a method of numerical approximation of definite
integrals. It is employed in order to obtain the real and imaginary values of input

impedance. Simpson’s equation is based on the following approximation:

[[re0ax =222 @ + (S52) + 7 (2 - 50)

However, a Composite Simpson’s Rule has been used in this thesis [39].
It is an approximation of integration which is split up into n subintervals with n

as an even number. The program will compute n increments between a and b.
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-1 /2

b h
[ redx =3 |reo) +2 D, flo)+4 Y flasy) + fan)| @50
J= J=

a

where
h=52¢ )
n
Xo=a >
(2—-52)
X, =b
xj=a+jh _/
Therefore,
Xzj = a+2jh

(2—-53)
xzj_1 =a-+ (Zj - 1)h

In conclusion, the real and imaginary values of mutual impedance
between two dipole antennas of different lengths arranged in any configuration
may be calculated using the method proposed by Baker [27]. Thus, this will be
used to study the effect of mutual coupling in antenna arrays where the elements

are arranged in any configuration.
2.5 Conclusions

The first section of this chapter discussed the basic characteristics of the dipole
antenna, including its far-field pattern, self-impedance, directivity and gain. The
characteristics of antenna arrays were then discussed in detail, due to their ability
to increase gain and control the radiation pattern.

This thesis focussed on the latter ability in order to meet the requirement
of pattern synthesis in an antenna array. Therefore, the pattern multiplication of
antenna arrays which is the ideal theory is briefly discussed. Some other

properties that influence the ideal pattern such as coupling from the feed network
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and from the adjacent elements are discussed in this chapter. The mutual
coupling between elements is investigated through several approaches. There are
the active input impedance and the active element pattern (AEP) methods.

The active input impedance observed the mutual impedance through
Thevenin’s N-ports equation, while the active element pattern contains the
mutual coupling effect by exciting one element and terminating the rest with
matched loads. In the former method, the mutual impedance may be performed
by numerical computation or measurement. Conventionally, the Induced EMF
method for an N-port networks provides a good approximation to calculate the
self and mutual impedance for dipole antenna arrays. It has been explained
thoroughly and can be used to calculate the mutual impedance of thin dipoles
arranged side-by-side, collinear and in echelon configurations. Then, the
technique was expanded carefully before this section to calculate the mutual

impedance between thin dipoles arranged in various configurations.
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CHAPTER 3:
Numerical Methods and
Optimisation Techniques

3.1 Introduction

This chapter reviews several array numerical techniques including numerical
methods and closed form analytical methods. Some of the well-known methods
utilize numerical techniques to solve mutual coupling such as the method of
moments (MoM) and the finite-difference time-domain method (FDTD) will be
discussed. The benefits and drawbacks of both methods are also presented.

Then, the array analysis is investigated in one-, two- and three-
dimensions. Many techniques applied in one- and two-dimensions are
conventional but useful. Most of them are inaccurate because the mutual
coupling effect has not been taken into account such as binomial, Dolph-
Chebyshev and Schelkunoff method. However, it works better and faster with the
optimisation techniques to meet engineers’ specifications.

Later, the optimisation techniques that work with array analysis are
reviewed. The techniques are sequential universal sampling, Nelder-Mead, finite
difference quasi-Newton method (FDFNLF1), quasi-Newton method, particle
swarm optimization (PSO), simulated annealing and genetic algorithm (GA).
Finally, the chapter concludes with the method used throughout this thesis and

the explanation behind it.
3.2 Electromagnetic Modelling

Antenna arrays play an essential role in many applications, such as in
communication, surveillance and radar systems. Many advantages for an array

include increasing antenna gain, meeting radiation pattern requirements, beam
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steering and multiple beam channels capability such as MIMO. Practically, there
is always a need to design an antenna system that meets desired radiation
characteristics. Many examples include designing an antenna whose far-field
pattern have nulls in certain directions. Other requirements are the pattern needs
to have a desired distribution, such as narrow beam width, low side lobes, and so
forth.

A few numerical solutions are available to analyze the far-field pattern
that includes mutual coupling effect in antenna arrays. The numerical methods
can be divided into two equation based on integral or differential form. They are
employed in order to solve unknown quantities such as current distribution based
on the known quantities such as voltage excitation and boundary values. Full
wave numerical techniques (such as method of moments, finite-time difference
domain) are extremely accurate, versatile, complex, able to treat single elements,
arrays, stacked elements, arbitrary shaped elements and coupling. The model
usually employs simulating software to estimate an antenna performance.
However, it has drawbacks when working with array optimisation techniques
(such as genetic algorithm, least mean square method) because the computation
may take longer and in the active element pattern (AEP), results needs to be
extracted from the simulating software. It complicates the whole process and in
certain cases, the simulation might need to be performed more than once.

The advancement of computer technologies enabled array analysis
becomes a reality. The array analysis is an approximation to the integral equation
of numerical methods, with the aid of few assumptions and approximations to
obtain closed form solution. Analytical methods in arrays are fast and easy to
implement with optimisation methods but inaccurate. Most of them are based on
array factor and do not take into account mutual coupling (such as Dolph-
Chebyshev and Schelkunoff method) and some provide approximations to
simplify the methods. Several authors applied the compensation techniques [1, 2]
in order to compensate the mutual coupling effect before using the above-
mentioned method. These will be reviewed here to gives an understanding of the
pros and cons of the methods. Table 1 summarizes the differences between

numerical and analysis softwares to compute the characteristics of antenna.
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Table 1: Comparison between numerical and analysis softwares.

Numerical softwares

Analytical softwares

solve Maxwell’s equations
subject to appropriate boundary

conditions.

solve specific problems that
have pre-defined geometries

using closed-form equations.

Characteristics Requires the user to be very | = The user must be able to relate
familiar with the software, the the geometry of the problem
limitations of the technique, being analyzed to a geometry
and the problem being that the software is capable of
analysed. solving.

= provides very accurate | » provides fast solutions for a

Advantages

solutions  to  well-defined limited class of problems.

problems.

3.2.1 Numerical Methods

Numerical methods solve Maxwell’s equations subject to appropriate boundary
conditions. It provides very accurate solutions to well-defined problems. Full-
wave numerical methods can be subdivided into integral and differential
equation based. Both of them are further divided into frequency domain methods
(such as method of moments and finite element method) and time domain
methods (such as finite-difference time domain and transmission line method). A
good understanding of the principles on which the software is based is necessary
in order to set the relevant parameters properly and avoid the misuse and

misinterpretation of the results.
3.2.1.1 Method of Moments (MoM)

The basic idea of the method of moments is to transform an integral or
differential equation into a set of simultaneous linear algebraic equations (or
matrix equation) which may then be solved by numerical techniques. It was first

applied to electromagnetic problems in the 1960s by Harrington [3]. It presents a
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unified approach to MoM by employing the concepts of linear spaces and
functional analysis.

The integral or differential equations may have the form of
F(g)=h, B-1

where F is a known linear operator (either integral or differential operator), g is
an unknown response function, and h is the source or excitation function. The
objective is to find g once F and h are given. The unknown response function g

can be expanded as a linear combination of N terms as:

N
9(2) = 0,0,(2) + 205D + -+ aygu(Z) = ) augn(z)  (3-2)
n=1
where an is an unknown constant and each gn(z’) is a known function usually a
basis or expansion function. Substituting equation (3-2) into (3-1) and applying
the linearity of the F operator replaces (3-1) into

N
> anF(gn) = h (3-3)
n=1

The selection of basis function g, depends on each F(gn) in equation (3-3)
to be solved easily, either in closed form or numerically at least. Every equation
of (3-3) leads to N unknown of a, (n=1, 2, ..., N) constants. N unknown constants
can be solved using N linearly independent equations. This can be obtained by
evaluating equation (3-3) at N different points (such as the boundary conditions).

This technique is known as point-matching (or collocation). Therefore, equation

(3-3) takes the form of

N L, F(gn) =hy m=12,.,N (3-4)

Equation (3-4) may be represented in matrix form as:

[Zimn]ln] = [Vl (3-5)

where
Znn = F(gn) (3 —5a)
I, = a, (3 —5b)
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Vi = him (3 = 5¢)

The unknown coefficients a, can be obtained by solving equation (3-5)

using inverse technique as:
[In] = [Zmn]_l[vm] (3 - 6)

The point-matching method is a numerical technique where solutions
meet the electromagnetic boundary conditions (such as vanishing tangential
electric field on the surface of an electric conductor) only at discrete points.
However, the boundary conditions might not be satisfied between these points,
thus creating a residual (residual=AE|:n=E(scattered)|n+E(incident)|tn#0 on the
surface of an electric conductor). Therefore, the method of weighted residual is
applied which forces the boundary conditions to be satisfied in an average sense
over the entire surface. It minimizes the residual in a way that its overall average
over the entire surface approaches zero.

The method of weighted residuals begins by defining a set of N weighting
(or testing) functions {wm}=wji, Wy, ..., wy in the range of F. Forming the inner

product between this function with equation (3-3) yields to:

N
Z A (Wi, F(92)) = (W, h) m=12,..N ((3-7)

n=1

Equation (3-7) is written in matrix form as:

[an] [an] = [hm] (3 - 8)
where
(Wi, F(91)) (w1, F(g2)) - (wy, F(gn))
[an] — <W2'F(g1)> (WZJF(gZ)) (3 _ 861)
W F(g) W F(g2)) e (Wi, F(gn))
a; (wy, h)
[a,] = |2 [yl = | W2 1) (3 - 8b)
aN (WNI h)

The unknown coefficients a, may be solved using inversion matrix:
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[an] = [an]_l[hm] 3-9)

By relating MoM to the antenna theory, the electric field integral equation is

written as:

E=F(Q) (3-10)

where E is the known electric field, J is the unknown induced current, F is the
linear operator.

Steps to be taken to obtain current distribution J is as follows:

1. Expand ] as a finite sum of basis function as:
N
J= ) Jngn (3-11)
n=1

where gnis the n"™ basis function and J, is an unknown coefficient.

2. Define a set of N linearly independent weighting functions, wp,.
Substituting equation (3-11) into (3-10) and performing the inner product

on both sides resulting:

N
Wi ) = > (Wi, F s 92)) (3-12)
n=1

where m=1, 2, ... N

In matrix form, the equation (3-12) is in the form:

[E] = [Zpnal J] (3-13)

where
[E] = (Wyn, E) (3 - 13a)
Zunn = (Wi F (1)) (3 —13b)

and J is the current distribution containing the unknown quantities.
Once the current distribution is known, parameters of interest such as

field patterns, input impedance, etc. can be calculated by employing the
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appropriate formulas. Numerical Electromagnetics Code (NEC) is a user oriented
program developed based on method of moment. It is a numerical solution of an
integral equation to analyze the interaction of electromagnetic waves of the
structure. It is approached by dividing the integration range into discrete steps,
thereby turning it into a set of linear equations of matrices. It applies the electric
field integral equation (EFIE) for thin wires and magnetic field integral equation
(MFIE) for surfaces. There are two possibilities for excitation: applied voltage
source or an incident plane wave. The code calculates induced currents and
charges, near- and far-zone electric and magnetic fields, radar cross section,
impedances or admittances, gain and directivity, power budget, and antenna-to-

antenna coupling.
3.2.1.2 Finite-Time Difference Domain (FDTD)

The (FDTD) method is one of grid-based differential time domain numerical
modelling methods. It was developed by Yee in 1966 at Lawrence Livermore
National Laboratories [4]. The method discretized into many cells (usually
square or rectangular), known as Yee cells/lattices (Figure 3-1). The electric and
magnetic field components have been decomposed into (x,y,z) components It
discretized the time-dependent partial-differential Maxwell equations (given in
equation (3-14)) using central-difference approximations to the space and time
partial derivatives. The resulting equations are solved in a leapfrog manner: the
electric field vector components in a volume of space are solved initially
(assuming the magnetic fields are known), then the magnetic field vector
components in the same spatial volume are solved at the next instant in time.
This process is repeated until the desired transient or steady-state
electromagnetic field behavior is fully evolved. This scheme has proven to be
very robust and remains at the core of many current FDTD software constructs.
Various modelling tools are developed based on this method including Empire

XCcel.

49



Section 3.2 Electromagnetic Modelling

Figure 3-1: FDTD (Yee) Cell

0
Y L VxE=0
0x
dy
-2 _ H =
i V X Ji
B = uH
D = €E

(3 —14a)
(3 —14b)
(3 —14c)
(3—-144d)

Table 2: Comparison between method of moments and finite-difference time-

domain method.

Frequency domain method

Time domain method

MoM FDTD
Fast at single frequency. Broadband results with one
simulation.

Advantages Easily combined with other | Good for pulse type problem.
methods to deal with large
problems.

Disadvantages Difficult to deal with pulse-type | Not suitable for electrically
problem large systems

Note Most suitable for wire type | Need to be careful with the

antennas.

boundary conditions.

3.2.1.2.1 Discretisation

Discretisation or known as meshing is one of the key factors in the accuracy of

any numerical modelling. The discretisation in Empire XCcel can be defined in

two ways: automatic or manual discretisation. The simulation domain of the

structure will be meshed according to the user specification. The automatic
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discretisation creates a suitable mesh for the entered structure. It also defines the
boundaries of the simulation domain by detecting the objects’ extensions and
following certain rules as defined from far field definition, excitation response,
port size and so on. The automatic discretisation can be optimized depending on
information about the object types such as planar, 3D or it can be user defined.
The general rule to define the mesh is that the largest cell size of the mesh should
be smaller than the tenth of the smallest wavelength. On the other hand, the
smallest cell size will determine the time step for the simulation; which means

for very small cell size resulting longer computation time.

3.2.2 Analytical Method

Analytical modelling softwares solve specific problems that have pre-defined
geometries using closed-form equations. It provides fast solutions for a limited
class of problems. This section reviews the array analysis techniques and have
been arranged according to complexity of dimension of the array itself, starting
with the first-dimension (such as linear array) to three-dimensions. Most of the
synthesis techniques of the array analysis are based on the array factor and is

explained in this section.
3.2.2.1 1-D Array (Linear array)

A linear array refers to a number of antenna’s elements arranged along a straight
line. Since the far-field equation in 1-D is not complex, many literatures
developed their techniques using the array factor (Section 2.1.2). Balanis [5] has
described how an antenna array can produce either a broadside or endfire pattern
simply by changing the phase difference between elements. For an array with
elements greater than 2, a uniform array excites all elements with the same
amplitude and a progressive phase prior to previous element. Binomial and
Dolph-Chebyshev implemented amplitude tapering in order to synthesize the
pattern [6, 7]. All the above-mentioned method applies to narrow beam patterns
and producing low side lobes. Schelkunoff [8] described a technique which is
similar to the z transform (used by Hurewicz in developing his pulsed filters [9])

in order to exhibit pattern with nulls in interference direction. All of the above
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techniques by default do not take into account the mutual coupling effect
between elements. However, a few of the array analysis [1, 2] compensates the
mutual coupling effect first before applying the above techniques to control the

radiation pattern. All of these will be explained in details within this section.
3.2.2.1.1 Non-Uniform Amplitude, Equispaced Array

In pattern multiplication method, the total field of the array is equal to the field
of single element positioned at the origin times a factor which is known as array
factor. It is a function of the displacement of the array elements and the
excitation phase. By changing either one or both of them, the total field of the
array can be controlled.

The array factor for even (2M) or odd number (2ZM + 1) of elements can
be arranged as follows (Figure 3-2):

(AF)yy(even) = YM A, cos[(2n — 1u] (3-15)
M+1
(AF) gpp1s(0dd) = Z A, cos[(2n — 1)u] (3 —16)
where
d
u=7c059 (3—-17)

The array factor is arranged in the above equation so that the elements

can be positioned symmetrically along the z axis.
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Figure 3-2: Non uniform amplitude arrays of (a) even and (b) odd number of
elements where A, is the amplitude excitation for each element, d is the
separation between elements and 7 is the distance for each element to the
observation point.

3.2.2.1.2 Binomial Weight Excitation

Binomial array determined the excitation coefficient of each element from
Binomial expansion. It is applicable to an equally spaced array. For an array with

N elements, the excitation coefficient is in the form
AF = (1 + /N1

W-DW-2) ,, (N-DOW-2)N-3)

2 3 R4, (3-18)

=14+ (N-1)e/+

and

c=a+kdcos b (3—-19)

where ¢ is array phase function, @ is phase of excitation coefficients, d is the

element spacing, k is wave number and 6 is elevation angle. The excitation

coefficients for different values of N are (using Pascal’s triangle- see Figure 3-3.)
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Figure 3-3: Pascal's Triangle.

Thus, for a given number of elements the excitation coefficients can be
used to design pattern with low side lobes. In fact, they have no side lobes when
the spacing between elements is A/4 or A/2 [1]. However, even though Binomial
weight excitation has the lowest side-lobe level compare to uniform and Dolph-
Chebyshev, it has wide variation between the coefficients of the different
elements in an array which making it less efficient. For example (Figure 3-3),
(N=7) the coefficient for first element is 1 and the center element is 20. As the
number of elements increase, the amplitude variation between different elements
becomes larger. In practice, it is difficult to maintain large amplitude variations

between different elements.
3.2.2.1.3 Dolph-Chebyshev

The technique was introduced by Dolph [7] and further developed by others [10-
12]. It is a compromise between uniform and binomial arrays. Their side lobe
levels are lower than uniform array but higher than the binomial array.

The technique works by applying equation (3-15) and (3-16) to a
Chebyshev polynomial. Equation (3-15) and (3-16) is a summation of M (even)
or M+ (odd) cosine terms. The largest harmonic of these cosine terms is one
less than the total number of elements of the array. The argument for each cosine

term is integer multiples of u. It can be rewritten as a series of cosine functions
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with u as the argument. It is further expanded into m” order using trigonometric
identities.

By following the design procedure as explained by Balanis [5], Hansen
[13] and Fourikis [6], the polynomial excitation coefficients can be determined

from the given side lobe characteristics.

3.2.2.1.4 Schelkunoff Method

The Schelkunoff method yields the number of elements and their excitation
coefficients needed based on the given location and number of nulls in the
radiation pattern.

The far-field pattern of a linear array is a summation of the fields radiated
by each element with the existence of the other elements. The excitation variable
will affect the far-field pattern of linear array. Thus, a far-field pattern is a
discrete Fourier transform of the excitation array. The excitation array is

represented by [14]

N
F(u) = Z Anexplj2n(n — Du] (3—-20)
n=1
where u is
d
u=zc059—)( (3-21)

A, is the excitation coefficient, N is the total number of elements, and u is the

progressive phase shift, the elevation angle is 0 and the element spacing is d.
Schelkunoff [14] elaborates how each element interacts with each other

in an array by using the unit circle approach. The exponential factor in equation

(3-20) has been replaced with a new variable, z.

z = exp(j2mu) (3-22)

Therefore, the excitation can be represented as

N
F(z) =2Anzn‘1 =Ay + Az + Azz* + -+ AyzV ! (3—-123)
n=1
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Equation (3-23) has a degree of (N-1) and possesses (N-1) roots. It can be

expressed as a product of (N-1) linear terms as
F(z) = An(z = 21)(z = 2,)(z — 23) ... (2 = Zy-1) (3 —24)

where z;, z,, z3, ..., zn.; are the roots. The magnitude of equation (3-24) can be

expressed as

F(z) = |Anl |z — z1||z — 23|z — 23] ... |12z — zy 4| (3—25)

The polar angle (or visible region) is ¥ = 2mu and substituting equation

3-21 in the 9 gives:

9 =kdcosf — y (3—-26)

where cos 6 is varied from [-1: 1] thus covering the region unit circle (visible

region) between

—kd—y <9 < kd—y (3 — 26a)

As spacing is half-wavelength, z goes over unit circle once. This traverse
is called visible region [5]. For spacing of a wavelength, z moves around the unit
circle twice and so on. By increasing the spacing will increase the visible region
of that array factor. On the other hand, changing progressive phase shift, y, will
rotate the visible region to any side around unit circle. The polynomial in z has
N-1 roots. The root placement can be real valued (on the unit circle) or a
complex value (inside the unit circle). Zeros placed on the unit circle within the
visible region creates nulls in the pattern, while zeros inside unit circle may
produce pattern minima. Therefore, the pattern is the product of the distance
from the observation point in z (on unit circle) to each of the zeros (roots). As z
goes around the circle, lobes form and reduced to create null and pattern minima.

While, z=1 denotes the principal maximum of the pattern (Figure 3-4).
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> Main beam
region

Side lobe
region

Figure 3-4: Unit circle for an array.

The zeros placed in the visible region on the unit circle will contribute to
nulls in the pattern of array factor. If no zeros exist in the visible region of the
unit circle, then that particular array factor has no nulls for any value of 4.
However, if a given zeros lies on the unit circle but not in its visible region, that
zero can produce null to the pattern by changing the phase excitation y so that
the visible region can be rotated and cover that root.

Many works have already employed Schelkunoff’s method for pattern
synthesis. Another important issue is that the choice of the sample point is
crucial as if one fails to specify the pattern correctly; some undesirable side-lobe

might appear and dominate the regions in interest [19].
3.2.2.2 2-D Array (Planar, Circular)

Geometrically, simple 2-D arrays are described. Examples are the planar and
circular arrays. They deal with the array factor and do not incorporate coupling

between elements.
3.2.2.2.1 Rectangular (Planar) Array

The elements can be positioned along a square grid to form a 2-D array. Planar
arrays give additional parameters and dimension which can be used in beam
shaping and pattern control. Therefore, the electric field for this design will be
investigated in this section.

Figure 3-5(a) and (b) shows the elements positioned along a linear and

rectangular array respectively. The array factor for Figure 3-5a is
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M
AF = z Am1ej(m—l)(kdxsinecosq)ﬂ(x) (3 _ 27)

m=1
where A, is the excitation coefficient for each element, d, is spacing, y, is the
phase shift between the elements, and M is total number of elements along x axis.
For N total number of elements placed in the y-direction, a square array is

produced (Figure 3-5b). The array factor for the whole array is

N M
AF = Z Aln Z Amlef(m—l)(kdein9C05¢+Xx) ej(n—l)(kdysinesin¢ + Xy) ) (3 _ 28)
n=1 m=1

where d, and y, is spacing and progressive phase shift between elements along y-

axis. The total array factor can also be represented as:

AF = SymSym (3-29)
where
M
Sem = Z Am1ej(m—l)(kdxsinecos¢+)(x) (3 _ 30)
m=1
N
Sy = Z A, o) (=D kdysinfsing+1y) (3—-31)
n=1
Amn = Am14in (3—-32)

If the amplitude excitation for entire array is uniform (4,,,=Iy), equation

(3-28) can be expressed as

M N
AF = IO [Z ej(m—l)(kdxsinacos¢+)(x)] Z ej(n—l)(kdysinesind) + Xy) ) (3 _ 33)
m=1 n=1

In order to obtain the desired main beam at 6=6), and ¢=¢,, the
progressive phase shift between the elements in the x- and y-directions is equal
to:

Xx = —kd,sinfycosp, (3 —34a)
Xy = —kd,sin,sing, (3 —34b)
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Figure 3-5: (a) Linear and (b) planar array geometries.

3.2.2.2.2 Circular Array

The normalized far-field pattern for an array of N isotropic elements (Figure 3-6)

is written as [5]

N e_ijn
Ey(0,) = ) ay 3 - 35)
Ry
n=1
R, is the distance from the nth element to the observation point.
R, = (r? + b%? — 2br cos )2 (3 —35a)

when r»b (3-35a) reduces to

R,=r—bcosy, =1 — b(ap.ar) =r —bsinf cos(¢p — ¢,), (3 —35b)

where,

a,.a, = (a,cos¢, +a,sing,) - (a,sincos$ + a,sinbsin$ + a, cos H)

= sin 0 cos(¢p — ¢p,,) (3 —350¢)
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Figure 3-6: Geometry of an N-element circular array.
Thus by assuming R,, = r and taking N = 4 elements reduces equation (3-35) to
—jkr 4

Z anejkb sin 6 cos(¢p—p) (3 _ 36)

n=1

En(r,0,¢) =

where,
a,, is the excitation coefficients (amplitude and phase) of the n™ element.
¢y, 1s the angular position of n™ element on x-y plane.

The excitation coefficient for the n™ element can be represented as:

a, = A,e/% (3-37)

where,

A,, is the amplitude excitation of the n" element.

a, is the phase excitation (relative to the array center) of the n™ element (in
radians).

To obtain the total far-field for an array of four dipoles, (3-35) becomes

cos(% cos Q) e—Jjkr

4
Z a, elbsindcosé—¢n) (3 _ 3g)

n=1

En(r,0,¢) = 60j- sin @ r

By using (3-37), (3-38) can be written as
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4
Z An ej[kb sin8c05(¢—¢n)+an]’ (3 _ 39)

n=1

cos(% cos 0) eg—jkr
En(r,6,¢) = 60) - :

sin @ r

where

4
AF(6, ) = Z A, eJIKbsin 0 cos(—r)+a] (3 — 40)

n=1

To direct the peak of the main beam in the (89, ¢po) direction, the phase

excitation for each element can be selected as

a, = —kb sin 8, cos(¢py — ¢,,) (3—-141)
3.2.2.2.3 T