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Local Area Networks {LAN} are destinedq to-play a répidly
inereasing part in the transmission and distribution of a
wide range of information and this thesis describes the study
of the problemsz:- concerning the transmiesion of coloured
images over a particular network; the Cambridge Ring. A
colour image station has been developed for the use on the
Cambridge Ring. It provides two main services - a high
resclution freeze frame transmission and a medium resolution

slow-scan image transmission.

The initial part of the project wae concerned mainly with the
design, development and construction of a versatile and fast
access framestore, the LUT framestore. This was based on a
Graphic Display Processor (GDP), whieh provides vector and
character drawing facilities to the usgepr. To ensure
compatibility with existing equipment, a standard multibus

was used to interface to the host system.

Due to the limited data bandwidth available on the local
area network, image data compression techniques were required
when transmitting images over the network. A number of
different interframe coding techniques, particularly motion
predictors, were investigated. The displacement estimation
algorithms used for the motion predictors were of two main
types: differential algorithms and block matching algorithma,
and the results showed that the block matching algoerithms can
co@pfess the data more efficiently than the differential
algorithms. A new block matching algorithm, the Basic
Simplex search, was developed, Thié technlique gave a /HOX%
reduction in computation overhead when compared  with the

bettéb'knoﬁn 2D—Lozgr1thm1c search.

An image atation was designed  around the LUT framestore and



it comprised the framestore, a single board computer and a
Cambridge ring interface. Simple Sut resilient protocols
were developed tb ensure that the syastem operated correctly
over the network. Flow control mechanisms were used to
" ensure that data overflow did not occur at the receiver

station. Multimode coding was adopted for slow-scan image

tranemisaion so that the image station coding téchniq&e could

adapt to the plecture and network statistics. Successful

image transmissgion experiments have been carried out using

two of these image stations on the Universe project Cambridge

Ring at Loughborough University.
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ABBREVIATIONS

ADC. Analog-to-Digital Converter
i ADR Address |
BB Basic Block
BRAM Buffer memory
BSP Byte stream protocol
CAS Column address sighal
CLK Clock o
CRTC Cathode ray tube}control%gri
DAC Digital-to-Analog Converter
pi 'i' displacement estimate vector
Dx . Horizontal displacement estimate
Dy - Vertical displacement estimate
DFD Displace frame difference
DPCM Differential Pulse Coded Modulation
ECL Emitter-collector logie
FDIF Frame-to-frame difference
GDP Graphie display processor
I(x,¥.t) The pixel intensity at spatial location

(x,¥) and at frame ‘'t?!

I/0 _ Input/Output

LUT Loughborough University of Technology
MA . "Moving areas A

MAE ' Mean absolute erronr

MSE ' Mean square error

‘PCM ' Pulse coded Modulation

PROM érozrammgble read only memory
R/W : Read/Writé signal '

RAM Random access memory

RAS Row addfess signal

SSP | Single shot protocol

.TTL ' Transistor-transistor logic.
VRAM  video memory '

CR Cambridge Ring '
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CHAPTER ONE

INTRODUCTION

1.1. INTRODUCTION

Over the past decade, tha range of obplicatlons of Local
Computer Networks has ateaditly lncreased; It is envisaged
that they will plaoy on esséntlal role In office automation.
Huch interest haoas been focused on real time applicatlions
such os Imoge‘rcommunlcation.

The video coder/decoder (codecs) market, Ffor videoconferen—
-cing. con ba broadly dfvlde& Into two main groups: high
bandwidth, full motion, e.g. COST 211 system [76]1. and
slow—scon [6], e.g. Netec-XD systema. The two systems are
distinguished from each other by their frame ubdata rate. The
former have o frame update rate of broadcast television,
f.a. 25 fromes per second, while the lotter con take o0s long

as o faew saeaconda to update a frame,

One of the most'slganlcant costs.ln owhlng a vidaoconference
system is the cost of the line connection E58]. The cost of
having a video connection in very high, e.g. the 1.544% MHz,
vidao cohnechlon in the US wouid coat around US$1,500 per
hour (6J. This cost can be reduced by transmitting the

digitised Qldeo data over computer networks which olready

exist in most large companias. Thus, ao special video
. connection is not required. Furthermore, provision of this
‘service will not degrade exlsting services, in terms of

response tima, as there Is usually some excess bandwidth in

- most computer\networks.

An Immediate probiem encountered in transmitting digitised
video data over - a computer network is its high bit-rate
requiraement.  Taoking the example of a picture with a
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resolution of 256 by 256 digitised plcture élements:(plxels).
~each pixel being represented by 16 bits, a system data
transfer rote of 25 Mbits per second is réquired if 25 frames
are transmitted per second. As baseband computer networks,
e.g. the Cambridge ring, have a bandwidth of less thaon 10
MHZ. . image compression techniques [40,52.63,66] are required

to reduce the bit-rate.

ORBITAL TEST
SATELITE

RUTHERFORD
APPLETON

LABORATORY LOUGHBOROUGH

UNIVERSITY

x
1]
UNIVERSITY % &
COLLEGE MARCONI CAMBRIDGE
LONDON ggﬁ%&RCH UNIVERSITY
LOGICA RE
BRITISH
TELECOM
RESEARCH
LABORATORIES

Figure 1.1 : Project Universe infrastructure

Project Universe [16]. started in mid-1981. has provided the
infrastructure for carrying  out experiments on video
transmission over a computer network. The Universe network

consisted of seven Cambridge ring sites |inked by the Orbital
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Tast Satellite(OTS). as shown in Figure 1.1.. Vorious forms

of - data: computer data, digitised video and speech, were

tronsmitted around the ring. ' Loughborough University was
mainty Involved in the déve]opment of a slow-scan
system, image atation., [25,26] ‘ond coded speech.

Experionce 'obtainedr from ;experlments carried out in the

Universe project have helpad in the deslgn' of the new image

‘station which will be discussed In chapter 6.

This - theslis relates to the Investigation of Conditional

replenishment coding, Displacement estimation algorithms and

the design oand lmplemehtdtlon of a video codec for the
Cambridge ring. Section 1.2. will give a brief revléw'oF‘
interfrome predictive codlngr,technlques. The 1ast section

will describe the organisation of the thesis.

1.2. Interframae predictive éddlng - A brief review

InterFroﬁe coding £24.29.60] exploits the Féllowfﬁg redun—‘

-doncies of an Iimage sequence:

(a) the similarity between successiva frames of images

- (b) the'resolqtlon requirements of moving areas.

One mathod of exploiting the éfmllorltg between successive
frames Is to reduce the number of frames transmitted per
saecond. At the receliver the frames are repeated at 25 frames

per second, to .avoid. flicker on the display. until a new

frome arrives. The reduction in bit-rate depends on the

ratio between the numbeb of tronsmitted fromes per second
and frome display rate., 25 frames. R.C.Brainard et. al. [11]
recommended a frome update rate of 15 fromes per second,

Lower frame update rates produce jerky motion.

Another form of frame repect.'propdéed by R.C. Bralnard {113,

sgstemqticallg.scanned and _updqted a pixel once every N

,Frqmeé.u. fhé.:unupdated pixals arae repéuted at the receflver..
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It suffers From‘bwo moin defecti;.-f

‘(a) rogged edges of the uoving obJact_
(b) superlmposltlon of pabtarns

A more aFFlcfent Form 6F lnterfrahe coding is ‘Condttionul ‘

Rep lenishment éodtng. initially proposed bg_MountsE59]. In

:‘thls only those pixals showing slgnlf!caht changea_slnde the

' pbevlous Frdme are  coded and transmitted. The _plxéls are-

alassified as moving area pixala If their fraome-to-frome

difference(FDIF) I1.a. tha luminonce. difference betueeh a

plxélrand its corresponding pixel in 'ﬁha'prevlous Pramés.‘_

akceéds the ' given  threshold. Buffers drq-'redulred' bqf;‘

averaga out the ddto . rate; os'.'théfginsfantangou§ f

'-tronsmlsslon rate oF the sgstem Fluctuatesy[?$ , . R

i

In Mounts[59] system tﬁe,j-mohochﬁomé image‘;lumlhohce

slgnol of moving area plxels are. transmltted ds_ B-bltsA‘. 
Puise Codad _Modulotion(PCM). Tha system. has an avébqgeﬂ
rate of 1 bit per plxel; Due to the fluctuation _]n'

instantoneous tronsmlaﬁlon; iurg- buFPers__ore requirad to‘n

uverage_out the data rates.

J.C Ccndg Cl?] proposed two methods: bF-' reduclng the

Fluctuablon iIn the Instantaneous transmission rote.

(a) moving orea pixels within o sconllhe ore diusteﬁed_lnto
runs ' - ' |
(b) movlng area plxels are ignored IF theg ara preceded and

Followed_bg two unchonged pixels along a scanline,

These two technlques decredsa the fluctuations of the
instanbuneous transmlssion rcte. thus reducing the size of

the. bufferr requlred_ In adverse conditlons._'l.e.- high

.pergentégé' Of- chdnged'datc,' the_coder suitched “to -othar o

:afmodes is determlned by the Fullness of the buFFer.

" modes and réduced"tha'_spatldl‘reabiutfon. The switchlng oFH'




Chopter 1 S 5

In the system proposead by J.C. Candy [17] the FDIF signals of
moving areo pixe[s are coded using 4 bits. Further réductlén
In bit-rate écn be achieved by uslhg the Conditional
replenishment system in conjunctlon with other coding
techniques. Hiroéhl Yasuda EBS] suggestéd the use of one
diﬁensloﬁal Differential Pulase Coded Modulation(DPCM} for
coding.qll the Frame-to-frame differences of mbvihg area
pixels in a run, The prediction errors, i.e. the difference
in FOIF between adjocent pixels, are then coded with variable
wordiength éoding._ The three stages of coding are shown In

the figure below,

Conditional -DPCM ¢ Variable |
replenishment 5 coding E Vordlength ‘ >
coding : S ' | ~coding

Figure 1.2. Coding stages

Displacement compensated coding utilises thé-knouledge of the

* displacement between successive frames, to reduce the

_bit-rate of the system. It replaces the second pﬁcse. DPCHM
coding, of the coding process shown above. Its principle can
be illustrated in the figure below.’ '

I(x-Dx,y-Dy,t-1)
' — (Dx ., 0y)

CICx.y.t) s
SRty

Figure 1.3. Dlspiﬁcemen& Compensoted coding prlhcipie




Chopter 1 - ' 6

where 'x' and 'y cré'hheAhqrizontdl “and vertical spatial
coordinates respectively. and 'Dx’ ond 'Oy’ are the
horizontal and vertical displacement vector. The luminance

difference between the present .plxel' at spatial Iocatloh
(x,y) and the estimoted position in the previous frome

(x~Dx.,y~Dy), Is known as Displace Frame Difference(DFD). The

OFD is then coded with a variable wordlength coder.
Displacement est Imat fon ‘algorithms can be broadly
divided into two main groups: pixel racursive

algorithms [68] and block matching algorithms [73].

The pixel recursive algorithms use the pixel luminance
differences in ﬁhe Elme and spatial domain to estimate Ehe
displacemant on a pixel by pixel baslis. Neﬁrovali £62] uses

the steepest ‘descéné algorithm to Find the displacement
vactor, This'élgorithm gives a 20% reduction in bit-rate
when .compafed with the Frome-to-Frome DlFFerence Conditional
Replenishment system proposed by Candy [17]. D.R. leker 
£771] prdposed a more efficient algorlthm' to find ‘the>

displocement vector which uses Newton”s method.

The blockiﬁntchlng d!gorithms first segmeﬁt the Image Into
f ixed ﬁectcngulcr- blocks.  The best match block in the
previous Fframe is jocated For each of the blocks In the
present frame that have changed significantly. The vector
representing the spaticl displacement of the best motch block"

relative to its éhcnged block is regarded as the displacement

vector of the changed block. The computational overhead In
testing every possible displocement location is extremely
high. Search techniques have thus been used to reduce the

number of tests required to Jlocate the best match block.
Jain [#1] suggested the use of the 2-dimensional logarithmic
search. technique. This'reduceé the cqﬁputctlondl overhead by
a factor of 5. fRani '.SrlnIv6sqn £73] reduced the’
cbmputqbionql overhead even further bg.using the.Unlvariabe

search technique,.
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A new block matching algorithm, Basic Simplex. was developed.
It Is based on the simplex search technique. It gives a 50%
reduction in computation overhead when compared with the more

wel|l known 2-dimensional Iogarlthmlc search

1.3. Organisation of the thesis

Chapter 1 gives a brief review .of Interframe predictive

coding algoﬁlthms.

Chapter 2 gives  an. lntroductlonr'to the Conditionol
Rep]enlshmgnt " Coder. -In"  this chaopter, multimode

ceding sbrctegles'cre also diﬁcussed;_

Chaptar 3 1s ollocated_ to the -discﬁéslon of displacement
estimation. olgorlthms., pixel recursive and block matching

algbrlthms.

Chubter 4 discusses 'the design of the Loughborough
University of Technologg(LUT) framestore. This chapter also
provldés information on how to use the system and includes

brief discussions of the clrcults{

Chcptgr 5 describes the general protocols used .on  the

Universe network. The aim of this. chapter is to provide

bockground know!edge of the protocols used on the network.

The ring performance, In terms of data throqghput and flow

control, is aiso discussed.

Chapter 6 describes the operation of the LUT image station
over the Cambridge ring. This includes the description of
the coding'_aigorithms. control strategy, ond the protocol

used,

Thea thes]s concludes .QI€h Chapter 77.,whlch reviews the

achievements os well as proposing new areas of work.




 CHAPTER TwO

CONDITIONAL REPLENISHMENT -
| CODER | -

2.1. INTRODUCTION

In most video-conference scenes. the amount of movement is
fairty small. Thus, only o small number of pixels would have
changed'slgnlflcantlg f843. An é?ﬁlclent _Fbrm of  coding.
condltlonal'raplénlihmenﬁ coding, exploits this characteris-
-tic bg' onlg -tronemitting those pi#éls that have chonged
signlflc&ntlg. fIt_ls uQuailg uéé&_{h ébmbjnutioh with ofheb '
coding technlqﬁes; 0.9. ,predlqtivé " coding ond variable -
'Qord!ongth coding. B ' ' : . | -
Flgure 2.1 shows a ‘block diagram of _a ocondltional
replenishment coder whléh' usea ~conditional ‘replenishment
coding .In combination with motion compensdted predictive
6oding: and yarlabli, wordlgngth coding. For each changed
pixal, I¢x.y.t), the disptacement Kpredlctor redds;thi'plxel
" luminanca . in the reFebéhco memory, _I(k—Dk.g-Dg.t-T)."
where x ond y represent the spoﬁlal'coordlnate and Ox and Dy
- are. - their - respective dlsplooemeht eﬁtlmates. The
differential . value,  I(x.y.t)-I(x-Dx.y-Dy.t-t), Is then
-Qoéded :wlth a varlable wordlength coder. The'ouﬁpuﬁvof'the.
varlabl.'ﬁordiength coder ond Athe'addresslng'lnformotlon ara
then fed into a buffer 'to_ﬂawalt trcn§missl6h; while the new

pixel value is stored ln_tha_reférencé memory.

2.2, Simulation system

The laser 1dl§c- plagef. Plonaér LD-1108., is used as the
image  source when studing j‘intarfraﬁo."dodlhg.r e.g.
_ condltiohaﬁ,‘rep]énjshmant' céding;' Figure ‘2.2 shows tha

L glmulatlon '§ys£ém 'Qetup.  The'}aserldlsc prodqcés'composite‘
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Phase Alternatlng[Lines(PAL) output, 25 frames per_secohd.
which .is decoded and transformed into the - iuminance and
chrominance signals. Its remote contro! input Is Interfaced
to. tha BBC microcomputar 1MHz. bus: encbling the BBC
nicrocomputer to step through the image saquence one frama
at a time. The imoges from the laser disc player are then
cdpturcd ond atored in o colour fromestore, consasisting -df 3
British Telecom R16.4.2. fromestores. Thae colour framestore
allocates 6 bits to luminanca(l) ond & bits to each
chrominance(U,V). The data bus of the framestore is also
lntorfaced to the. BBC microcomputer 1 MHz. bus. Circuit
details of the interface boord and control commands for the

laser disc are found in oppendix B.

3
-

The BBC microcomputer is also used for trénsferrlng digitised
video  data between thae framestore aond the PRIME 750

- minlcomputer, 1located at the University Computer Centre.

Two sets of imoga sequanceas:

(a) Al- Head and shoulder with detaited background., ten
fromes o

(b)Y A2 - Hoalf body image, four fromes

were used in the iInterframe coding experiments. The
digitised images were stored on tha PRIME 750 computer and on
BBC . microcomputer floppy disc. Most of the simulation
soFtHdrg was written on the PRIME because of the limited
‘computlng power. of the BBC microcomputer.

‘_2.3., Segmenter

The task-of the segmenter is to divide thé picture Ihtq those
‘areas which have changed significantiy, known as moving
areas, cnd ' thosé. which haove not cﬁanged significantly,
known as  non-moving areas. CHange§ in luminance - due to
noise in the input signal  should be suppressed to

avoid unnecaessary data transmission. Segmentlng techniques
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can.be classifiaed {ntd pixel and block segmenters. The:
plxél _segmentars classify Individual pixals as either
moving area or non-moving area pixels, vwhile block

segmenters classify blocks, n by m pixels, as either moving

area or non—moving area blocks.

2.3.1. Pixel segmenters

Two pixel segmentera were investigated:—

(a) Individual frame differenca(FDIF)
The simplest method of segmenting the picture into moving and

non—moving areas is to use the . iIndividual pixel

ﬁrame—to-Frdme difference(FDIF), i.e.
FOIF(Oaayd)= I(x,y.t)-I(x,y,t-1)

where *‘Tlx,y.t)® repﬁesents the luminonce at spatial
coordinate (x,y) and T represents the Fframe Iintervai. A
pixel Iis classified as belonging to a moving area if its FDIF
is above the specified threshoid. The performance of this
technique Is critically dependent on the satting of the
threshold value. Too high a value will cause the system
to ignore. actual chonges resultfng In a "dirty window®
effect, while too fow a value will result In
transmission of pixel changes due to noise. Figuhe 2.3 shows

the FDIF magnitude distribution of the Firat two images of

the image sequence Al. As Indicated In the figure there is a

sharp drop in the FOIF distribution curve at FDIF=4. Thus,
two FDIF thresholids were investigated., & and 5. Filgure
Z.Q(b) shows the moving area plixet, represented oas white
plxela. between the firat two lmages of sequence Al with FDIF
threshold values of #'ond 5. Vith o thréshold of 4 there are
atill d tot oF'plxels updated. not due to the movement of the
subject. A threshold of § éeems to have suppressed most FOIF

changes due to noise.
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| Fr_qm‘e—to—-frame.differehc:es distribution
0.354
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‘ -Figure‘ 2;._ 3_:: ‘Frome—to-frame difference distribution
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FRAME @ o FRAME 1

(o> Original iImoges

e b — - —— e e

FOIF threshold = & FDIF thresheocld = 5

-

(BQ Individual FDIF segmenter

FDIF threshoid = 3

(c) Cluster'sagmehtar

Figure 2.4 : Pixel segmenter
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(b) Cluster segmenter

. The cluster segmenter uses the knowledge that most pixal FDIF
‘changes due to movement occur “In clusters [29], to classify
the pixels aa either moving orea or non-moving orea pixel.
To do this, an additlonal ocondition is set - on top of the
requirement  that the pixel must haove FDIF greater than
the threshold - for segmenting the plxéls which requires that
at least one out of the two ad jocent pixels along a scanline
is above thg threshold. -

Figure 2.4(c) shows tha moving orec‘plxels. represented by

whita pixels, of the first two images of sequence Al using o

cluster segmenter with threshold of 3 and 4. " As noted most

" of the moving area ﬁlxels are located around the edges'oF the
apeakers head and shoulders. This is o much more efficient
way of segméntlng the image thaon the Iindividual frame

difference saegmenter.

2.3.2. Block segmenters

A block segmenter first divides the entire. imoge into fixed
‘blocks' and eoch block is .then individually tested oand
classified aither os a moving 6rea or non—moving area
block. Two factors infuence the efficiency of the segmenter:

‘block size and the segmenter change cflterlcﬂ

Too large a block wiil produce -a 'dirty windbw'_eFFect on the
image. Too small a block reduces the number of bits
saved from the addressing overhead. An 8 by 8 pixel block

" has been found to be the best compromise.
Three threshold detection criteria were Investigated :
- (a) Moximum plxei FDIF in the blgck

- (b) Average FDIF magnitude of the block
(¢) the combination of both the moaximum and FDIF of the block
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Figurer 2.5 shows'the percentage of lmbge updated when the

maximum pixel FDIF criteria threshold is voried from @ to 8

for frame @ ond frame 1 of Imoge sequence Al. The f igure
shows a sﬁorp drop In the percentage of frame updated when
the threshold chaonges from 4 to 5. This could meon that
most of the changes due to nolse are suppressed ond only
changes due to the movement of the subject are updated,
Figure 2.6(b) shows the areas of change with a maximum FOIF
threshold value of 5.

Figure 2.7 shows the relotionship between the percentage of
frames updated ond the threshold set for the average FOIF
magh itude of the block. There is a sharp . drop In the
number of blocks updated when the average block threshold is
raised from 1 to 2. Fligure 2.6(c) shows the moving areas of

the images using average block threshotlds of 2 and 3.

Avell @ 1 2 3 4 =) 6 rd 8 9 &
Max. ) above
0 1 @ ] Qa 2 2 ] @ @ @

1 @ o o a %) e %) ) o %]
2 11 2 @ @ %] o o o L4 (%)
3 82 1129 ] ) Q Q 2 | @ 2 Q2
4 42 | 226 %] %) %] Q ] %] %] a
5 5 | 128 4 o @ - o e |- 0 Q@ o
6 48 16 1 %) %] '@ Q %] o %}
7 Q 25 25 1 @ @ %] Q o %]
8 @ e | 11 7 3 %) @ @ o @
9 & L] 11 56 39 26 17 6 5 9 24
above

Table 2.1 : Block Average ond Maximum FOIF
distribution. Frame @ and 1 of

image sequence Al.

The third threshold criterion bas been previously used by
Kazuyuk i Matsui [57]. Table 2.1 shows the number of

blocks which satisfy both criteria. It is noted that only a
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FRAME @ : FRAME 1

(a) Original Images

(b) Max! mum FDIF_bIock segmenter

thrashold = §

Threshold = 2 ’ Threshold = 3

(c¢) Average FDIF block segmenter

'Figure 2.6 : Block éegmenter‘
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. Figure 2.7 : Percentage of frome updated Vs

Average FDIF of a block.
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smal | pqréentagp' of blocks would have maximum FDIF, of
greater than 6, Qhen‘ the average FDIF of tﬁa block is lass,
then 3. S - '

2.4. Data addrassing

Due to the fact that qlth Condlﬁlonpl replenishment

coding. onily moving oareas pixel dato are tronsm!tted.'datd

addressing is  required to inform the recelver station
. as to the location of the pixel! on the screen. Two commonly
used addraessing techniques in conditional replenishmant

coders are:

a) Cluster addressing [17]
b) Runiength addressing [62]

In cluster addressing the moving area pixals along a sconline
are transmitted as clusters starting with ,tha x and y
addressaes, fol lowed by the praedictive errors of each

pixal in the cluster in the format shown below.

<Xadd><Yadd><Pred. error>. . <Prel. error><stop
code><{Xadd><Yadd>. ..

Figure 2.8: Cluster addreasing format

The stoﬁ éode is riecessary to indicate " the end of the
clustér.- Additional bit saving can be achieved - by
tronsmitting a speclal code to Indicate the beginning of a
acanl ine. Thus, each cluster would be tronsmitted with its

x coordinate only. " Another method of reducing the bit rate’

is to coalesce cluster runs, iIin the same scan |ine
. o S .

which are. separated by less than 'K' pixels. into a single

cluster. - This technique Is knohn‘as ‘bridging’'. Thea value

of 'K' can be obtained by difldlng the number of bits in the

stop 6Qde'bg the average word length.
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Exporimenﬁt.bg Haskel |l [31] have shown that the positions of
clusters are correlated along a scanline and betwean the
lines.  Thus, rather thon ﬁddresslng a cluster with respect
to the beglnﬁlng of a sconline it could be addresséd with
respect to a cohﬁespoﬁdlng cluster in the previous line,
gives . additional saving In blﬁ rote. This Form of  addressing

is known as DiFFerehtiol'addressing.

Runiength addressing is Qerg simllar to the cluster
addressing. The main difference Is that vhile the
previous method tronsmits only moving area pixeis the

runlength addressing methods transmits the entire plchre as
a one dimensional run. The format of the transmission Is as

shown'below.

<runtgpe><runIethh)(dqto.dato....) moving area run

<runtype><runiength> . non-moving area run
- Figurae 2.9: Runlength addressing format

At the start of each run ohe'the type ond data length fields.
The type fleld deanes'the dato tgpé. either moving area or
non—-moving aorea, of tha run. The length of the run is
specified in the data length field. If the oreo is o moving
area, the _prediction error is stored In the data field. No

data field exists if the data type is for non—-moving areas.

" 2.5. Motion compansated predictor-,

It has long been raecognised that using the pixel in the same
spatial position in the previous frame, I(x,y.t—t), to
praedict the moving objJect pixel, I(x.g.t). is not o;good
" predictor whan the obJect has moved. The best prediction of
the pixal would be EheAplxel on the same pbéltlon of the
moving object in the previcus frame, i.a. if Dx and Dy are

the displacement estimate of I(x,y,t) then its predicted;

" value would be I(x-DOx.y-Dy.t-7v). Interpolation techniques
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are used when the displacement estimote is non—integer.
This form of .¢coding ts known-  as mot fon compenaated
- pradictive coding. Prabhu [67] Fopnd that It was sufficlient
to use only luminance signal to find the displacement Iin
colour 1mugas. The same'dlsplooement is then usad fFor coding

the chrominance signal.

| o _ o B
—»——{(—)—| QUANTIZER —T '———(&y—— QUANTIZER |—>-
‘ ‘ — 3y 4 > - ‘49
‘\_ A } \j
VARIABLE| | | VARIABLE
, DELAY | : ‘ . DELAY
I\
.| DISPLACEMENT | y DISPLACEMENT |
ESTIMATOR - ESTIMATOR
(a) ’ _ S (b)

- ‘Figure 2.10: Conflgufatlon of displacment -
éompensatqd coder [37]. (a) forward action
(b)) backward oction

Figure 2.19 shows the block diagrams of the two types of
_dlsplccmént compensaoted predictor: forward action predictor
ond backward action predldtor. As shown in the Figure, the
predicﬁor is o voriable delay dé£ehmlngd by the displacement
~estimator. Thus. the displaéemenb estimator (which will  be
discussed In detail in chdpter J3) liea ot the heart of the
predicﬁor. In the case of the Forﬁord action predictor, the
displacement estlmate vector is.trunsﬁltted together‘ulth_the

pradiotion error.

' 2.6. Voriable word(engtﬁ codlng

The flrst order statistical redundoncy of the predictive

error data can be exploited by coding it with a varicble -

wordlength(VVL) - coder(22]. The principle of the VWL is
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slmple; It assigns shorter wordlengths to‘more probable
output levels and fohger vordiengths to less probable output

favels.

There are two well known variable wordiength coders, the
_Shunhon-Funo 2731 code ond Huffman [33] code. For both
methods, the first step ;I§ to calculate the imoge histogrom
from which the probability of occurrance of each possible
output leval s determined. Next, o binory trea iIs
constructed with the output levels and thelr associated
probabilities as leaves. The two brandhes from each
node are ofbitbcrilg lobelled @ and 1. and the code word for
each output level is formed by concctenatlhg these
labels from the root to the cpprdprlate jeaf as shown Iﬁ
figure 2.11. ' ' |

The entropy of the data, represents the lower limits In terms
of bits required to encode it. The entropy of the data is

daf ined as

=N
E=- % P(i)log (PCi)
- =0 .

whare P(1) is the probability of value 'I' occuring. Given a
variable word length code table the average word length is

given by

N .
L= L PCI).b(H)
=0

where b(l) Is the number of bits assigned to output -Ievef
.i.. : -

2.7. Multimode coders(24]

Conditional raplenishment coders produce a Fluctuating bit

'.rate. depending on the number of changed pixels between the
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| GREYVALUES  PROBABILITY IR . CODEWORD
Y
5
| 3 | 10
P 9;15&. % 110
2 0.05__0 - 11100
1 e.eu:::;:::’\\. 11101
7 0.03—_o 11110
) e.éa::::;:::’ 11111
@
GREYVALUES  PROBABILITY .,  coDEw6Ro
4 - e.26 10
5 0.2 20
3 " 0.20” NG o1
6 0.15— - . 110
2 ; 0.e5. 0 0 11100
1 ‘ 0.04— 1 /1 - 111ai
' " 9.15
7 11110
) 11111

. : (b) .
Figure 2.13: Varioble wordlength coding.  (a) Shannon—-Fano
- coding (b) Humean coding -




Chopter 2 o ' 25

two frames. A buffer.is thus required_to‘smooth the flow of
information If the dota Is transmitted over a Plkad;ruté
channel. The size of the buffer Is |imited by the perceptual
ef fact of delay., o maximum of @.3 seconds [29]. 0Due ﬁo the
limited buffer slze; data may overflow in the buffer during
periodas of high ‘qctly(tg between fromes. To 'avoid data
overflow, It is  neéessarg to adapt the coder moda of
oﬁerotlon wltH the amount of motion, providing for a gradual
and graceful degradation of quality as the amount of activity

" increases.

The criteria most Freduentlg used for switching between thé
coding modes is the buffer memorg"occupuncg. Usually a

hgétereé}s iz Bul!t_into‘the switching proceas to prevent the

coder from oscillating between modes. Filgure 2.12 CSBj shows
an exomple of using the buffer occupancy for . switching

between the different coding modés,

EMPTY | . FuLL
' 18K = 20K 30K 40K 50K 60K
) , . , , , L
zgop | 'fx\\\g?nRT . RE#E;:}
SUBSAMPLING  SUBSAMPLING . A FRAME
FORCE o
UPDATING

Figure 2.12: Coding mode controlled by buffer occupency

The different coding modes can be divided Into three
categories occofdlng to the buffer occuponcy: underf low

(force updating). normal and overflow mode (subsampling and

repeat a frame). The main mode of operation, normal. mode, is
designed for _"tgpicdl“ image statistics. It gives full
available resolution and best  picture QUalitg. " The

 ‘underf low mode’ . is required to ensure that the buffer

-
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does not ampty bg‘transhlttlng a few lines of Image data.
when the buffer occupancy falls below a set valua. The
, Qub-ampllng:moda and the repeat Framg' mode ore referred to
as ‘overfiow modeé'. ond have be@n invokad succesélvelg in
porlods‘of'lncreaséd_ picture activity as shown n Plgure
2.13. A few |inesa of lmogé dato uEe'uncondltlonalig undated

during each frame period to prevent propagat ion of channel

arrors.
- 2. 5K 20K - 65K
I T I
- FORCE \  NORMAL ', SUBSAMPLING  / FRAME \
\ UPDATING % nooe/// \  MODE . REPEAT
.\\"-———-‘ //L-___._-/x-..__.—’"v-_._. __,"7 . \‘\' - ‘_/
- 18K 26K

Figure 2.13 : Coding state diagrom

An additional faoctor which needs to be considered when

itrcnsmlttlng "data over a local area network Is network
“traffic. This Is because the transmission channal bit
rate vuries‘occorqlng to the amount of traffic on the

network. The .criterio used for switching from one coding

. mode ‘to‘.-onothér . by the Imoge station develoﬁﬁd at
Loughborough University Is' bésed on two parameters: Fframe
update rate and percentage of change between two successive
fromes. The latter parameter provides information about the
image actlvltg.- The network traffic can be measured by
dividing the amount of Image data transferred by the frame
update t]mé.

Uniike fixed bit rate chonnels, where each line is aliocated
to a specific user. the bandwidth of the LAN is shared by all
the systems on the network. Thua. the bandwidth which one
Ltrcnsmltter_doés not use q{ll be used by other sg;tems on the

" natwork, This - means that It is not necessary to have on

‘underflow’ coding mode.
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Data congestion on the bridge, the system 1inking two LAN's,
aay orl#e when_tranémlttlng imoges over a wvide oarea network,
This..l- dua to the fact that the network traffic on each
alte Is Independent of each othar. - If the receiver
 sba£lon network has a much hlghér;tbof?lc load than the
transmitter . station - network, data is Jloaded into the

bnldge. by the _hransmltber; faster thon they are belng read

out. by the receiver, from the bridge. This will caouse the
bridge to become congested ‘aFteh Q . period ' of high
ac£ivltg which will evantually lead to the dlséardlng of data
bg the bridge. The receiver staotion can detect that the dato
transfer is |imitad by checking the fraome update rata. If
the fraome update rate, ot the receiver. isv higher thon
specified it uoqld indicate that the data transfer is

limited by either the transmitter LAN or receiver 'LAN.
Thus, the receiver station should be used to control the
coding mode of the transmitter station when image data is

transferred over a wide area network.

2.8. Discussion

Conditionat Replenishment coding is an efficient form of
interframe coding. " The omount of saving in bit-rate
. depends on the: number - of chonged.plkels between successive
frames, which, Iin normal situations, is about 5% of tha total
image when using Individual FDIF pixel segmentlng; Ohe choE
problem with conditional replenishment ,coaing‘ is  the high
fluctuation in bit rnte.. To overcome this ﬁroblem tha dato
naeds to be buffered and multimoda coding is used to ensure
that the buf fer  does not overflow. The parameter used for
switching between the coding modes in most existing systems
is buffer. occupancy. A better criterion which was proposed
 for coding control when transmitting iImage data over o

network is based on the computer netwofkl traffic ond the
horcentage of frame updated. It was also Péopqsed .that the:

. coding mode should be controlied by the recelver station. .
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3.1. -lnﬁfodu&tlon

One method of reducing the -Blt-nate of Cond[tlonal
replenishmeﬁt coders, described in the previous chdpter. s
by displacement compensation. . The displacement coding
tachnique estimates the .trunslction.of moving objects in the .

picture ond uses It tor code the movjhg area plxels._ An
' assential port. of this coding technique is the displacement
éstlmatlon-c!gorlyhm. Dlspfdcemenﬁ‘estlmctldn algorithmsa cah
'be-‘broadlg classified' into twor ma]n'grpups C73]: plXe}
- recursive algorithms ond Blo&k matching algorithma. Pixel
recursiva algorfthms_estlmote hixél displacement on a pixal
by pixel basais. Block matching algér}thms féstlmate the
dl#pldcement of a block of pixels are at a time and assume
that the motion Is uniform within the biock. |

3.2. Pixel recursive algorithms

. This group of algqﬁlthms  uses the optimisation methods
derived . from .the 9*ponsion of the Taylor series. The
~displacement  estimate in the horizontal and vertical
directions are . represented .bg Ox and Dy respeétlvelg;' A

- displaced frome leFerence(DFD) Is defined as

OFD(x,y.0x,Dy) = T(x,y.t)-I(x~Dx,y~Dy,t-r) ....<3.1>
If-there is ‘no_ qrbor in the displacamant eqtlmdte. I.é. tha
‘est imated displacement - ' Is  equlvalent to the actual

dlsplacement of the pixel, the ‘DFD 'should be zero, since

;' _idealIg “the pixel ‘values are identical - To ensure that

the function is posltive deFInite the _#quare of - the
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OFD(x.g.Dx.Du) TS minimised by - the algorithms. "Thé
pixel recursive algorithms calculate the new displacement
est Imate using the previously esatimated displacement value

as shown in the equation below: "

DI = pi=1 - (correction fugtob) Cee..<3.2>
where D! ond DI™1 reprasenﬁ the present dléplaéement
estlmate; and the previous displacement estimate. The

difference between different pixal recursive algorithms is
: used_to obtain the ‘'correction factor'.

For a Conditional replenishment coder :whlch uses the pixet

‘racursgive 'algorlthm all the pixels Iina frame are Ffirst

" olassifiled Into- moving and non—moving area pixels. The

pixels are classified wusing the cluster segmenter with d

frome-to-frame differenca magnitude (FDIF) threshold of 4.

Tha displacement estlmoﬁion célculatlon Is -then-dahrled_out

on the moving area pixels progressing clang the scan
direction 'and is disabled in the non-moving areas of the
picture. Accbrdlng to the result of the prediction error,
DFD, the movihg area plx&ls - are Furthef dlv]déd into two
_ groups: |

i) compensatable, whera the displacement estimation has
adequatly compensated Ffor the motion. No update inFormgtlon
need be sent. |

Cii) non—compensatabfe pixels which require transmlsslon of

phedfobiva arror, l.a. DOFD value.

Figure 3.1 shows a flowchart of the way the pixels in a frame

are classif led.
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- CALCULATE FDIF(X,Y)

CALCULATE DFD(X.Y) |

CALCLY ATE D¢

_ IS
DFD(X.,Y) >=4

IS
FOIF >=4 YFS
/ l
NO '
NO

30

CODE DED(X.,Y)

—

Figure 3.1 : Pixel recursive segmenter
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The fntanaiﬁg gradient in the x and y oxes, EDIF and LOIF

rﬁspectlvelg. are opproximated as Follous-(refer-tb f igure
.3.2): ' |

EDIF = ( D - F )/2 : e 43D
LDIF = ( B = H /2~ o

P I(x~Dx,y-Dy,.t—-1)

Figure 3.2 : Intensity gradient calculation

For non—integer displacements, the luminance of the pixel Iin
the previous frame [s obtained by tinear interpolation.

Refer to figure 3.3 for the discussion on .lnterpolation

below.
Io Ib
I(x~Dx,y-Dy.,.t-1) - f =¥- ---- Dry
. . Ig ' I‘d
Drx
Figure 3.3 : Interpolotion -
'Tha_Iocatlon of the pixal in the praevious. frame .is first

rounded to the neorest Iﬁteger. ‘This glves-the'locctlon‘oF
the neorest neighbor pixael, Id. By testing the sign of the
. : »

rounding errors the locations of two othergqmiﬂmomﬂng;pixels




Chapter 3

are locoqu.; The following formula Is then used for

intaerpotat ion:
I =1Id+ Drx(Ic - Id) + Dry(Ib - Id) .. .<3.4>
where I represents the luminance and Drx and Dry are th;

Eounding errors in the x and y directions respectiveiy. The

.resolution of the interpolation is limited to 1/8 pel/field.

3.2.1. Steepest Descent mathod

The first pixel recursive algorithm was suggested by
Netrcvoli.ESEJ. This algorithm uses the _steepesﬁ descent
‘method [B82] to find the minimum value of the square of the
DFD. It uses the first order differential to locate the

dlrectidn of steepest déscent. The algorithm Is as shown
below. |
0 = p!-1 - ¢/2.V COFD(X.DI"1)32

D'-1 - ¢.DFDCX.D'~1).V DFD(X,Di—1)

...... <3.5>

‘where _D' ond\D"l,are- the displocement estimates of the
present and previous pixels respectivelty. '
'V (OFD(X.DI-1)) = ¥ I(X - D!=) t-1) ....<3.6>

Thisa nges

D} = 0!~1- ¢.DFD(X,D'"1). 9 I(X-D'~1 ¢-1) _
’ ' : ce.-%3.7>

£ is a positive scalar cbnstant and v o is the
spatial gradient of the image intensity. Looking ot the

second componeqt on the right hand side of the aquation
above, the vector which Is uddéd to the old displacement

est imate is parallel to the direction of the spatial gradient

of the imoge Intensity and its mcgnléﬁde is prbport]onal to




Chqpter 3 33

the DFD. The setting oF‘c is very lmporiunt ag o small
‘value of £ will result in slow éonvergance of the the
algorithm while too lorge a value will  result in a nolsy

est imator.

A slmpllffed form of equation <3.6>I ls suggested to reduce
tﬁe computational overhead. The hew algorithm is given by
' the equat ion below:
DI = pi=1-¢ aign(OFDCX.DI"1)), :
aign(V I(X-D!~1 ¢-t)) ....<3.8>
where ‘ ' a '
sign(x) = 0, if x=0

= xf]xL. othgruisa

3.2.2. Newton's method

D.R. Valker [77] suggested using the Newton method [82] to
find the displocement estimata of the pixel. This method uses
the second ordar differential to Increase the rate of

.convergence., The method is as shown below:

 DV=D!-1 - 2. 9DFD(x.y.D'"1)2 |, ... .<3.9>
v2DFD(x.y.D!—1)2 '

The numerator of the second component in bhe'right hand side.
of the equation iIs the same as the second component in the
steepest descent 'mathod aobove. The denominator of the.

equation can be éQolucted as Followé.

VLV(DFO(X,D'~1)2)3
V{2.DFD(X.D'=1) vIi(x-0i-1,¢-1)73
2.CVOFO(X.D!~1) vi(x-Di~1,¢-1)

+ DFD(X.D1-1), v2pFD(X,01"1)7]
2. C(VOFD(X,D'~1))2+92pFD(X.DI1)]

V2roFD(X.0171)32
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Replacing V2[OFD(X.0'"1)3 ~ ond  VLDFD(X,DI71)3 In.
in egquatlion <3.9>, ' . .

D! =p'-1 - rDFDCX,D'"1). v21(x-D'~1)]
CCVICX-D'"1 t—r)2+(DFDC(X.D'~1).V2DFD(X.D'"1)]

A simplified form of this equation has been proposed by D.R.
Valker [771. It assumes that V20FO(X.D/"1) = @, so

that the equation above becomes

D! = pi~1 - [OFDCX,DV~1).  v2OFD(X.D!1~1)] ...<3.12>
{VI(X-D'~1,t-v)>]2

3.3. Block matching dlgorlthmﬁ

" Another method of estlmatlng the displacemenb of pixels is to-
use matchlhg techniques which try to find the best matched
block of pixels in the previous frame for ﬁhe block of pixels
in the hresent frame. Initiolly the present frame is dividad
into o fixed grid of blocks of N by M pixels. Eoch block of
pixals is then compared with blocks of plxeis within a search

area (S) of tﬁe previous frame to Iocofe the best match as

shown in Pfgura 3.4 'p’ represents the maximum displacement
N+29
e | Present frome
e

N [ . pixels

—

M+2p M E
oo : Search area in thae

&

|‘ _ previous fraome
i .

¥

Figure 3.4 : Geometry for manipulation of M x N)

in the present fraome.
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permissibla. The best match is ‘based on some speclfle&
criteria such as minimum mean square éfrbr(MSE); or minimum

maan absolute error(MAE) as def ined below:

(a) Mean Squ&re error (MSE)

M(Dx.Dy) = L I (I(x.y.t)®I{x-Dx,y-Dy.t—T)I2/(N=M)
. : n=1 m=1 : :

..... <3.13>
(b) Mean Absolute error (MAE)
. . =N =M _
M(Dx.,Dy) = L ) (I(x,y,b)®I(x-0Dx.y-Dy,t-?)) /(N=M)
n=1 m=1 . ‘

...... <3. 14>

‘where Ox ond Dy represent the horizontal ond vertical
digplacement of the block in fhe present frame from its
spatial location (x,y) and T is the time interval between E
two sﬁcceﬁslve frames. When .estimatlng the dlspl&cement

vector using. block disptacement estlhabion ‘algorithms we

qssdme that all the pixels within the biock have a uniform
motlon" and that the motion i= translational or can be
approximoted by ptecewise translaﬁlon. ane the
‘dlsplacemént vactor has been -determlned. all the pixals In

the block in the present frome are ﬁredlcted from their
corresponding pixels in the best matching block in the
prevlous'Frcme and their prediction error traonsmitted to the

receiver station,

The computational . overheod of estimating the displacement
vector by ‘brute ?6rce‘.rl.e. evaluating the respoase of atil
the possibie locotions, Is extrememiy high, e.g. iF'p= L o
total of 81 pdlnts . are evaluated per block. Search
algorithme (23,80,82.189] ore used to reduce the ‘average
number of points évdluated per block which will rasult in

reduced computation overhead.

In searching for the best matched block one has to daclde
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either to search }ntensiveig around the present area or to
cont inue axploring so as to pbovide; useful information for
locating the minima. Thus, throughout the search we must be
"continually deciding elther to carry odt an intensive search,:
in wvhich caose one assumes that 1t is In the vicinity of the

minima or to  explore further.

Another factor that helps to reduce the average number of
points evaluated: .per block is the high degree.of continuity
in motion from frame to frame [79]. Thus, by positioning the
inittal search in the vicinity of the displacement vector of
its adjacent block we can reduce the average number of points

evaluated per block even further.

The following conventions are adopted Ffor the dliscussion

below:

(a) the displocement vector iIs known as Dlrecﬁlon of minimum
Distortion(DMD) '

(b) the matching function, e.g. MSE.MAE, Iis known as
distortion function
(c) the result of the matching function M(i,]J) is

known as the response value of the displacement (i, j)

3.3.2.1. 2D-Logarithmic search

The 20-logarithmic search technique {41] is an extension of
the one dimensional logarithmic search. The active search
area, i.e. the area In vhich future tests or evaluatlions are
to be corried out, is successively reduced ofter each search
step. Fach satep consists of evaluating the response value
of five locations which contain the ceétre of the area, and
. points between the éentre and the four boundaries of the araa
along the axes passing through the centre. This Is on
exploratory search step and will continue until the centre
of the active seorch area remains unaltered af'ter a search

stap.
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Vheh this haoppens, Ii.e. centre of the active search area
rémalns undltered after a search step, the active search area
Ia raduced to a 3 by 3 displacement window oround the center
of the present actlve'saarch.drea. All nine locations oara
evaluated and the location corresponding to the minimum
distortion s the DMD. The number  of search polints
avaluated per block uslné the ED-Iogurlthmlc search ranges
from 13-19. S |

A flowchort of the 2D-logarithmic search IsVFound in figure

3.5. The following conventions are used in the figure:

namea the location vector (Dx.0y)

Rname the response value o? the locotion specified by.
‘name’ ' ' '
CTR . the centre of the search’

DCHG - . set = TRUE if the centre of seafch has changed

since the last search step,

3]

Flgdre 3.6 : 2D~iogarithmic search.
OMD = (-2.-1) |

Figure 3.6 shows an examplie of the 2D-logarithmic search. The

numbers in the fligure represent the order in which the

points wera evaluated. Initialig five points: (0,0), (2,0),
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DCHG=FALSE
CTR=(0.0}

DCHG=FALSE
CIR=NISP

L__x51sm512401__J

TEMP=CTR+XSIGN

DISP=TEMP
ROISP=RTEMPj} -

L xsieN=(-2.01 | . o - Lonugeinir

RIEMP=-RESPONSE OF [QCATION TEMP

|
DISP=TEMP.
RDISP=RTEMP
NCHE=TRUE

S

TEMP=CTR+YSIGN - -

Figure 3.5 ;

EVALUATE THE RESPONSE
OF ALL 8 ADJACENT :
LOCATION ABOUT CIR

2D-logarithmic search flowchart .
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(-2.0)., (0.2) and (0.-2) were evaluated. Location (-2.0) was

"found to give the least  response value. Thus.'thernext_'
seorch centre will be (-2,0). Locations (-4,0), (-2.,2) ond

(-2.-2) were then evaluated. In this case location (-2,0)
stlil had  the least ‘response value.  This causes the
aligorithm tb resdrt to an lnténsivé seorch about (-2,0),
where all the adjacent locations are evaluated. The DMD is
then set to (-2.-1) which has the leasat responsé_value of the

intensive search step.
3.3.2.2. Univariate search

The univaricte search algorithm [73] Is one of the simplest
search algorithms. The basic principal of the univariate
search is as follows: each ‘variable s minimised in turn,
by adjusting each variablie by a smullhpredeFlned step until
its minima is located. The minima of each varicbie Is
defined as the polnt lying between two ;other polints with
higher response .valueé. 'The search lls.termlncted if the
 minima of the two variables, Ox and Dy, are situated at the

- some location.

A flowchart of  the univariate search Is shown on figure

-3.7. The Foilowlng convent ions are used In the filgure:

name - the location vgcéor (Dx,Dy), e.g. CTR, NEG, POS

Rnome the response value of the location specifled by
'name ’

- DCHA -+ set = TRUE only during the first search along the
B . Dx variabie :

x is o scalor multiply

The univaoriote search requires between_ 5-23 displacement

points to be evaluated for 'p' .= 4., As would be expected,

the least number of search points, 5, occurs when the

 minIm0 lies at locat ion (@,2) as shown in figure 3.8(a).

The search becomes'qulté_ihé??iclent when the minima lies at
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| 0TS FLOWCHART

DIR=(1,0)

CTR=(0.0)

DCHG=TRUE
RESPONSE OF LOCATION CTR

POS=CTR+DIR
RPOS=RESPONSE OF POS

|

NEG=CTR-DIR
RNEG=RESPONSE OF NEG.

YSE

40

IS

YfS RCTR <=RPOS

AND
RCTR <= RNEE

[SIGN=-1 ISIGN=1
CTR=NEG CTR=P0S
— RCTR-RPN
| : i
TEMP=CTR+ISIGNxDIR
CTR=TEMP TFMP-RFSPONSE OF |pr IE
RCTR=RTEMP

,,—“"—’L‘EE;‘nu‘ :
N IS . YSF

Loig=(1.0t | “-\g15:11;g;,’~” - Lom=(0.1) )

Figure 3.7 : Univariate search f iowchart

DHMD=CTR .

( EXIT )
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a diogondl_ to the axis and the variables are closely
‘related as shown in figure 3.8(b) where the response value is

simulated as an el l ipse,

3.3.2.3. Simplex search

The simplex technique was first suggested by Spendleg.'Hext.

and Himsworth (72] for locating the maxima or minima of a
plane. The simplex R search techniques have the great
advantage of not requiring the response function to be
‘continuous ond they approoch the minima quite quickly. A
simplax consiéts of a pattern with at least n+l vertices, for
an n~dimensional plone, e.g. o simplex for -a two dimensional

plane is a triongle.

The essence of the simplex algorithm 1Is as Foilows. The
response value of each vertex of thea slmplek is avaluoted and
the vertex having the highest response‘value is repiaced by a
new péint with a lower response value. This is done in such o
~way thot ‘'the simplex adapts itself to the local landscaope,
and contracts on to the minimum’ [61]. There are thbge

types of movement to find the new point: reflectioh.

'_ axpanslon.' and reduction. On top of these movements is the

' contraction movement which reduces the size of the simplex in
all dimensions.  Only two types of movement: reflection and
contraction, were used in the simplax techniques discussed

below.

. The vertices of the simpilex are laobelled (V1,VZ2 and  V3)
according to their response values (Rl,- R2 ond R3
respectively) such that R3 >=. R2 >= R1l. During the

raflection movement of wvertex V3, the vertex V3 is reF]acted

about ite reflection centre, rc. The coordinate of the‘

reflection centre of V3 is calculated as Fqlious:-

L eo = (V1 4V2) /2 L.......<3.16>
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while the coordinates of the new point, known as reflected
vertex (Vr), is obtalhed by the equation below:

Vr = V3 + 2 x (rc - V3) ce...<3.16>

Figure 3.9(a) shows on example of the reflection movement.

<
-

-J—<
A Y
N

~
- - -

n.

vl .. -

new simplex

Vr : V3 old simplex

(a) reflection o - (b) contraction

Figure 3.9 : Simplex movements

- The contraction movement reduces the size of the simplex by a

specified Factor.-B. The simplex is contracted about the
Vi vertex, i.e. V1 is maintained wvhile the other two vertices
areae hepldced by new locations. The vertices, other than V1,

of the new simplex ore obtained uslﬁg the equation below:

Vi = VL + (Vi - VI)/8 .....<3.17> -
for | = 2,3

where B is the factor by which the size of the simp!ex is
to be reduced as shown in figure 3.9(b). After o contraootlion
movement the vertices of tha new simélek cre"reofdered
dccording to their respénse lvalues in the mannér descr ibed

previously. - .

Two factors influence the rate of converganée of the si@plex

_search algorithms: size and orientation. of the initial
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simplex and the rules for generating subéequant simplexes.

The rate of advonce from the Iinitial simplex s maximum when

the direction of movement lies in one of the "preferred

directions", l.e.ltha centre of the successive simplexes and
the individual vertices as shown in Figure 3.10. A problem

might occur if the direction of the movement is perpendicular

to one of the . faces of the slmplgx. which'immedlotelg leads

to o moat unfavourcbie situation In which all the responses
except one are equalily hlgh ag shown in figure 3.11. This

phenomanon is known as fsplhalllng'.

:To énspre that thea OMD Iie# in one of the ‘preferrad
directlons' of . the initial simplex, two wvertices of the
initial simplex are ;ijed at dlﬁpiacament location (0,0),
(2,8) while the  third vertex Is set directly balow

whichever of the previous two wvertices has o higher
distortion value, e.g. if location (0.,0) has a higher
response value'than‘locqtlon (2.9) the third vertex will be

positioned at (@,-2). This method of generating the initial
simplex is adopted for all the "simplex tachniques
investigated below. '

A new sihplex -search algorithm, the Basic.simplex search,

hos been developed. ‘Both the Basic simplex  search and
Spendley simplex search will be discussed below.
0 3.3.2.3.1, Bosic simplex search

A new set of rules has been developed for tocating the
minima wusing the simplex search technliqua. Since we are
“trying to move as for awog as .possfble from o high response
area, we wili reflect V3 through its reFIectfoﬁ centre as
given in equation <3.15>. If the Eesponse ‘valua VR - (RR)
!ocated by equation <3.16>, is léés- than the response value
of V2 (R2), then VR will replaca V3, THa'verbICGQ:oP_Ehe new

simplex are bhen.!abelled according to thelr.résponse values
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as described previously and the reFIegtion précess cont inues

with the new simplex. If RR >= R3 the old simplex will be
maintained. It Is then followed by a contraction movement
vhere B8 is equal to 2, thus reducing the simplex vector
size by 2. The contraction movement Is necessary to obtaln a

more precise value of the displacement. If RR >= R2 the
ref lection movement is Iimmediataly followed by the

controction movement on the new simplex.

After the contraction movement, using equation <3.17>, the
vertices of simplex are ' agoln reordered oand chelle&
aécording to their response values. The reflection movement

is- then applied to the contracted simplex until the
reflection of V3 Is unsuccessful., i.e. RR >= R2. Tha search
Is then terminoted aond the DMD is set. equal to the
location V1. After each simplex movement, controcﬁlon'or
rePleétlon. the responsae values of V1' and V3 are compared.

If they are equal to each other the saarch is termlnabed.A
This is to stop the search when a flot responée surfoce has
been éncounhad.' A flowchart of the basic simplex search
algorithm is shown in fFigure 3.12. The following

conventions are used In the Figure:

USIMPX set = TRUE if the simplex Havq beenrcbntracted
befora. A ' | '
name represents the position of the point ‘name’ in

the displocement plane '
Rname represents the responsé of the polﬁt ‘name’
VCHK(A.RA) is a procedure for reordering aond labelling the
" the vertices of the simplex with the new location

‘A’ which have the response 'RA’.

Figure 3.13 sﬁows‘ an ,exomble of the basic simplex search
. tachnique. The numbers in the figure reprasent the order in

wvhich. the locations are evatuated. The vertices of the

initial simplex are (0,0), (2.0) and (0,-2). As shown fin

pthe'Figuhe.-the simplex converges to the mlnlﬁq very quickly.
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Figure 3.12 : Basic simplex search flowchart
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Figure 3.13: Basic simplex search.
DMD = (&4,4)

3.3.2.3.2. Spendliey simplax

:The 'Spend|eg'E23] simplex search algbrlﬁhm is simillar to the

basic simplex search algorithm desdrlbed“.cbove; The
difference Is that It has on additional step; if the
reflection of V3 is unsuccessful, ‘I.e; response value of VR
Is higher than the responsé of V2. vertex V2 Qilf be

ref lected about its own reflection center.rc obtalned by the

equction be]ow:
re = (VL + V32  ......... <3.18>

A flowchart of the Spendley simplex geneﬁatlng procedure is
found in figure 3.1&4. The same convention is used In the

flowchart as in the bosic simplex search algorithm Fiowchcrt.

Figure 3.15 shows an example of the ‘'search technique,
where tha slmpléx is superimposed on the contour map of a

function tgpnglhg:the respbnsé plane, The‘numbers_reprasent'
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tHe ord§ﬁ in which the locations are tssted.- The vertices of
the Initial simplex are (0.0). (2.0) and (0.-2).

. -/-._’—\-‘ \- '
o 0 ’ ( 4 ! \ =
: [ 4

\ \-"\____. "
e | r."---‘l-'_'; Y [ T —"T/‘ —
4.0 2o 00 2.0 a0

. Figure 3.15 : Spendley simplex search
DMOD = (0.0)

3.4. Results

The performance of the different search ﬁlgérlthms discussed
above were compared with each other in terms of predictive
errér.eﬁtropg' and the average number of search points
evaluated per changed block. Tha entropg'glves on indication
of the number of bits required . to tronsmit the video signal
if on optimum Qoricble wordfangth coder is used to code the
predidtfon error. Two image sequences entitled "Al1" ond

“A2" ., showing heod and shoulder plctures with detaiied

bcckground and a holfbody imoge respectively, were chosen for
the study. ' )
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(a) Pixe! recursive algorithms

Table 3.1 showas results of the predlétive error entrobg 'df
the moving area pixels. The pixel recursive algorithms give
approxlmdtaig 4-5% improvement over the frome-to—frame
difference predictive error entrobg.'lﬁs exhﬁoted the Newton
~method gives the besat resul£ cé it can converge to the
displacement .Iocation at d faster rate phan the other two

algorithms,

Algorithm | - - | Predictive error
entropy
Frame—to—Frame 4,152
difference (reference)
Steepest descent _ 4. 987
method '
(equation <3.7>)
Simplified steepest 4,022
dea;enb mathod ' | g
(equation <3.8>)
Newton's method _ 3.968
(equation <3.12>)

Table 3.1 : Pixel recursive algorithms
predictive error entropg for image

eequence Al.

(b) Blobk'mahching afgohithms ' _

Since conditional replenishment coders onlg transmit pixel
dota of those areas that have chénged slgnfflcantig. wva need
only estimate the DMD of those blocks that * have chonged

significantly. Results obtained In' chopter 2 show that a
'good criterion for datarmining whether o block has changed

:slganlcantlg sinée.thé iast frame is average Framg-to-?rame
: diffqrence magnitudef'of-_thé_block with the threshold set to
2, i.a. blocks which have average FDIF magnltude of >= 2 are
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conhldored_ as moving area blocks. Figure 3.16 shows a

flowchart of the clasaification of the blocks In a plictura.

Initially, it wvos necessary to ‘determine the differenca in
performance, In terms of pradictive error entropy, between
the two distortion functions, MSE and MAE. The results of
tha °'Brute force® seorch for the DﬁD of imoge sequence Al.
using MSE and MAE distortion Functions. are shown in table
3.2. The table shows that - there is no significant
differenca In performance between MSE ond MAE as the
distortion function. Since the MAE.Functlén requires less
computat ion overhead than the ‘ﬂSE function, the MAE Function
was used for the experiments thét followed, -

Table 3.3 shows thae aQerqge pradictive error entropy of imbge
', saquence Al for different search algorithma. The ‘Brute
Forci' tachniqua glves- aon - indlication of the |lowest entropy
expected of the search. The toble Indicates that the
" predictive error entropy of the frame-to-framae leFerence can
be reduced by 20-25% bg uslng block matchlng algorlthms to
estlmota the dlsplacoment. The small difference in predictive
error entropy batween tha °‘Brute force' technique and the
other search algorlthms indlcates that the search algorlthms

- ore able to locate the position of minimum response
successfully In most odses; Furthermore there Is not much
leFerenbe between tha search aligorithms. Thus, the choice
of saorch algorithm would depend on the  amount of

.computqt[onal overhead involived for each search algorithms.
The computat ional overhead can ba measured In terms of
average number of saorch points avalusted per moving oreo
block.

The third column in table 3.3 showa the average number of
points evaluated per moving area biock. The results show that
the Baslc'_simpléx search_ has the lowest numben of saearch .
5 averoage ﬁoinhé per block. It saves obout‘ one search point

~ for each moving area block when compohéd‘wlth the univariate
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CALCULATE THE AUERAGE}

FDIF OF THE BLOCK

NQ

GENERATE THE DISPLACEMENT
- LOCATION TO BE TESTED
USING THE SEARCH ALGORITHM

VALUE OF THE TEST POINT

EVALUATE THE RESPONSE —J

NO

CODE THE DISPLACED FRAME
DIFFERENCES OF THE BLOCK

Figure 3.16 : Block classification flowchart
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Distortion Average predictive
" function ‘error, entropy
'Meon squara '~ 3.1056
" error

Mean absolute 3.1057

' error 7

Table 3.2: Distortion function performance

comparison. Image saquence Al.

Search algorithm |Average predictive.| Average no.
' ' error antropy -‘6F.soarch pts.
froma-to-frome . h&,305 : . @
difference(reference) | '
Brute force ' 3.106 81
. 20-logarithmic | 3.16 |  1s.826
~ .saorch - '
Univariaote . 3.252 : - 9.824 !
"search . o ‘ |
Spendley 3.294 11,32
simplex | ' .
' Basic Simplax 3.251 : L 8. 824

Tabie 3.3: Search algorithm comparison

using lmqgo—-nquanca AL,
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search.

There ore circumstances In which -the wunivariate search
performs better than the Basic -simplex search. To find the
cond!tlons-ln which the Qﬁlvarlate saarch performs better_
than the Basic Slmplex ~search and vice versa the DMD

distribution. of frome @ ond frame 1 of Imoge sequance Al and

frame 1 and fFrame 2 QF‘ image saquenca A2-(shown In
flgure 3.17)., Ffound using ‘Brute force' search, were
taobulated Iin table 3.4, The Baslo simplex search givea o

better peFFormonce'thah the; UniQur{cte search for the first

pair of frames while the reverse Ias trua for the sacond pair

of frames. In table 3.4(a) the number of occurrences of DMD

peaks near the origin, f.e. displocement location (G.G).
while taoble 3.4(b) shows a peck at displacement location

J(O.;S). This is the reason for the difference in

performance, I.a. the Univariata seorch performs better than
the basic simplex search for Iimage sequehce.-ha. as the
unlyariute saarch only requlrﬁs S seorch polntsflf the minimo
lies at the origin while the Basic simpleax search requires 7
search points. The DMD distribution in toble 3.4(2) ja not
typical aé it shows o parson rotating his bodg;.-_Uhen the

- resulita were averaged over o saquence the Basic simplex

. search is the best search algquthﬁ to use.

TubleiS.h(b):shows another fact: most blocks hava similar DMD
locations. To exploit this DMD  distributlon characteristic
the initial simplex was loocated in the vlclﬁltg of the OMD
of the praevious block. The DMD is set to the origin,
location (0,@), if the adjacent block ias not a moving orea

block. The first vertex of the Initial simplex was located

. using the function below.

ISDCz) = @, if 1zl <=1 | er...%3.19>

= 2. aign(Z) , alsavhere

The second vertex, in the horizontal direction, is located by
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FRAME 1

FRAME @

(a) Imoga sequencea Al

FRAME 2

FRAME 1

(b) Image sequence A2

images

Reference

Figure 3.17
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DHMD distribution of frame 1 and frama é.
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‘subtracting the Dx value of the first vertex from the DOx
. value of the DMD of the previous chahgcd block. If the value
is negative then the second vertex is placed on the left side
of the first vertex othervise it will be located on the right
side of the First vertex. The location of the third vertex
is directliy baiou 6r7 above - depending on whjéh of the two:
previous vertices have the higher responsa. If the DMD of

tha previous block is (-3.1)., the firat vertex will 69
located at (~2,0). The sacond vertex will be locoted at (0,8) -
so that the Dx of the DMD lies . between = the firat two

|

|

\

|

|

|

|

|

_ ' |
vartices. Likewise the third vertex is located at (-2.2) so ‘
that the Dy of the DMD lieas between the Ffirst and third
|

|

|

|

- vartices,

‘Location of the Ayérage predlcfiva Average no.
initial simplex arror entropy of search pts.
orlgln(O,G) 9.351 - 8.824%
DMD of previous 3.273 " 8.087
block |

Teble 3.5: Comparison of Bosic simplex ‘
' - search with different method of
setting the initial simplex..

Table 3.5 shows the results of the Basic simplex search
technique with the Initial seorch position ot the oEigln and
in the vicinity of the DMD of the pravious block as described
above. The resultas show that the B8asic élmplex search
techniqdo performs better, both Iin terms of entropy and
overage number of search points per fraome, when Ioéoﬁing the

Iinitial simplex inlthe vicinity of the DMD of the pﬁevlous

block rather thon at the origin.
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3.7. Conclusion

In this = chopter = we have Invesﬁlgated' different
dlsplooément estimation =~ algorithms: pixel recursive
algorithmse ond block motchlng-ulgorlthms. Of the three pixeal
recursive algorithms: the steepest descent méthqd. the
slmpllFled steepest  descent method and Neuton‘ﬁ meﬁhod.
Newton's method gives the lowest predictive error enthopg.
This Is bacausa the rote bF_ convergence of Newton's method

is better thon that * of the other two algorithms as It uses

-both the first and second derivatives of the square of the :

OFD signal to determine the step siza. However the

improvement In predictive error entropy is very small, 4-5%.

Four .search algorithms were used to reduce. the computational
- overhead of searching for the displacement estimate,
OMO. A new qearéh algorithm, the Bosic simplex .sduroh
algorithm, was developed. On the whole the Block matching
aigéhlfhm gives about 20{252 reduéblon in pr;dlctlve arror
entropy when compared with the frame-to-frome difference.
There wos very little difference between the algorithms in
terms of predictive error éntropg. The cohpqtotion overhead,
measured in terms of averoge number of search points per
moving area block, shows that the Basic simplex search is the
best, It reduces the number of search points eQaluoted by
'QSZ Qhen compared with the more well known 2D-logar ithmic

search. Further reduction. in computation overhaad was

achieved by placing the initial simplex of the Bosic simplex
search In the vicinity of the DMD of its adjacent block.




CHAPTER FOUR

L.U.T. FRAMESTORE

4.1. Introduction

The Loughborough Unlvorqitg of Technology (LUT) Frohestore
was designed as a general purpose fromestore with a muitibus
interfaoce. Coupled with a muitibus hoat computer a-realtime

vldeoprocessing: or high-resolution grabhlcs system is

available to éhe user. The L.U.T. Framestqhe consists oF‘

- threa main boards: controller board, two memory  boarda

"aond aon analogue board.

The controller boord Iﬁtehfocgs- directly to the multibus
system occcupying a block of 256 I/0 addresses and 64 Kbytes
of the system memory space. The controiler board is buiit
oround a Thompson CSF Graphic display processor‘ (GDP)‘ chip,.
EF9365. The GDP .has inbuilt vector and character generation
circultry so that digitised picture ealements (pixels) can
aither be accessed individually or In groups. "using the GOP

commands.

Each memory boord consista of saixty-four, 64K by 1 bit,

dynamic memory chipas capable of storing a_maxfmum of. two

‘Frome-_ of 512 .pixels by 612 lines, each plixel ‘being
reprasenﬁed by 8 bits, Two memory boards are required if
colour imoges are to be atored.

The ‘annlogue board contains both the analogue-to-digital
6onverters (ADC)> ond the digital-to-onalogue converters(DAC)
and their relavant clrcultrg.'_lt\ can accommodate up to o
maximum of 3 ADC and DAP chips. ‘
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4.2.  Fraomestore Description’

Tha fromestore will be described in. threé‘sections.'nomclg:
(a) fromestore registers _ .

(b) data tronsfer between fromestore and host system

(c) frame acquisition and display

4.2.1. Fromesﬁére-reglstars

The fromestore oochpies 256 input/output locations of the
multibus asystem,. base address speclfléd by switch 1, as shown
“in Figurg 4,1, The fFunctions performéd by the individual

registers are as follow:.

‘(a) GOP registers .
A brief description of the individual GDP register functions

is given below. A more detailed explionation is fFound Iin the
GDP data sheat in reference [10]. '

(i) X and Y address registers 7

Thae X ond Y . address registers are 12 bit read/write
régisters. oniy 9 bits are valid. They point ‘to the current
position of the GDP "pen’, i.e. the pésltion of the next
Pixel to be modified, | o

(11) DELTAX ond DELTAY registers | _ -
The DELTAX and DELTAY registers are B8 bit read/write
registers. . They Indicate the size of the vector to be

plotted on the x and Yy coordinate axes respectively.

(ii1) CSIZE reglster. , _
The CSIZE register is on 8 bit read/vwrite reglster. It
lndloate-'thq scaling foctors of 'charactebs 'ta be drawn,

”The lower & bits rapEesénb the ;caliﬁg factors of the x axis

wﬁila tha'ubpér & Bits.rehresenti the sca[ingnfoctor_oF‘tha Y

Coxis,
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(iv) CTRL1 register
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The CTRL1 héglster is a 7:bI£ ' read(urlte reglister. It

controls the general'operatldn of the GDP, e.g. pixel access

mode (normal or fast), orgonisotion of screen, etc.

(v) CTRL2 register

"The CTRLZ2 register is a &4 bit register. It spécifieg . the .

""line type of the vector drawn, "l.e. continous, dotted,
dashed. dash-dotted, ond the tilt - ond_orlentoﬁion‘of the

. character drawn. -

(vi) CMD/STATUS register |
The CMD/STATUS regisﬁer is an 8 bit read/write register. It

acts as command register when data Is written to it. Detaiis

of the :commands avai toble, e.g. vector plotting, character
plotting atc., are found in reference [10].  Data read from
the ragister representa the stotus of the GOP, e.g. is the

GOP ready to receive the next command.

-"(b)'Réud/ertg register

This is a 2 bit write oﬁlg register.  The Iéqst sfgniflcant

bit, DO, specifies whether the next pixel access Is a reod-or'

write operation.  'Dl’ is used to spécifgfiF:the input to the

video memory Is Ffrom elther ﬁhe digltlsed external video

"~ Input or the buffer memory as shown below.

07 - p2 | D1 | De
X 0l 0‘ o Buffer_memdrg ééitg'
:X o %) 1 __'BuFFer ﬁémorg-feod
N X.: ; . ..1: - _.Dlgftléed.y;déo write]

' Flgufe 4.2: R/V réglstére
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(c) Border register .
This Is a 16 bit write only register, It specifias the
colour on both sides of the actual dispiay on a screen. The

function of the Individual bits is shown In Flgureoh.é.

-

16 8 7 )
LARE | T T T Tt T L |

T 1
memory boord 2 - memory board 1
MSB - L.SB|MSB , . _FS

: 11 L L1 11 L i i 1

Figure @.3: Bbfdér register

(d) Buffer address reset register

This is a 1 bit write only reg{ster. The buffer
addrass counter is reset when'this,reglster is accessed.

(a) Reéélutlon-$elect rqglster. _

Th!s is on B8 blt urlt§ only register. It. spgch!es the
resolution of the Image, dispioy Ffrome numbéé and the host
access frame number, The-Functlon of the Individual blté is
'shown.ln figure &4 .4, Uhefe'V1fV3 represant the frome uhlch
is been written té or read Ffrom, whlle"Nl-NS'represént the
dlsplag frame number."As shoun in the Flguré, the two leost

significant bits of the registen represent the vertical ond

hortzontal resclution reaspectively.
MSB o o -LSB
v3 | x| x| M3 x| x| o o 512 by 512
w3 fwv2 |vl | M3| m2{ML| 1| @ 256 by 512
-ws w2 | x| M3| M2 xj el 512 by 256
va |ve vi | m3 mefm | 1] 1] 256 by 256

- Figure 4.4: Resolution select register.
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(f) Buffer address register .

This is an. 8 bit read only register. It contains the
6utputs of the buffer aoddress counter. BA2-BA9, as shown In
flgure Q.S.A ' '

Ms8 : LSB

BA9 | BAS |BA7 BA6 |BA5 |BA# BA3 | BA2

Flgure #.5: Buffer address ragister

h.2.2. Data _transfer

Dota transfers are Ih!thted by the.ho5h'sgstem. Each data
transfer over the multibus takes 1.3 microseconds. Two types
of data are traonsferred betwaen the host sgstém ond the
framestore: command/status data and .lmaga data.
Commaond/stotus dato refers to the daota used for setting the

content of raegisters on the Framestore controller board.

Data tranafer from the host to the video  memory, - or vice
versa, is through on 8 Kbytes dual ported buf fer mémorg.' The
buffaer mehorg_ls'transpurant to both the video memory and.the
multibus, i.e. both of them have access to the video buffer
memofg &ll tha time without iIncurring ony wait staote. The

transfer of data between the host system and the video memory

conaistas of two satepsa:

(@) data transfer between the buffer memory ond the host

system

(b) data transfer betwean the yideo memory aﬁd the buffer:

memory

Step (@), is done via the multibus interface of the
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control ler board, thlsﬁ step (b)‘requlraélthe use of the GDP
pixel access commands. The GDP offers two modes of plxe!
cccess. ‘F6st ond normal. Normal reod/write mode has on

avarage access time of 1.3 microsaconds whilst the fast mode

has an access tima of 592 _nahoaeconds. Dur ing the fast -

pixel access mode the'dlsp1ag is blanked becousa the entire

frome period. other thon the dynamic storoge refresh periods,

is allocated to plxel accaess. The command set con be divided

into the following categories:

(i) Vector plotting

There are two ways of plotting a vectof line from the

presant X and y posltion. If the length of the vector is

less than three plxels'.vartlcallg_ and horlzontolty., the

direction and length of tha vector con be specified with o

single command code. For long vectors, the horizonta! and
vertical length of the vector are specified by writing to the
respective DELTAX and DELTAY réglster of the GorP
respectiveiy. The maximum length of the vector in the
' verticaI and horizontal direction is 256 pixels, The
addressing of the pixels In the Qector is as shown in figure
4.6. '

511

DELTAY

- e = -

511

Figure 4.6:" Screen addresasing

Cii) Character pfottlng _ , _
The GDP - has an  internal. character set of 97 ASCII

‘ characters. ' The .minimum size of these characters is 5 by 8

s
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éixels. ﬁnTtop of this there is a spacial character which
fills o squore area, with minimum size of 4 by & pixels.
The character size can be increased to a maoximum of 16 times
the minimum size. Figure 4.7 shows the order in whlch the
'pixels are accessed when the special chcracter is usad wlth a

vertical orientation.

64| 63] 62161{60[59] 58[57

- . - L]
- - - - - L] B -

- . - . -

17} 18| 19|20 2122|2324
16/ 15| 14{13|12|11|102]| 9
1{ 2| 3| &} 5f{ 6| 7| 8} Start addresas

Figure 4.7: Pixel access sequence

(ii1) Screen scaonning ‘
This set of Instructions (4H, 6H, ©O7H and @CH) Is used

either to clear the entire screen, or set the screen to a

specific colour and also to Initiate the acqulslblon of video

input to the vldéo.memorg. The screen sconning starts from

the baginning of the next new frame.

Figure 4.8 and " figure 4.9 shows the sequence of steps for

writing to ond reading from the video memory respectively.

f

4.2.3. Frame acquisition and display

The video input signal is sompled, digitized and stored in
.the videco memory. The -resolution of the displayed or

captured picture is software controlled and the different

options available are:

(i) . 2 frames of 512 pl#els by 512 lines
(ii) & frames of 512 pixels by 256 lines
C1i1) & frames of 256 pixels by 512 tines
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_ " Read GDP -
‘ STATUS reguster
\ . - . 5

RW register = 0

1

Set x and y address reg.ster
BRAM reguster = 0

Wriute dota vnto Buffer
memory un the order un which
they are written uvnto the video memory -

Write the appropriate
PLOT command to the GDP CMD/STATUS reg.

#}gure 4.8 : Write to video memory flowchart
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RW reguster =0

~Set x and Y oddress reguster
BRAM = 0 |

Write appropiate
PLOT command to GDP CMD,sSTATUS reg.

[ Read GOP
STATUS reguster

. Read video data out of
Buffer memory startung from OFFSET=0

Figufélk.é':-RechFrom video memory flowchort
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(iv) 8 frames of 256 plxols‘bu 256 Ilnesr

' The aspect ratio of the display ia 1:1 unlike the normal &4:3
ratio. This is dus to the fact that out of the 64
microseconds In o scanlina only 32 micromseconds are used for
displaoying dato. - ThiS‘dlspiug format has the advontage that
when drawing o circle on the disploy we will get o circle

whila Ffor a 4:3 ratlo system we would get an ellipsa..

..Tha pictures ara capéured ot full frome rate., i.e. 25 frames
'peb second. Tha acquisition of the digitized pléture'sburtsu
from scanline number 38 of the fleld after the GDP has
recalved the screen scanning command. A notliceabla ° jerky’
ef fect occurs on the screen because the digitized video data
is  written into the video memory during uhcﬁ was previously
the active dlsplbu period of o scanline and it is also
outputted to the ODAC . '

If the varticat resolution Is 256, only one field is stored
:ln the memory at o time. Figure 4.10 shows the Fflowchart of

the steps for video acquisition.

4.3, Hardwore datétls

Dua to thé complaxlﬁg of the fromestore circuitry, each of

the three circuit boards will be discussed separately:
(a) video memory board -
(b). controller board

{¢) onalogue board

4;3.1.' Videao memdrg board

Each mamory board can store up to a maximum of 2 frames with
512 plxels by 512 Ilnes resolution and 8 bits. per pixel - Ik
consists of 64, ShK by 1 bit dynamic RAM, divided into 8

memory planes, eugh containing 8 memory chips A maximum .
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[/ Read GOP
~ STATUS reguster /-

.~ Is
GDP busy

NO

RW reguster =2

Setup framenumber un
FRM select reguster

Send screen clear command to
GDP CMD/STATUS reguster

Figure 4710 . Video ocquisition f lowchart
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of 256 laveis 'aré- available on aach memory card.
Figure 4.11(a) shows the circuit diogram excliuding the memory
banks. Figure 4.11(b) shows one of the bit planes.

The vl&eo memory control dnd address signals are derived from

. the controller cord and are buffered by high fan-out TTL -

drivers. The Individual chips in eoch plane are séleqted by
MSL@-MSL2, which are decoded by the 3 to B decoder, IC73,
which supplies ﬁhe RAS signals. During the disploy, refresh,
and screen scomning period, all the RAS lines are enabled by
setting the ALL line low. Only one RAS line will be enabled
during the control board read and write pérlbd s0 that when
individual- -pixels dré accessed by the GOP. The two column
+ address signals(CAS), CAS ODD ond CAS EVEN ore-usaed to vary
the horizontal resolution of the picture. If the horizontal
Eeﬁolution of the picture is 512 pixels both CAS éignats_are
enabled while only one Is enabled when the . horizontal

resolution Is 256 pixals.

"Due to the slowness of the memory chips, data demultiplexing
at the Iinput ond multipltaxing at the output’  Is necessary. A
universal shift  register (SR) with parallel—-serial and

sarlal—-paoraliel options, 'Is used to wmultiplex dcta. to and

from the  VRAM. Data read out of the memqrg is latched

into the shift registers ond shifted out using the CP signal.
Tha outputs of the shift registers ore faotched by dual output
lotches, IC78-IC79. Thay are then directed to either the

onalogue bourd_-(vla connector P2) for display or the

controller board (via - connector 'P3) by the OE W and OE Y

signals fespectfvelg.

The EXT OE signal and Foregnd EN signal are used to select

the source of the Ihput; either dlglﬁlsed video or  buffer

mamory data,, as input 'to the. . video memorg.-_ They are
connected to lthe- output enable pin oP'the externaI Input

register (IC?G) oﬁd Foregound register(IC77) respectivae.
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4.3.1.1. Timing details

Thé,'tlmlng' datalis of the. vlﬂao memorg_ board will be

discussed according to their functions, consisting of:

(a) memorg chip access requirements
(b) video memory display cycle

(c) video memory read cycle

(d) video memory writa cycle

(e) video acquisition cycle

4.3.1.1.1. Hemory chip access requirements

Figure 4;12 shows the reod and write occess requirements of
the memory chips. The mode of operatlon. i.e. read or write,
is 'determlﬁed by the VE signal. The RAS and CAS signais
latéh the roQ and column oddress signais of A@-A7 on its

Fall}ng edge.

The minimum read or write cycle tlme'of the memory is 270

nanoseconds. During the read mode, the datao will appear at

. the output, Dout, after o minimum of 135 nanoseconds. Vhile

"In the write mode the data must. ba available at its data
input pln..Dln. at the beginning of the CAS.

k.3.1.1.2. Vidaeo memory disblog cycle

Figure 4.13 shows the timing. waveFoEm of the main signals

involved wvhen data is read out of the memory to be displayed

"on the screan,

Durlng the display cgclé. the ALL slgndl is set low to enable

the RAS output signals of all the mamory chips In each memory
plane. The valld data is looded into the universal shlft

Vrreglsters of eoch memory plane on: the rising edge of the cp

*clock uith the S/L slgnol high. Theg are then shifted out of
the shift register, by the CP signal into the dual output
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port latches, 25LS2519, as indicated bg the Q7 output signal
in figure 4.13. ° During this berlod the OE VW is set low so
that the data is dlrapéad to the analogue board via its Ve-v3
outputs. | ' -

H4.3.1.1.3. Video mémorg raad access cycle

The timing waveform of this cycle is almost the same as the
vidao mamory dlsplog. cycle, But during this cycle only.one
- mamory chlp per bit plane is selacted by MSLO-MSL2. The data
~output of the memory is loaded in the SR os above. The dual
ported latches are only enobled for one CP cgcle; Vhen tha £
signal goes low the doto from Ehe shift register Q7 output is
latchad Int6 the dual ported Ilatches. The 'datu. is held
.untll the next océess‘cgcle. The dato Iz ocutputtaed to the
control ler board via its Y output port. Figure & .14 shows an

exaomplie of tha timing whan tha DY4 data isa requirad.

4.3.1.1.4. Video ﬁémorg writa access cycle

Figure #4.15 shows the timing waveform of the main signals
involved In transferring. data Ffrom the controller board
buffer memory to the video memory boord.

The Foregbund- reglster  output i# first enabled by the .
foreground OE signal. Oota from the controller board is then
iatched into the foreground register by the fForeground clock.
It is then shifted lntd_ the wuniversal shift registers, The.
outputs of the shift registers are then latched Into thé
appropriate mehorg chip, specified by MSLA-MSL2. In each
memory plane on the falling édge of the CAS signal.

4.3.1.1.5. Vidaeo acquisition cycle

The video acqﬁlsitibn cycle is exqotlg the same as the video
memory write'accéss‘cgcle timing with the following two .

exceptions:
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(a) the ALL signal is low, which encbles all the memory
chipas. | - | ' '

(b)the external input register output Is selected, by the EXT
EN signal. '

Gatq from the anqlong bobrdhls lotéhed by the externaI Input
"~ ragister, IC 76. The data is then shifted into the universal
étht reglsters. Tha outputs of the reglsters. DYQ-0Y7, are
theh iatched Into all the memorg chlps in each memory plcne

“on tha falling edge of the CAS signal.

- 4.3.2. Controllar board

Due to the complaxity of the circuitry the control ler boord

hardware will be discussed under the following headings:-
(a) multibuas interface , _ _
(b) video dlspldy control and addresaing

(c) video data buFfer

4.3.2.1. ;Multlbus interface

The stondard multlbus £es) Bus structure ha§ been selected as

'tha communication bus between the host sgstem ‘and  the
fromestore. The Fromestore occupiea o  block of 256 I/O
ports, 'seledbed by switch 1, and 64  Kbytes of the memory
address space, specifled by switch 2. |

Figure 4.16 shows the circuit details of the muitibus
interface. The multibus data |ines, MDO-MDF, are buffered by
4 bidirectional drivers so  that It cdn_ drive more TTL
devices. The oddress |ines, ADR@-ADRC, are Ilkew{se also

buf Fered.

Data transfers over the multibus are initiated Bg one of the

control . tines: lnpdt/output .reod(IORD). input/output
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write(IOVRT), memory read(MEMRD) and memory write(MEMWRT)
sfgnqls._'_The-Framéétohe cdnérolier bo&rdT.dgknoQIeaQas”.thé
reception of the command by pulslng_tﬁé ACK and INH1 lines on
the mhltibus. The timing requirements of thé multibus are as
‘shoqn in figure 4.17. ' |

4.3.2.2. Video dlsplag control and oddressing

Figure 4.18 shows the circuit detailis of this section of the
controller board.  Due to itas complexity the discussion on

its éircgitrg Is divided further into the following sections:
(o) register address decoder
(b) progrommoble read only memorg (PROH) sequencer

‘Ce) graphic displag processqr‘and video addresslng

4.3.2.2.1. .Registeﬁ address décoderﬁ

The Iindividual registers on the controlier bocrd are éefected
by the output of the raegister address decoder (IC20).
| Multibus address line ADS—AD?rare decoded to form the enable
lines of the individual régisfers._ The - register dddress
' decoder is enabled only by the Input/outpu£ select line, A/6,

from the mﬁftibusllnterFoce.‘ The .regi3ters endbled by the
Indlvldual output of . the decoder are shown In. the taoble
below.  Some of the output of the resoclution select register,

- Q2-Q8, represents the _Frame select durlng the diaploy ond
host access period are multipiexed by a 2:1 multiplexer., IC2.

“The ihput is selected by the BLK 'slgnal of :the GDP which
| divides the entire frame period, 4@ mliliseconds. into

display perlods'(BLK=lou)-dnd hoat access perlods (BLK‘hlgh).

4.3.2.2.2. PROM asequencar

The PROM" seduéncer .circuitry is located at;théfbottom'left

‘hand cérnerrof figure 4.18. It COnsisté\oF'3 éoméonentsﬁ
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(a) & bit synchronous binary counter (IC11)
(b) 32 by 8 bit word PROM (IC8)
' (c) 8 bit latch (ICk) '

_ MuLT| cas | s/L | GoP |BADD ° RAS [MuULT |FOREGND
~ PROM |PULSE|. | ok VRAM | C€LOCK
ADDRESS | D@ D1 D2 D3 | D4 . DS 06 07

(HEX) | o - .

) ) 1 1 1 11 @ 1 1

1 1 1 1 1 ) ) 1 1

2 ) 1 1 1 1 ) o o

3 ) ) 1 ) 1 ) 2 1

4 ) "0 1 Q' 11 o ) 1

5 %) ) 1 o 1 0 ) 1

6 o o e ) 1 1 9 1

7 ) 1 14§ o 1 1 2 1

10 o 1 1 1 1 ol 1 1
11 1 1 1 1 1 e 1. 1
12 ) 1 1 1 1 0 e 0
13 ) o 1 0. 1| .0 o 1
14 L) o 1 ) 1 0| o 1
15 ) Q 1 ) 1 ) o 1
16 ) 9 ) ) 1 1 o 1
17 ) 1 1 o ) 1 0 1

Toble 4.1 : PROM content

The upper 16 bytes of the PROM are not used,as A5 is set low.
A 14 -MHZ. signal s connected to the ciock pin. of the binary

_ counﬁer. forcing it to count Ffrom @ to 15. The count wil[v
reset to %) on the next clock onca Itas output wvalue
féacﬁes 15. ‘QA, OB_dhd QC output slgnafs of the counter are
connaected to PROM address |inea, Al1-A3 respectively. Thus,
_ the seqﬁencq_of PROM dcpess Is repeated ofter every 8 counts,
The A4 address line of the PROM is connected to the output
‘of thoAR/U register, splitting the lower 16 bytes of the PROM

into two bonkse, of 8 bytes each. This la.necessarg because
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the timlng rqufrements of bﬁe . two ‘types of ' video 'memorg
occess. read from video m.morg and write td video memorg. are
different. Table &.1 shows the ~oontent of the PROM: " -To
sgnchronlse the output oF the PROM,  they are all latched by
‘an 8 bit latch, Flgure 4 19 shows the tlmlng uaveForm output
of the latch. ' ’ '

4.3.2.2.3. Graphic.dlsplog processor and vldeoroddressing~-

(a) addressing slgnals “. ,
The GOP lies ot the heart of the fromestore, generatlng mosat
~of the raquired signols needed to drive the video memorg It
also generotes the signals needed to drive an interlaced_
roster soan cathode ray tube(CRT) display with the CCIR 625

- 1lnes 'SQ - H=z. stdﬁdard, The GDP‘ulso has o microprocessor

interface through which it receives commonds. A'compléte
‘data _qheet is given in reference [10] ond the reader should

'refgr.to it for details,

MSL - - " DAD
e| 1|l 2}3}le] 1| 2| 3] «} s} 8
RAS X0 | X1 |[x2 [v2 [ X8 | X7 | X6 | X5 | xt+ | X3 | v1
CAS x0 [x1 |{x2 | Fly8|YZ|Ye|Y5{Ys |Y3]| YO

Table 4.2 : GDP memory addressing

The GDP video memory address - signals.  DAD@~DAD6 and
- MSL@-MSL3, are buffered to give high drive over the ribbon
cable. The pixel cooédlnata address represented by the
address 3l§nals 1as shown In table 4.2, where 'f° selects
frame @ or frame 1. The DAD6 and MSL3 signals from the GDP
are multipleiéd'wlth the outputs of  the resolution seiéct
'feglster by a &4:1 mulﬁlpléxer (IClO). The input is seiected
by the least significant .b]t._ I{e.Jthe vertical resolution.
- select 1bit.  6?; thj:rqsolhtlon éeleétl régistér ~and  the
L MULT/VQAM_;signai.‘ The Y@ addreés.'shoﬁn.in thertabja'above;

‘.reprekents'hhei_oven :onﬁ' odd - field sjghal;  Thls élgnoi‘ls
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-mu!tlploxed with the outputs of th.-1P636IQFion ‘salact
register. ‘If- the vertical resolutlion selected 1s 256, the
multiplexer selacts the output of the resoclution seaelect
register instead of- the GOP DADS signal -as the Y@ value..
Hduever. if the vertical rasolution Is .512'..then Ithe
miultiplexer selects tha GDP DAD6 =lignal as its outpuh'ali the

time.

The MSL3 saignal Is multiplexed with the resolution select
-register frome select output, such thot the A7 line during
RAS perlod wlll select one of the two framea, 512 pixel by
512 lines, cvqllqble on the video memory boord. ‘

The ‘horizontal resolution of the plcture is controlied by the
CAS EVEN ond CAS ODD signals. These two signals are
connected to the CAS pins of alternate memory chip in each
mamory plone. If the horliontol rasolution Iis 256 onlg one
CAS aignal, CAS ODD or CAS EVEN. Is encblad. |

(b) control slghals _ :

The GDP DV signal will be set fow durlng the video memory
‘apcess cycle. - This signal i=s ‘OR—ed‘ with the output of the
R/W ragister ond the output of the. frame pulse generator to
' generate the WE signal for the video -memory board. The
output of the R/V register determines whether the memory
access cycie is aither read or_'urlte cycle. The output of
the frome puise generator is enaobled only wheh a vertical
resolution of 256 is .selected. It Is used to enable the VE
for only one fileld durlng each frome acquisition. This s
to ensure that frame acquisition has the some fiald
everyt imea. The timing woveform of the addressing and control

signals is given ﬁn reference [10].

(e) microprocessor bus signal _ , .
Commonds are passed from the host Sgstem to.the GDP via its
microprocessor- bus., The QDP internal registers are muppsd—

- onto the host sgétem 1/0 ports, ocoupglng-aa'locdtlons. The
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aoP datq.iihes; DO—D?..dré connected to the lower byte of the

-4"mu|£fbus ‘data lines. The timing requirements of the GDP

microprocessor bus ore found In reference [10].

#;3;2;3. Vldeo data buffear

'The ocircuit diogram of the video data buffer is shown In
- figure 4#.20. The video data buffer can be divided into four

groups of components: '

(a) buffer address counters (1035._1040. IC39)

'(b) address multiplexers (IC45, IC44, IC43. IC42)

(c) buffer memory (IC47, IC48, ICE9. 1C70) |

(d) ‘data’ Iotches (Ices-se IC61-563, 1C62)

" The buffer address counters generate . the address of the
locatlon to which the next video memérg data Is ert§en {ﬁto

or read . from the buffer memory. They are incremented after

eoch GOP vidao memory access cycle. The counters can be
disabled, i.e. stop counting, if DIN output. of the GDP, which
is controiled by CTRL 1 register, is set low.' The counters

‘can be reset by accessing the BRESET register.

The  buffer memory  .Is dual ported ‘and its access is

transporent to both the VRAM ond the multibus, i.e. both have

~ full access to. the memory without any time delay. To do

this the GDP slgnol '(571 nanosedonds) s divided into two
memorg access periods- multibus access tlme ‘and video memory
access time, by bhe_HULI/VRAN signal. The output of the
buffer oddress counters, ABO-ABB. oand the multibus oddress
lines, AD 1-AD C. oare time divisloh muitlpiexed with each
other by the address multlplexers.-_The' outputs of the

multlplexers are connected to the address pins of the buFFer 

. memory.

»TrThe buFFer mamorg conslsts oF Four low powered hK bg 4 bits

' static ' random access memorg IH51420 _ which hove; 70
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‘nonosecond access time. They are drranged such that the 16
bits word repraesenting a plxel"data. stored In the buffer
memory, will oppear as consecut ive address data bgtes to the

hoat system.

The dota |ines between the multibus and the buffer memory are
buffered by latches. They are used to latch the daota at the
dpproprlute'time, Tha output of the latches ara controlled
such that onlg‘one pair 'of  latches can drive the data |ines

of the memory at any ona time.

The multibus signais: address, data, and control signils ore
asynchronous to the - other signals on the controllier

board, generqtod. by the PROM sequencer. Thus, additional

clrcuitry is required to generate the . respective latch signal

and output encble signal of the buffers between the multibus

" ond the buffer memory..

4.3.2.3.1. Tlmlng details

.‘Dua to the complexity of the timing involved, the timing.

diaogroms. will be discussed according .to tha Ffunctlon

peerrmed by the video dato buffer.

(a) Vrite to video memory
(b)'Read from video memory
(c) Multibus read

(d) Multibus write

4.3.2.3.1.1. V¥rite to video memory

The timing waveform of the signals Invoived In traonsferring

data from the buffer mamobg to the video memory is shown In

‘figure &.21.. The data from the buffer meﬁorg. oddressaed

by the output of buFFor.addreés réglsters. ta  latched .into
the buffer on the falling edge of the inverted MULT/ZVRAM .

. signal. Thé_'dato,is.contlnuduslg outputted-to"the memory
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board. The buffer address counter is incremented on the
rlélng edge of tha BADD CNT signal. The ENTP asignhal is the
inverted . DV signal. It enabies the buffer address counterr
when it is high. -

4.3.2.3.1.2. Read from video memory

The tlﬁlng wovéform 6F'thg raelevant signals invoived In the
transfer of dota from the video memorg'to tha buffer memory

is shown In figure &4.22. The data from the video memory is
only valid 571 nanoseconds after the rising edge of the GDP
access cycle. Thus, the data Is onlg' lotched by the
buFFér on the start of the next GDP‘ cycle,. It Is then
wr-itten Into the buFfer memory during VRAM time slot, when
MULT/VRAM signal Is low. The buffer address counter Iis
incremented by the BADD CLK signal. -

4.3.2.3.1.3. Multibus read

Flgure‘#.23 showsg tHe timing waveform of the relevant signals
involved in- the -transfer of data Froﬁ the buffer memory to
the multibus, Uhen the host computer Is reading dato from
the BRAM, the data output of the buffer memory Is latched by
the MULT PULSE signal. The MULT PULSE signal Is used to
disable the buffer {atch signal by triggering o monostable

600 nonoseconds ofter the start of the multibus transfer.

" Indlicated by MEMRD. The output of the monoshabie is latched

into a D—tgbe latch, whose Q output is OR-ed with the S/L

signal to generata the .buFFer latch signal. Thus, a high
value output on tHe'D—tgpa lotch witl disable the buffer

latch signal. |

h.3.2.3.1;ﬁ; Multibus urlté

Figure 4,24 shows the timing waveform of the éignals‘involved
in the transfer of data from .the multibus to the buffer
memory. The tranafer Is Initiated by the multibus MEMWRT
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slgncl Data from the multibus, D@ - DF, is first latched
into the multibus wrlte bquers. ‘IC 82 and. IC 68 The
latched ° dapa is written Iinto the buffer memory durlng the
multibus time slbt. when MULT/URAM is high.

4.3.3. Anologde board

A brief discussion .of the circultrg will be given in the
following paragrophs. For more details refer to reference
65. Flgure k.25 shows a block diaogram of the analogue board

circultry.

The video inputs are Firat omplified. The amplified signals
are then fed into a buffer prior to the ADC onalbgue
input. The buffered Y signal is also fed to the input of o
sample and hold circuitry. This clrcultrgrsomples and holds
the video black level for the entire acanline. This volue
repraesants the lowest voltage to the input . to ADC. It Is
buffered and used to drive the bottom end of the converter

resistor ladder..: The sampling Fréquencg} obtained from the

memory board of the ADC s 14 MHz.. 6 or 8 bita flash
converters can be used. Tho outputs oF the ADC are then

buffered by latches before golng to the memory board.

On the DAC side, data from the memory board is First
‘latched. Since tha digital input to the DAC is ECL logic.
the TTL =signals are converted'to ECL signals. 6 or 8 bits
DAC can  be usad, This circuitry is replicoted for the
other two channels, U_and V. The sync output from the
controller board is added to.thé onatogue éjgnal- in tha Y

channel.
L Diacussion .

' The fromestore waa deaignad around ‘the Thompson CSF graphic

: chiﬁ. EF9365. It has a da£a tEansFer rate of 1.5 Mbytes per

saecond over the md!tibus}-' The deaign mokes use of ' the
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grophic chip inbuil It vector drawing and character generator

circuitry to access bhé- video memory at o fast rate. This

halps to reduce the access set up overheod, i.e. the-numbérrr-

of registers. that need to pe setup per pixel access, as a
group of pixels . con be accessed with a aingie GDP command.
This olso enables thé‘Fraﬁestﬁre to be used as a grophlé
- disploy terminal, as the fromestore can be'sét'such thot dato
written inte the video memory comes from a sfngle tocation on

the buffer memory.

Dato transfer between the framestore and the host is via an 8
Kbytes buffer memory. This enables the host system to work

concurﬁentlg with the GOP.

4.5 Note on publication

A paper entitled "A video Frame store for Teleconferenclﬁg‘

“application anComputer Networks.™, was presehted in the TERE

Conference In 1985 held at Loughborough University.




CHAPTER FIVE

NETWORK PROTOCOL
ARCHITECTURE

5f1. Introduction -

As oﬁe of the siteas involved in PROJECT UNIVERSE. a Ccmbrldge
ring (811 was installed iﬁ the Electrical Department at
Loughborough Unlvaraltg in 1982. The network Iinfrastructure
of a Universe site is shown in ?Jgﬁre_s.l. The main Function

of the different stations are as follow: .

Nameserver - to provida the name lookup,servlce.'glving the
ring address of the service required by the user

Bootserver -~ to provide the bootstrapping facility. loading
codes into the user memory R '
Monitor - to ensure the cont inued operation of the ring

' BBC microcomputer — to provide a common user Interfece: to
image tronafer and robot control .

Image station - to provide colour Image tronsmission.

The International Standard Orgonisation(IS0) suggested o
Reference Model, the Obeﬁ Systems Intercomnection(0SI)
[42] for the exchange of information among systems., The
0SI consists of seven Iagers_euéh loyer performing a specific
function. The functions of the different Ilayers con .ba

briefly defined as fol lows:

~the Appllcatlon_iager lsrthe'wlndow through which exchonge
of .in?ormation occurs between communication ‘users
-the . Presentation layer. performs certain tronsformations.
e.g. éodlng |

f_—the' Sessaion layer ens@res : tﬁe -organisatioﬁ.' and_
sgnchronisoﬁion of dqtq‘axchQng; :

~the Transport laoyer énsures_ the correct end—td;end
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Figure 5.1 : Individual Universe ring infrastructure
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dispatching of information _
—the Network laoyer Is In charge of network connection thus .
alldwing ‘the transport layer lndepepdenca from routing and
reloying considaeration '
—the Data link loyer ensures the correct‘Frcmlng of dato ond
sequence control . ' _ . '

~the Physical jayer is céncerhed with the transmission of the

raw bits over a communicaoting channel.

Although the protocol supported on the Cambridge ring does
not conform exactly with the 150 staondard, it con be Fitted
approximotely onto the defined layers < as seen below. The

Cambridée.ring protocol provides standard protocol only wup to

the Trcnsport loyer. Above this loyer the protecol is
dependent on the service provided. Thus, the protocol
discussion will be |limited tp “the lower four Iageré. below

the Session layer.

1S0O _loyers Cambridge ring protdcols_

Application

Praaentotiag-

Session

Transport _|Bute stream and Single
' ,-Shot protocol

Natwork : =|Basic Block prot&gg]

Data link i — Mlnipdcket protocol

Physical ‘ = |Physical

Figure 5.2: Caombridge ring protocol mapping
' ' to ISO layers

5.2. Physical Layer

The Combridge ring is o slotted‘ﬁing running at c.cloék rdte

' of 1@ Mbits/second. - All host systems are interfaced to the

‘ring via a node and they éd¢H  have . a unique address. Each
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node c6n3i§ts' of a repeater ond o stotlon unit. The address

of the node is stored In the station unit. An access box
providés_the interfoce between the node and the device
as shown Iin .figure 5.3. Detalled specification of the

interface ccn.be found in reference 70.

Repeaters

-~

Figure 5.3: Cambridge ring node

5.3, -Dcta | ink layer

Atrring‘stortup. the monitor generaoteas o minipacket and sgnds
it circulating unldlrectlohalig round the ring. The size of
the minipacket is 38 bits and the structure of the minipocket
is shown In figure 5.4. The First bit Is the start bit.

111 8 8 : - - 16 , 2 1
destiLnatuon - source 4
gddress | address ara
L___monvtor poss but: response buts
Full +Empey o parvty bet .
start but

Figure 5.4 : Minipacket structure

1t is quugs set to:.1l and is used th7 the sgnchronfsotionror
the ring. The.FULL/EHPTY bit determines whether a min[pccket

contcinﬁ, valld‘ ‘InForhctlbn.7 The monitor pass bit is used
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for detecting an erroneous minipacket that is oontlnuousig'
clrculotlng-£h§ ring. It Is set by the transmitting node and
is resat when the mlnlpackeﬁ passes the monitor. Any
- minipacket detectéd as full and hos this bit cleaored, will
automat ical ly be marked aempty when It posses the monltoé..

The tronsmitting ond receiving node addresses are specified

by their respective field. The data fField contalns‘the trus

data content of the minipacket.  Two bits aore allocated to
specifying the response of the receiving station. The

response is encoded as follows:

Bit nos.
36 37 |
i 1 Ignorad — No astation-with the destination
c&dress . , ) ' _
1 . @  Not selected — The destination étcflon doeé_not
| wiash to receive from the source station
Q 1 Accept - The destination has successfully reod
‘the minipacket '
. @ @ Busy - The destination is not ready to read the
minipacket content ‘
Thus, o successful tranafer only occurs when the response
bits return a value of 21. The last bit of the minlpacket,

o parity bit, is used by the receiver station to detect o

cdbrupted minipacket. Corrupted minipacket will be rejected.

Vhen a station has data to ‘tronsmit, it loads its bu??er
with the datq and waits until its repeater receives an empty
minipacket. The repeater will then mark the mlhipacket as
fultt ond fill the minipaocket dota field with the content
of its buffer.. The minfpuckeﬁ cont inues circulating round

thé ring unblll_Ib reaches the destination statlion. The
dest inot ion repeater reods the data into its buffer ond sets
the ucknowlngem&nt field dpproprfatelg. Tha mlnipockét is
then circulated again until It returns to its sender;

which thén marks the minipacket as free for other_statlons to
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use.,

5.4, Network layer

"The Bosic Block(BB) [543 protocol 1is o Nétéork layer
"protocol developed For the Ccmbridge ring. It is made up of
four fields: header, count, dota and - checksum as seen in

figure 5.5.

16 BITS
HEADER
COUNT

PORTNUMBER

DATA

CHECKSUM

Figure 5.5: Basic Block structure

The header is divided into.three Fields as shown below.

Field A Field B | Field C
< 1001 > | < two bnts>3< ten bits>

Figure 5.6: Basic Block heoder

~ The First field, field A, contains o bit pattern of four
_bits, Indicating the start of the block. Fleld B consists of
two bits defining the Baosic Block type as shown below:
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Bits value

@ . Type @ - the number of words In the data fleld
minug 1 is found in field C of tha haeader. The

checksum Fleid ias set to @.

1 ' Typae 1 - the number of words in tha data flald
minus 1 is found In flald C of the header.

2 Type 25— the data s 10 bits and i9 Found n
field C. 1Its Basic Block consists of only one
mlnlpockat. Not used. ' ’

3 Type 3 - the data byte count Is found in the

count fField. Field C 1s then used to def Ine

whether or not it is a dotagram block.

- Most sytema on the Unlversa‘.projoct use only Type 3 Basic

Blocks. The Followlng'd[scusslon will be {imited to Type 3
Basic Blocks onlg; The count fFileld soeolrles'the numbar of .
bytes of data in tha datao Fleld"mlnus ona. .In tha case of an
odd number of bytes Iin the biock. a pad character ia appended
to the data streom. The maximum number of bytes per Basic
Block is 2048. The route field, byte 4 and 5, consists of 12
valld bitas defining the portnumber specified by the recelvlng
systam. The top four bits are set to 0.

The last word In the block is a 16 bit checkoom. It is
produced by taking each word Iin the block, including the
~ heoder,  count, and port field, and forming the
'end—oround-oorrg sum of -them. The carry bit is then odded
‘ofter each addition. A more completea descrlption_ of the

Basic Block Is found Iin the Logica Manual [54].

' 8.5.. Tronsport |layer protocol
Lying above tho‘Boslc Block'protocof is the Transport layer
protocol. There ore two gets of protocol in this loyer,

Single Shot Proboool(SSP) ond Byte Stream Protocoi(BSP)
Ce71. | AR
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‘The SSP is used whgh all the data in a transaction can be

contained within a - single Basic Biock. The station

'inbtia£1ng the transadtion. i.a. the client, sends an SSP

rdqueét block, $SPREO..Ed . the public port: of the station

that provldes-the service It wants i.e. service station. The .

servica station will put the doto requested in a Boslc

‘Block, SSPRPLY. and send it back to the client through the

portnumber specifiaed by the reply port field. The format of
the SSPREQ and SSPRPLY basic block - is shown in figure 5.7.
The SSPREQ/SSPRPLY protocol is frequentliy used for occeasing

- tha Server(NS).

——16 bits —> . «——16 bits—s
6C Hex.| FLAGS . |65 Hex.| o
REPLY PORT " _ RETURN CODE

FUNCTION CODE

ARGUMENTS ' - RESULTS

SSPREQ ; | ~ SSPRPLY

~ Fligure 5.7: SSPREO and.SSPRPLY basic block

" The BSP protocol is . a Iightﬁeight7pbdtocol Qsed when a Iange'
-_dmbunt of data needs to be transferred. The client sends an

~ OPEN ‘basic block to the sér#jce station which acknowledges

with an OPENACK basic * biock. The . format of the OPEN and
OPENACK_bIooks are shown in figure 5.8. The connection port

number, specified In the OPENACK. will be used for future

éohmpniootion' between  the _ twdl stdtlons. - Thué.' the
QPEN/OPENACK‘ sets up a virtual circuit _between the two

._sgétems whféh wi{li remain :gcﬁivé' untii closed ‘by- the

#gstéms._
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16 bits —> o - 4=—16 bits — -
6A Hex. | FLAGS 65 Hex. %
REPLY PORT ‘ o CONNECTION PORT
FUNCTION CODE : | RETURN coODE
ARGUMENTS . ' ' RESULTS
!
OPEN  OPENACK

Figure 5.8: OPEN and OPENACK basic block

The FLAGS Field in both the SSPREQ and OPEN block provides
informat ion about the service neqessarg for the connection

- as shown below:

_ Bits. _ .
2-2 spéciFg the protocol
' " @ - non standard
1 - OPEN
‘2 - sSSP |
3 - the nome is a machine ndme. so that the port,
and function Flefds are meaningless. Use by
Nomeserver oniy. | ‘ ‘
4 — Datagram .
c _set if the function code is not apecified .
&4 . set if an extended timeout. for SSP aond OPEN, Ia
" needed | o
S5 ‘set if the service {é found In the remote site
6 ‘set if the service can receive and transmit |
Tgbe.B_Baslc Block | _ _ ' '
7 set if the service can receive and transmiﬁ

.Type @ and 1 Basic Block

. The procedure for séttfng'up a virtual  link between two imdge'"i
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'_étdtidns will ba used 'to illustrate the SSP ond BSP
'prbtoéols. The image tronafer function ié_initicted' by the
control ler station, BBC A. Assume that.Image'stotion A is
_the receiving staotion and Image station B ls"tha'trcnsmlﬁting

station. The steps are as follows:

i. BBC' A sends an SSP, containing the name of the Image

station A, to the Nameserver.

2. The Nameserver sends an SSPRPLY, containing tﬁe address

and portnumber of Image stotion A._back to BBC1.

3. BBC A sends as SSP,  cohtaiﬁing the function required, to
Image station A. ' . ' o B

the reception of the BB with
L S

o, Image .atation A acknowledges
an SSPRPLY. e

5. Image station A sends an SSP to the Nameserver'asklng for
the address of Image station B.

" 8. The Nameserver replies with an . SSPRPLY containing the

-address of Imagé station B.

7. Imoge station A then ‘sends an .OPEN_ to Image station B

using the address suppiied by the Nameserver.
8. 1Image station B. replies with an OPENACK

'The diFFerént_stgps ment ioned above can be Qisuallsed in

Flgure 5.9. The numbers in the Figure represent thé' step

-numbers,




Nameserver

BBC A Image station B

Image
statLton A

Figure 5.9 : Virtual link setup

5.6. Performance

The perFormonce of  the protocol [75] is measured in terms of

the data throughbut. error recovery cand flow control.,

5.6.1. Daota Throughput

The data throughput of the aystem refers to its transmission
rate of useful data. The Cambrfdge ring operates at a rate
of 1@MHz, but there is. a lot of overhead in a minipacket.
-Out oF' the 38 bits in a minipacket only 16 bits oare
avallable for carrying data as shown in Flguré 5.4.  Thus,
the ring bandwidth is only (16/38) x 18 Mbits = 4.2 Mbits per
second. For a ring with 'n' pockets and ‘m' active
transmitters, each transmitting as fast oaos possible, and
with all reéelvers_dccepblng packets without delbg. the

point—~to-point bandwidth per transmitter is

4.2M /7 (n+m) m>1
w2/ (n+2) m=1

Tp

The above equat ion assumes that the active: stations use all

Chapter 5 111
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the minipackets allocated to them. But In the cose where sone
stations are not as active, tha excess bandwidth left by them
are shared aqual ly émongst the other active stations. Thus,
it permltsAa form of bandwidth stealing to occur on the

natwork.

5.6.2. Flow control

-The aim of the flow control mechanism (s to trg.to match the
transmitter station's transmission rate with the receiver
station's occeptcnée.«rate E21.h33; ?}ow cont;ol ﬁechcnlsms
can be broadly divided into : protocol ond Jntefface

mechan i asms.

The minipacket pfotocol provides a form of Fflow control
Qslng the response blts.‘bit 36 and 37. If the résponsa bits
show on unsuccesaful traonsmission it will try to tronsmit the
mlnlpadket again when it receivés the next Free_minipoqkét;
Thea Baslc‘ Block protoco! does not provide ony Porm‘oé flow

control.

Two InterFacé Flow control mechonisms will be described. The
first method sets a time delay between each Basic Block
tronsfer as shown In figure 5.108(0). The time deloy is set

- to ensure that the receiver stotion is always ready tovcccept

the data. The other flow. control mechanism is maxmeanrate

" as shown in figure 5.10(b). The maxmeanrate is specified by
‘the receiver station.. Tha transmitter éhecks ita traonsfer
rate  avery time it has tronsferred N bytes of data. If the
tronsfer rate is higher, it will walt until It is lowar,

befora it continues phocesslng the image data again.
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PROCESS
IMAGE DATA

1
TRANSMIT
DATA

i
WAIT(DELAYTIME)

(a) Detaytime flLow control mechontsm

|

PROCESS
IMAGE DATA

]
TRANSMIT DATA

CALCULATE DATA
-TRANSFER RATE

——— e o URE—

RANSFER RATE
AXMEANRATE

- (b) Maxmeanrate flLow control mechonusm

Figure 5.10 . Flow control mechanism flowchart .
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IMAGE STATION

6.1. Introduction

‘The Vimdge étotion provides multilevel colour image
communication services for the Cambridge ring. Two image

tronsfer services are provided: a medium resolution slow-scan

transfer and a high resolution freeze frame transfer. The
freeze frame tronsfer . service is mainiy used for
transmitting still bictures.-e.g; diagrams ond 6hdrts; while
the slow—éécn .transFéE serQlce .is‘ruéear basically for
trcnsmittihg "é 'sequénce of images, .e;g.  face to face

communication and surveillance.

Tha BBC microcoﬁputer is used as the'qohtroller étotion.
providing a menu driven user interface Ffor controlling the
ima§e  station services. The BBC mlcbocomputer is connected
- to the nlngf_via ‘the SEEL/ORBIS program inteerpt lntngqce '

- which provides Baslc Block (BB) level protocol in firmware.

6.2, Suystem description
6.2.1. Hardwore

The Image st@tlon.conélsts of three multibus boords;"BS)SO.

VMI-1 ond Frdméstore'conﬁﬁolleh card, interconnected as shown
in figure 6.2. They oare 'houséd. together with the power
suppliea and fans, in a 6U type- cabinet. The VMI-1 ring

interface card is connécted'to_a Logicd VTS Poluynet ring node

via a 50 way ribbon cable. The photograph in figure 6.1.

shows the setup of the image station.
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=@

Figure 6.1 : Image station

6.2.1.1. 86730 single board computer(36]

The B6/30 is a single board computer system designed around
the 16 bit 8086-1 microprocessor. The microprocessor has
a clock fFrequency of 8 MHz. It has 256 Kbytes of dual port

memory, of which 64 Kbytes are used by the VMI-1 as shared
memory. for traonsferring data to and from the ring. It also

haos 32 Kbytes of EFPROM space for storing the prograom codes.

The B6/30 aleo has two Independent progrommoble Interval
timers, tLimer 1 ond timer 2. The output of timer 1 is used
o the baudrate clock for the serial 170 chip while timer 2
Is used aos a realtime clock to measure the dato tronsfer rate

and fraome update rate of the Image station




- Figure 8.2 : Image station block diagram
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6.2.1.2.. VMI-1 ring interface

fThe VMI-1 provides a High performonce interfdce betweén thé
80/30 'und a Logfca VTS Polgnet' nbde. It c&ntains the
Flrmware‘Foh supporting the Basic Block protocol.  The VMI-1
" uses a direct memory occess to the 86/3@ memory, to thdnsFer
. data to;uand ‘From~the 86/30 memory. The VMI-1 signals the

completion of the previous request by interruptfng ther86/30,'

‘using lntérrupt _vector 2. Detalls of the Basic Block satup

procedure required by the VHI-l.dre found in reference 55,

6.2.1.3. 'Framestore.

"The . L.U.T. Framestoée pbbvldes tﬁe * Frome acquiéitlon and
display fFacility of the image station. It is configured for
colour image aisﬁicg ‘and qqqulsition.' The input video
éignals} red (R), green (G)and blue (B), are transformed to

luminonce tL)._un¢ chrominance (ﬂ.V) "signals bePore.beiﬁg 
digitized.  The tronsformation matrix for cohverting RGB
- signals to YUV  signals and vlée versa given by the
Phase Alternating Llnes(PAL) talevision shondurds_[SS] are:

Y = 0.299R + @.587G + @.114B
U =-0.147R - 0.289G + @.4378

V = 8.615R - 0.515G + ©.1008

and ‘ - ' , ,
' 1.140V
.581V

R = 1.@00Y . |
G = 1.000Y - @.394U
B = 1.@00Y + 2.020u

+

'The two main reasons for ~digitizing the luminance and
thdmlnonce slgnals'inéteod of the three primary colburs
(RGB) are: ' h '

_(a)'ghe bandwidth of - the chrominance signala, U ond V, are
lower than the luminance signd[.' Thus, a- 2:1 ratio of

lumlndncé to chromfndnce.cqn be uSed._forf,tfonsm{EtiﬁQ"ﬁhe-‘
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" colour image.

.(b) 'ilgnlflcant changes in -ohromlnanée - ore usual fy
accompanied by significant changes in luminance [49]). Thus,
changes can be detacted by checking the tuminance component

" ontly.

The framestore has two vldeor memory boards, enabling it to
store up‘té a maximum of two Ffromes of 512 pixels by 512
ilnés} Each plxel_la_represented. by 16 bits, B bits for
luﬁinancq and & bits for each of the chfomlnance- signals

as shown In figure 6. 3.

16 14 13 12 11
. ] 1 ]
tHMSB

U | v

' Figuée 6. 3. Diéitlsed video bit arrongement

A commercldllg_dvolldble GEN-1.OCK boord, CLUG®3B, iz used to
synchronise the Ffromestore video sighols to the.vldeo,input
signals, It 'also‘ generates a 14 MHz. ‘signal  for the

framestore controller board PROM sequencer.

The framestore contholler'board registers are located between
port address @ to FFH, excluding port addresses bétueen 50H
‘to 60H which are used by the VMI-1. The base address of the

" fromestore buffer memory is sat to 800A0H.
6.2.2. Software

V-Thé. sgstem..softwqre_ occupies thé ﬁop ‘32 -Kbgtes,'_addresg_
' -FB0e0 - FFFFF Hex. ,. of the 86/30 memory.  The software was -
dav.loped'using_thgf80861ln*cl6cuit_ emulator qttdched to the

Inte} MDS system and can be dlvided. !h£o' three sections as
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follows: -

- Ring drivars, which deal with request Foh transmission and
racépﬁlonjoF_Baslc Block o - . _ o

- Framestore drivers, which deal with the transfer of data to
'6nd from the L.U.T. . Framestbre.,as- vell as the coding and
decoding of the lmage' data ' _'

- thé‘Haln program, which ancalyses the task to be performed
‘and coalls the appropriate routines needed to perform the

tasks.

The system softwore wos written in Pcséol ond 8086 ossemb ly
longuage. General housekeeping tasks, maln progrom oand ring

.drivers, were written in Poscal while the _Frcmestore driver

rout ines wera written in assemblg'_ Ianguage ~ This is

necessary to speed up the image dota transfer rcte and also
.to .ensure that the main program and ring driver rout ines -
need not be rewritten, if a different fromestore is used by

the image station in the future.

6.3. Imoge coding _ _
6.3.1. Scanning and Addressing

Different sconning and oddresslng'_technlques are used to
oddress pixal datd,_For freeze frome transfeﬁ_cnd alow—scan

transafer.

(O)Frgeze Frame transfer

‘During freeze frame transfer, the pixels are transmitted a
"saaniine at a time. "Tha sconlines are transmitted in
increasihg order of y oddress, i.e. from the bottom to the

-~ top of the screen. Eoch ‘scanline is addressed bg the % cnd Y

coordinates of the firsat. pixel along a sconline.

'(b)Slou—sccn Framo transfer o )
Durlng slow—scon trcnsfar the Frcme is divided Into regulor'

'blocks. of 8 by '8 plxels.f Each block is specified by hhg x
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_ ond'g coordinates of the pixel at the bottom right hand'
' .¢orner. of .. the blockr‘_The‘order‘!n'whlch_the pixels in the

block are coded is shown in the figure below.

7 57 | 58 |59 |60 |61l 62|63} 64"

2 (w4 bl ey

1 {1 9| 10 |11 |12 {1314 | 15| 16
line @ 1 2|13 4} 51 6 7] 8

Figure 6.4.lCoding order

The slow?scoh trans?er has.. two Frame‘- update hodés.
'condjtional updaﬁe and forced update, running concurrant ly.
In the conditional update mode, all the.blockq'in ﬁ frome are

. tested, and 'oﬁlg © those blqcks which have 'chnngéd
sitgnificontly wil! be coded and transmitted.  The blocks are
iqanned in on outﬁard splraIIlng\moﬁneb. starting from the
centre . oF: the lscreen’(x“poordlndté = 256, y coordlnaté :
=256) as shown iIn Flgure'B.S, This sconning process-was-
ddoﬁted becouse most of the octlve_‘creaé tie at the centre
of the scraen, and thus can be updqted. in a mbre cont inuous
monner thon the more conventlohﬁl.tob_to bottom block scan.
- The séonnlﬁg process is restarted after all . the blocks In the

'screen'have been teated.

screen —7

—F

" pattern

Y

"~ Figure 6.5. Block scanning pattern
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In the forced update mode, only a pdrtiéh oﬁ_tha'blocks in a f
frame are coded and tronsmitted ‘within o frame update
period. The scanhihg process of the forced update mode wos -

from left to rléht fol lowed bg-top to bottom movgmgnts.

6.3.2. delng technlques

The coding technique adopted for 'codlng the image dato for

the Fréeze frame ond siow—-scan transfeb are different.

(a) Freeze frame _ _ :

In the case of the freeze frome image transfer all the_datu
is coded. oand transmitted usfng PCHM codlng.-é- bits for
jumlnonce and 5 blts.for_'each of the chrominance'sigﬁals;'
This is because the receiver station requlre§ on exact
picture of Ehe image in tﬁe tronamitter station. The
resolution of the lmagé is set to 512 pixels by 512 lines to

provide as detn[led a picture as possible.

(b) Slow—scan ‘ . ,

' Block conditional repfenlsﬁment ébdlng technlqué is used to
code thq'imdge &oto'durlﬁb slow—scan lmage-t&ansfer; In this
form of coding., the Frame is First'divided into sqgcre grid
blocks and each block is individuol!g _compared = to the
b(ock..ot the same spotial ,rocqtlbn. in the réFeEence
Frame to check If it satisfies the criteria of a chaﬁged 

block.  The pixels of those blocks which satisfy the-critéria

“will then be coded ond. transmitted. A block is clossifled
‘@8 a moving area block If it hos. elither on averaoge
frame—to-frame luminance difference >= 2 . or maximum

..Frome—to-Frome_lumlnchcg.difference' >= 8 as shown in figure

6.8,
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Pixel by Pixel difference

=

«——reaference frame
//ﬂ . . €W frame

moving area block if average or peak
FDIF exceeds threshold

Figure 6.6. Block Conditional Replenishment.

-The image: station slow—scan transfer. has three modes for
coding the pixels of" moving areo blocks. The choice of.
coding is controlled by the receiver station using the coding

control . strategy described in the next section.

In mode 3. PCM coding (6 bits for luminances aond 5§ bits for
each of the chrominance signdls) is used to code the block
pixels., Since the bandwidths of the chrominance signals are
much iower than the luminonce signal, the cochrominance
asignals of alternate plxe]s along a scanline are transmitted,
i.e. even numbered pixel.: chrominancé signals witl not be
 transmitted (refer to figure 6.4). At the receiver:  the
chrominance élgna!s‘are repeaﬁéd'?or those pixels' which do

‘not have the accompanying. chrominance signals.
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In mode 2, 2:1 horizontal subsompllng mode [5] the lumlncnce
‘and thomlnance‘*slgnals - of * -alternate plxels Lalong "a
-scanl ine, I.e.. odd .numbered plkels (refer to figure 6.4) in
~ the block, ore coded with 6 bits Ffor lﬁmlnonce and 5 bits
‘each for the chromlnonce signals. At the recelver ébdtion
the misslng plxel s luminance signal is restored by tokiﬁg.
the average value _of the two adecent pixels along a
aconl ine, uhlfé Its chrominance data Is obtained from the

previous pixel along the sconline.

In ‘mode"l. 4:1 subsampling mode. alterncte pixels oiong:c
“sconline, as In the 2:1 suﬁsumpiing mode ., and aitérnate
ilnes. i.ef'odd tineea in the block (refer to figure 6.4),
~are nét transmitted. At the recelver, the Iumlnthe. signal
of ‘the missing plxels of ‘the tronsmitted Iiné'drg first
generuted bg taking the average value of its two adjacent
- pixols. the same as in - 2:1 subsamp i ing mode. The missing
'llnes ~ tumlinance data is genarated by taking . the avercage

_Qofue of its adjacent pixels in the g axis.

VA Foroed updotlng technique. whare blocks are uncondltlonallg
updcted is wused to ensure that data ‘errors on the screen :
are corrected after a Fixed "pertod of time. The number of
blocks updated éer frome ore specified bg‘the controllér i
stat ion.  fhe pixel data is coded uiﬁh_PCM coding. each pixel
. represented by 16-blts.— 6 bits luminance signal and § bits

. for each of the chrominance slgnqis.

6.3;3._-Codlhg'Control étrétegg-'

The'coding control_strategg refers onlg to the coding of
‘slow;sccn - image daota. It determines the coding technlque.
used by the transmitting station. The strategy adopted was
'fto”trg to maintain a ,constant -Fraﬁe ”uﬁdate rate, given the

'-netwprk.‘conditioh“ ond . the zéecéiVer _image data acceptance

rate.
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.Image data transf.rr;d-by the fpugo station dUriqgfslow-scoh'
:trdns?or--ervlce is. coded In one of ,thheefmodes.;.The,choféa

of coding mode depends on the following factors:

(a) maxmeanrate 6F thé,tEansFeh
(b) percentage of frame updated
. (¢) data lost In tronsmission
N L Frame update time

" The maxmeonrote is defined by elther. the controller station
or the receiver Image station, whichever is lower. It
specifies the moximum doto .transfer' rota, in terms of

" number of bytes. per 1/#0_6F a second, of the transmitter

'station. At the receiver station it Is used to set the.
threshold, in terms of percenﬁage.of mBVihg_créa blocks, -to
switch between the modes as shéwn_ in figure 6.7. The

“following conventions have been used in the diagram:

Bmin(l)
“‘——ﬂ-———l—“

———

_Bmax(Bj
" Figure 6.7 : Codthg mode.sﬁltching |

-Bmax(n), is the threshold, in terms of number of blocks
updoted; for switching from codlng mode 'n° to a lower coding
mode - 7 _ . _ 7‘ '
-Bmin(n). is the threshold, In terms of number . of blocks
updaﬁed._?or swlfohlhg From "coding mode  ‘n” ‘to a higher '

o chlhg mode:‘__

The Bmax(n) _and Bmin(n) values are related to ‘the -

~ maxmeanrate and are calculated as follows:




Chapter 6 . 126

f_quk(n).? o maxmeanrata * 40

(6 + (16%number of pixels in a block*n)/u)

o Bmiﬁ(n) = ' '5'_‘ maxmeanrate * 32 .

——— e s g ¢ Ay s tmbs e e

(6 + (16%number of pixals in o block®*n)/4)

TquFlc'coﬁgestioh on the ring oousés'two affects: data lost
in Ercnsmission and salower frame update rate. The former
effact is detected by a break in the number sequence of
BBNUMBER while the latter is detected by the timer at the
receiver station. When this occurs the image statlion will
awitch to o louer-mode to reduce the bit-rate. Figure 6.8
" shows  the Fléu dfagrdm of the céding control blgorlthm at

“the recelQer'imcge astation. -

6.4, Image station protocols

. Thae prbtocbls' used bgV‘the"lmcge stdﬁlon'ccn‘be classffieﬁ

under three main headings: command protocol, path setﬁp
protocol ond Iimage tronsfer protocols. In the - following
dlscusa{on. the-Follbulng convention will be used:

- Remote station, refers to the image station which transmits
image data 7 - ‘ ' '
-~ Local sﬁutlon. refers to the Image station which receives:

" and displays iﬁage data

6.4.1. Command protoco!

‘Command protocol refers to the communication betwaen the
controller station and. the local image station uslngA the
Slﬁgle‘Shot protocol (refer to chapter 4). The éohtroller
‘station seﬁds an SSPREO block to the local image statfoh.with

the Function Fleld contoining the service ‘required or task to -

be carried out’ as shown below.
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YES

126

““ARE ANY BB

IS CODING
MODE = 1

NO

LOST
YES S FRAME UPDA
- ME > 1S

| _NO
YES IS BLOCKCOUN]

DECREMENT
CODING MODE

> BMIN

1S CODING
MODE = 3

N NO

- INCREMENT
CODING MODE

SET BMAX.BMIN
AND BLOCK CHANGE
THRESHOLD

- Figure 6.8l: Coding control progrch-Flowchcrt
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Function code '   Tasks
-1 .mf.;.w _“.‘, Grob arframé._fr&me nuﬁbeh_.

: specified in tha argument field

2 | ."'_ ” Disploy the Fraﬁa specified in -
the argument field
.3 A Freeze frame tranafer
b : S SIow;scqn tronsfer
5 o . Stop slow-scan tronsfer

" The argument ‘fleld contains Ehe name of the remote stotion

and the specification of the picture to be transferred.

IF function 1 or 2 Is selected, the local image station will
send an SSPRPLY on completion of the task. But i?rfuhétloﬁ 3
or & is required, the SSPRPLY is sent = immediately after It
. has_'rééd the contents in the argument1f|eld.' Details of the

content of the SSP blocks are found in appendix A.

- 8.4.2. Path setup protocol[é.QS]

" As the name implies the aim 6? the" pédtocol is to set up a

bidirectional virtuol 1ink betweén_ the local - and remote
'station. The protocol can be split into two stages: getting

the node address of the remote station from the.'namesenver,

and establishing the virtual tink with the remote station.

When lmoge ﬁrcnsfer lé'requiréd the Iocai station sends :the-
nome of the remote station, contained in the SSPREQ block,. to
‘the nomeservar station uslng.the'Slnéle Shot protocol. The
nbmeservér willt then .sénd- a ,replg; SSPRPLY block. with the’

node.address of the remote image station in ita result field.

. Uslhg;thé_‘node addresé-gupplled by tHé noméserver. the !ocdl_
tmage itatlonﬂylll troﬁsmlt:cn OPEN Basic Block to the remote
" image station. A .yirtdal 1Ilﬁkgwill_be_éstabllshed'ane.the
_ichl jmageistdtionrreceivés—on' OPENACK Baslchlock from the

" remote ;stotion.f This protocol has been_describéd'in detail
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_in chapter 5.

6.4.3. Image transfer protocols
The image transfer protocols are divided into freeze frame
ond slow-scan tronsfer. Flow control mechanismas and lost

data recovery mechanisms used by the protocols witl also be

discussaed.

6.4.3.1. Freeze frame protocol

Thé freeze fraoma protocol Is used for the transmission of a .
single frame. The resolution of  the image is set té 512

pixels by 512 lines, each pixel 'represented by 16 bits.

Detection ond correction of data  lost (n transmission is
essential .in th{s protocoi.-' This is because lthe _plcturé
wiltl be .sérutinisad more closely 65 :lt witl be displayed
continuousiy at the récelver image station unti! the user
'ucntsranother Frcmé or service. To ensure .the reception of
.all the lines in a frome the local stdtion keeps a tally of

_all the lines received andrwlll-reQUeét for retronsmission of
the missing |lines at the end of each Frame. The protocol for

freeze frame data ttonémission-ls as follow:
1. The local'imogé'stotlbn set up a tullg'oF Eequested I ines.

2. The local imdge staotion sends the | inenumber oF'-all the

ﬁinés " requested to the rémote'imoge étatioh.

3. The remoﬁel'lmcge station sends Iimage data of all the
requasted lines to the local image station.
4. The local image stqtldn_ keeps a tally oFl alt lines .

received -

5. VWhen th5 meObe_imdge stotion'hos-fsgnt all..ﬁhe'reqﬁéstgﬂﬁ

dato it_#ends an End_pF_Fraﬁa.Bcsic Block to the local- .image
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6.; The local image station compares the tally of raquééted
“lines with that of receivad | tnes. If it has not received -
“all tha‘dctq it goes to ‘astep '2_agdln.‘otharwisu.lt gpeé-to‘
step 7. . -

7. The local image station aends‘stop_trunsfer block to the

remote image st@tlon'to indicate the end of transmission.
The sequence of the transfer operatjoh is shown In the figure
8;9; ”.fhe numbers cobéespond to the numbarlng of the steps

descr ibed above.

ocal station : rembte stat ion

1
2 >

Figurg 6.91: fFreeze frome transfer sequence

6.4.3.2. Slow—scan traonsfer protocol

'Therrequlremcnts. of the slow-scon tronsfer protocol are very
different from that o?“the ?reezé frome protocol. In the.
case of slow-scaﬁ tronasfer It is not necessarg for the bémoﬁe_
station to ratransmft_i@dga data lost In trthmIQSIqh as the
7‘screaﬁ;ls'éontlnubuslg'updqtedQ. The‘ralm'_dfj'the sléﬁ¥§c¢n.
_tranefer protocol . is to provide the user w(ﬁh';u‘J conﬁjhﬁgué

stream  of images as "qut "os possible wuntit tha
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controlier station asks it to stop.. The procedure is as

-follows::

1. The logal'lmagé éﬁot;on sends o special BB, INITFfBB.'to
the remote image station. The INITF-BB contains the coding
mode and the block segmenter thresholds.

2. AFter-hecelvlng'the‘INITF-BB; the_‘remote image stctlbn
starts sending the coded data. This is repeated until the

entire frame has been processed.

3. The remote. image station sends an End-of-frome B8 to the

local image station.
4 The local image station checks port 2 for a command to
stop. the transfer. It also chacks If two consecutive
timeouts have occurred. If either conditions has occurred

go to step 5. otherwise go to step 1.

5. The local image station sends a  stop_transfer BB to Ehe_
remote image station informing it to stop the transfer

immediately.

6.4, 4, -Flow control

A flow contro! mechaniam is needed to ensure thot the
‘transmissioﬁ 'raté_:mctches the receiver acceptance rate, .
This béevents'thé loss of data at the receiver. . Data flow
s 6ontrélled at two levels, the interface ond the phbtocol'
Ievel._'- | o | | '

_Tuo..interFace Flow control mechonisms,  the delay time
lbetueen 88 and the maxmeanrate technique, are used. In the

former téchnlquq_the-'reméte' station waits for o fixed time
" period after _each‘-BB transFar_r before it  continues
- processing. . The delog'tihe between each BB .is specified by

"the  controlier station. This flow control mechanism was
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Qgéd dﬁring freeze Frame'tronsFer; -.

The " moxmeanrate (max | mum tronsFerl rate permitted) con be
def ined by either the_controller"stction ‘or local station,
- whichever is lower. The remota station checks its data rate

every tima it has trcnsferredltwice thgfspeci?led haxmeanote

value. There must be o time interval ~of- 25 milliseconds
since the last check before the image station can cont inue
_processing the remaining image dota. This flow control

maechanism was used during slow—scan transfer.

6.4.5. . Buffering and Acknow!edgement '
© The buffering policy is closely related to flow Qontrol;f The
'iocclzlmage_ étatioq has two input buffers, -bne for the
‘contrOIieh ‘station and the other for ﬁhe- remote -image
stotion. The buffers are multiplexed: port 2 for the former
.1and port 1 for the latter. The latter buffer consiste of 9
listenlhg BB&. used for buFFéﬁlng;.the' imoge data from the
- remote station. whilst the former buffer, consisting of only

one BB Is uséd for listening to the controller étobion.

. Tha.remoté image station has a transmission bu??er.df 2 BBs.
It olso allocates 2 listening BBs for the INITF-BB from the

receiving Iimage station.

.The '.chull -lmage statlon'.sends oh acknow l edgement 'BB.
INITF—BB.'oﬁ_reception of the end-of-frame BB from the Eemofe
Imége- stotion. Two ackhowledgement' BBs are sent per frome
durlhg slow-scan transfer. This is to' overcome the round

trip delay when'trcnsFerrlng over a wide area network, which

- would otherwise reduce the frame update rate. The round trip

delog when transferring ddtc 'Qver7 the ‘OTS":is around- @. &
- meconds (78]. ' - a '
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6.4.6. Lost data recovery mechonism

The Combrldge ring has an error rate of obout 10-12. Tt
has a number of mechanlsms for detectlon of data lost or '
. cofrupted in tronsmission. At 'the‘rdctaA_liﬁk layer, i.e

:m;nlpacket pﬁoéocol. the'transmltter station compares the
| returned minipacket with the - pocket-lt-hué transmltﬁed; IF‘
they are ﬁot the same.. the ‘astation will Erg ﬁo retronsmit

the;minipocket again, for a maximum of 15 times {70].

The Basic Block proﬁocol_uses the checksum at the end of éach
‘block to detect corrupted blocks, which will be ignored by
‘the reoelving';ﬁtatioh. but it does not Inform the sender
that the blocks‘ have ' been .corfuptgd_ or'idst. Lost blocks

' create one of the'Fo}lowlng ef fects: '

(a) a deadlock state [46], i.e. both communicating stations

wait Indefinitely for each other to initiate an action

(b) the receiver image station hos a different image to that

at the transmittgr station

The deadlock_stﬁte”ocours when etther ﬁhe:~INITF—BB or . the
énd—offfrume‘ BB is lost. A -timeout‘Facillég provided
by the_VMi;l. when setting up Input buffers of basic block,
is used to ovércome_this problem. The timeout period is set

tp 2 secondé.

‘The BBNUMBER attached to the beginning of each block is used
to detect lost BB, indicoted by ﬁ bréuk_in the sequence,
dﬁring_slow—scan transfer. Forééd decte of imoge data
‘ensures that -Ehe_ erroré. craeated by hhe Iost.BB will be

overwrltten after a Fixed perlod of tlme

The freeze frame protocol uses a diFFerent technlque for .
: deﬁectihg lost blocks. "It keeps a _tollg :oF ~all the lines

- recelved and compares it with its own list of heduested
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ines. . The list of lines not received will be” requested -

- again For a maximum of’ 5 tlmes,
6.6. Software
The software of the Image ' station can be divided Into four

stuges:"inltldl}—tcsk, analgéis and perFoEmaﬁce,‘pcﬁh'éetup?"

and Iimoge daota transfer.as shown in figure 6.10.

6.5.1. Initial stage

On.reset the image station wiil bootup the VMI-1, and initio-
-lise the interrupt timer. It then generates a colour bar

signdi on the screen by writing to frame @ of bhe framestore.

AFteb.the above reset procedﬁres.-the image station will set
up two Boasic Blocks input buffers, one each For port 1 and
~port 2, ‘to lasten For data from the ring. It will then wait

jndefinitelg for data‘to crrlve on one of these ports.

6.5.2. Task analysia

On recelying a BB‘thé image station will check If It hos the

correct headers, If it does not have correct headers the
"image station will return to the initiol stage.

"If the biock is receiQad-on port 1, it is from the controller

station. The block wouidrhGVe,an SSPREObeock structure with
the task defined by the 'OPCODE' vartabte. If the task does
not require image dato ‘transfer, the local station uillf
perform the task and send an SSPRPLY block back to the
control ler étction. The'Image station witl then returh to
jthe fnitlal State. chting For Bualc Blocks to arrive, .'For-

ﬂFreeze frome or slow-soan trcnsfer the local i mage statlon

fwill First’ ‘read the content in the. urgument'_ field of  the
SSPREO block prior to. sendlng an SSPRPLY block buck to the

controller
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Figure 6.10 : Image station flowchart
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6.6.3.  Path setup

‘This atage is only required when the task to be performed is

either freeze frame  EransFon or a slow-scan tronsfer. The

Image‘station usaea the nomae of the remote Imﬁge atation given

by the controller station. in the SSPREQ. to access  the

nomeserver - address - toble ([39]. The Nomeserver will reply

with the destination node address and its public portnumber. '

It then sends an- OPEN BB to the remote statlon._whlch will
reply with an OPENACK BB. '

6.5.4. Imdga data tronsfer

The flowcharts in’ figure 6.11 ‘ond figure  6.12 show the
software of the remote image station during freeze Frame and

slow-scan imaga  data ; transfer. . In Figure 6.11 the

- following conventions are adopted.

- BYTECNT = Number of bgtes In the Basic Block
VAIT(N) = - Delay routine. VWait for N milliseconds
BYTESPERBLOCK = Maximum number of bytes per block (20#8)

For the slow-scan image data transfer Plowchcrt (Figure 6.12)

"~ the Follovlng conventlons are cdopted

SCNT = This vaéicblé is-  Iincremantad bg the timer interrupt

-every 25 miliiseconds. S
'NUMBYT = Number of bytes tronsmitted since the last SCNT
check. ) / I

' UCOUNT = Number ‘of conditional blocks checked since the last

7 unconditional ly updated block.

Figure 6 13 shous the Flowchart of the receiver lﬁagé ﬁtction 

- during image transFer
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a. 18 : , SOFTERRORS=SOF TERRORS+2]  TIMEOUT ERROR
. AND -k
TOTALRECLINES>=TOTALREGLINES : :
' YES -
: - - [“bfrERRoas SUFTERRORS*1 I-
[AgEGUESTING=FALS§;J
|
-
w

Figure 6.13 : Receiver station £ lowchart
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6.6. .Performance _
- 6.6:1. Dota rates - -

Bféckr conditional replenishment coding was uged to code the
iﬁdge aato duElng slow-scdﬁ transFer ‘The data trcnsFer_'
rate con be llmlted by one of the Followlng Fcctors
(a) proc-sslng power of the 8086

‘(b) VMI-1 dota tronsfer rate

(c) ring dota bandwidths

Using the block conditional replenishment coding tecHnique
image data rate output to- the 'ring Ffluctuates, depending on
‘the percéntoge_ of changed bloéks lbetwéen twot9uc¢éss!ve
frames. The minimum time réquired.bg the 86/3@ to process a
block of 8 by 8 plxels';is approximoﬁelg 620 hicrdsecqnds.
“1when tﬁe block is detected cé 6hanged aFteEitestlﬁg Eﬁé_First
line oF:plxels. and a maximum of 1089 mlcroseconds. when the

' block hcs been detected as unchcnged

The VMI-1  has ‘o maximum dota transfer rate of.opproximctelg_
829 Kbits pér“ second. - Thus, the maximum data transfer

rate of the Image sﬁqtlon is 800 Kbits/second.

The ring dﬁta bondwidth allocated to each station - depends on
'the"number of. active stctlons.- stationa thot use all the
.mlnlpackets allocated to them. on the'rjng and the number of

minipackets circulating round the ring by the eqhaEion”belou-

[

4.2M / ( n-+:m) T m > 1
424 7/ (n + 2)  if m=1

Tp

[}

uherg‘\m : rebresents ‘the number oF minlpcckets on the ring
~ond 'n’ represents the number of active stations on the ring.

The Universe ring at Loughborough Untversutg has onlg one:
minipocket on the ring at a time. Vhen duto is: transFerred 

. over a wide arec. network the bridge bundwldth is usually the:
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limiting factor. eg. the OTS satellite bridge has a data
‘”transfer bundwldth of’ approxlmatelg 260 Kbits/seconds.:' SRS

6.6.2. Image coding perFormanca

 The 'quaiitg'of the pictures obtalned using -the different
modes is as shown 'in figure 6.14 and Figure'é.ls; The
degradation in image qualltg,-ls. quitg noticable when
comparing' the origfnal.imcge with a h:l.subsampled pl¢ture
In figure 6.14. But the degradation ia tleas noticeable in
the head and shoulder picture in figure 6.15.

" The amount of Qompreésloh ' cchieved depends on the
percentage of. changed blocks on the screen_ and the coding
mode emplogedQ . On average.' between 252 and 4Q%Z of the

screen chonges within a second.

6.7. - Conclusion

The ' image statloﬁ provldes multilevel colour iImage
communication, slou*scan transfer ond freeze Frcme transfer,
err the Cambfldge -rjng.' High resolution_ pictures, 512
pixals by 5612 Iines.  were tronsmitted during freeze frame
transfer ond medium resolution pictures were transmitted

during slow—-scan transfer.

The slow—scan image trangfer mode has three modes of coding
‘pixals ' oF. changed blocks: PCM, 2:1 subsdmpling"cnd 431
subsompl ing. A coding control -éthategg was used to switch
between the different modes to maintain a constant frame
update rate of one Frame per éeéond. This _Is._15 times

faster then the previous image stat ion.

Standord protocolé.  SSP_ and BSP, ‘were used bg‘the‘iﬁoge
Vstqtlon to maintain compatibility with existing sgfvice

. stotions. Simple protocols were used where thé-iocdlr

image station makes simple requests within a s@oll Basic .
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128x256
2:1 subsampl ing ' ' ‘ ~ 4:1 subsampling

Figure 6. 14 :.Ciock '
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Original Normal mode(256 by 256)

21

subsamp | ing 4t:1 subsampl ing

Figure 6.15 : Test card
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Block to the remote image station, on a frqmé by frome basis,

- whloh_responds:bg.séanng the lmogendatq_ln‘the reverse poth. - - -
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O scus=s fomn and. ESLJg;g;eagaiirlcbrw53~'

Ffor FfFfuture worls

7.1, Introduction

As o result of the research described in this thesis two new’
© services have baen ,devéloped for the Ccmbrfdge ring:
slow-scan transfer and freeze frame colour image tronsfer.
These two services are provided by an image stdtlon which has
been built around the LUT Frchgstore. - The work performed
duﬁlng_ the reséorch period  consiated of ~ image coding
simulation, design_cnd construction of the LUT Froﬁestore.

and the impiementation of the services on the Cambridge ring.

- At the start-o? the project, a siganicdnt amount-o? time was
spent on the design and construction of ajrfdst‘ and
Flexlble fromestore to be used by the imoage stcﬁion for the
acqulsitlon.cnd dlsplag_o? imageé.? However, at thé_same time
variocus Interfrome image coding tebhnlques wvere investigaoted,
using the B.T. fromestore. These proved a useful guide to
the amount oF_dcto‘reductfonAthot . could be achieved os'wéll
:as_ possfble'_algorithms uhicH could be implemented for the
transmission of colour Images on  the Combridge ring. It wos
ohlgrin the latter part of the project, that the Frome#tbre
‘and _‘the results obtoined from the image cbdlng work were

brought together to provide the user ‘with’ the‘sfow-scdq'

tronafer and - freeze frame tronsfer services on the imoge
station.
7.2. Diacussion

7.2.1, Image coding

D{sblccement estimation algorithms: recursive pixel and block

- matching'technlques were used to compeﬁsdta for'ﬁotion*in the
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"picture. Thfeo'recuréive pixel aigorlthms'ﬁere'lnvestigéted;

-the -steepast déécent"mathod.-tﬁeiélhpli?léd steepest-descenﬁ.
mathod and Newton's method. Of these three the Newton method
gives the highest data compreasion, l-é.'_the jowest moving

ored'predlotive error.entrobg.

A number oF-bloék matching qlgorithﬁs vere investiggted and a
‘newv _clgorjthm._'fhe Basic . simplex search 'ajgorithm. was
developed. The Basic simpilex secrch'algorithm teqﬁlres the
lowast compqtctional ovérheod._'glvlng approximqtélg 50%
reduction - when compared with the 2D-logarithmic search
- algorithm [41]. ‘ -

- Compar ing the results‘ of the two groups of displcbement 
estimation algorithms the block matching algorithms give a
greater reductioﬁ in predictive error entropg  than the
reoﬁrsi#e_pikel algorithmas (which is directiy | related to
bit-rate). | | -

7.2.2. L.U.T. framestore

"The L.U.T. frameatore was designed as o general purpose
fromestore with vector drawing graphic copabilities. The

table below gives a comporison between the LUT fromestore and

two other commercial Fbameétores. R16.4.2 developed by
"~ British ‘Telecom (13] and :IP512 developed by Imaging
Technoiogy . Ino.(28]. The table shows some of  the

speclficqtlons of the individual framestores.

Unlike the B.T. framestore, 'the-lLUT framestore disploy
resolution Iis softuaré selectable. This enables the user to
- vary the display resolution to his/her redgifament; é.Q. high |
"resotution (512 by 512 pixels) for displaglng.didgrdﬁs wHIIe
med i um ‘hesoiutlon. (256 by 256 pixels) Ffor continuéuslg

_,updatgd'iﬁdgeél'
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Framestore . R16 SooLur - IP512 unit

'Imcgé‘ﬁesoluﬁion Cmax)"” 512x512 '512x512tfﬂj7512x512_ pixel
' J(min) 256x256 256x256 256x256 | pixel

Reso!qﬁion select o hordware software sof tware

Pixel depth (bits/pixeld| 6 16 iy

Pixel access time|{max) 1.6 1.3 . 1.2 usec

o | mind 0.8 0.6 ' 2.8 | usec

'—Fndme acquisition rcte.' .50 . 50 50 Hz.
Samp!ing rote - 5 or.10 7 or 14 5 or 10 MHz.
Table 7.1 : Framestore compcrisoh table

Ahbtﬁer odvcntcge'.oF- the ~ LUT Frcmestor97 is that it is
buiit'csrc colour fraomestore while the IPS512 and R16.4.2.
framestores are monbchréﬁe fraomestores. To convert the IP5127
into o _colour Frchestqre. it is necessary to connéct ot_iecst

2 of them .in _ﬁcrcljel.

The - LUT Frc@estore has  an .édditionai advantage of low
reglgter'setup overhécd when .ccceésing biqus_o? data. Ikt
has a block accesé-}nstructibn which recds out a square block
of -dctc;'From'the_ivideok memory with a siﬁgle instruction.
'fn -the‘ case of the R18.4.2;~Fr0mestore; tHe X address
régi;tér. Y cddress register, and the R/VW pulse register have
to be setup For.ecch pIer :aécess.‘ The _IP512'dqes'h6t'hcve.

block read instchtions but it does have autoincrement and

. autodecrement facilities. This reduces the register setup

overhead. but it is still higher than the LUT framestore setup

 overhecd ads the Y oaddress nééds to be setup at'the end oF 
each "SCdnljne in o block. By reduéiﬂg the register setup
errhecd.per pixel, tﬁé rate - at Qﬁich data con be read from
the Framesﬁbhe is IncrédSed; Furthermore the pixelfcccéss

“time of the LUT Frcmestore7coﬁpdres'chourcblg,uith the other

“framestores.
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The = £ UT Frcmestore cdh .;be set so thdﬁ onlg.c specific

-'-cotour- is - urltten onto the screen. Using thls feature with
the GDP inbuilt chcrccter and vector drow:ng ccpcbillties ther.
framestore can be tncnsFormed into a graphic display

terminal.

The LUT Fromestore lhcé 8K bytes of buf fer méhdrg through
which data is passed between the host_sgéteh‘cnd tHe-videq
memory. This_enbbles the h§st processbr.to work concuhrent!g
._wlth the GDP, f.e; the hosE processor can be Fecding the dota
out': of the BUFFer memory wHile it is being filled with
'{magé_dotc by the GDP. | ' ' |

) 7.2.3.'71muge stcﬁion_

The image 'stction;is used For the tronsmission/reception of
digitised colour imcge-datc over the Cambridge ring. It has
" two modes oF‘operction; freeze frame transfer (512. by 512
pfxels- resolution) and slow—-scon transfer (256 by 256 pixels

resolﬁtlbn)( Thé Férmer mode is us ed.mcinlg For.trcnsmiﬁting
‘c single high resolutroﬁ Imoges while the latter is used for
contlnuousig updated medlum resolution Imcges. Thé‘operation
|s,selected by the user via aon. image stctionlcohtro! program

on the BBC microcomputer.

(a) Freeze frome transfer _

Durlng freeze frame transFer the image data dre'coaed using -
- PCM  coding, - 6 blts For '1um|ncnce‘ ona 5 bits for each
‘chrominance components. It has o resclution of the imoge 512
pixels by 512,iineé. The dato lé coded lina by line. The
'detagtlme; flow :cbntrol mechanism, fs used to Mthh the

transmission rate to the remote‘stot{on'dctc receptfonrrote.

A data recovery mechon:sm is_ihéoﬁpbrcted' into .tﬁe‘ freeze,
frome transfer protocol to ensure that the local station has

.‘PECEIVEd Catt the requested ‘data.  Ddtc lost- will be

”requested agcin FOP:‘OZ max | mum of " five’ timés. h_Thef data
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. recavery meohanfsm in e#sentiol'during freeze Prdme_trunsfor

as’ " the '"lmoge‘recelved”“wpll”_be””dlsplaged"untll"'anbtheﬁ”'“'”

operation is requested by the user.

(b).Slow-scon transfer

' Block conditional  replénlshﬁenb codlng..?s used For the
transfer of data during slow—scan transfer. "It has three

coding ﬁodes{_ PCM, 2:1 subsamp i ing ond 951 subsaompling. The
coding mode is sélected by the recaiver stotlon on a frame Bg'
frome busls;r The cholice of coding mode depends on the amount
of movement between successive fFrames ond the traffic on the
" Cambridge ring. ‘This is necessory because the Bosic Block
protodoi does not inform the sender . station if data has
not been shccessfullg " transferred.  To overcome this
' phobfem3 the rece]ver_étntion monitors tha first byte of each
Baslc‘BIdck. which contains tﬁe Basic Block sequence number
(BBNUMBER) . A break In7 tha number sequencé_indicotes that
‘data hos been loat in transmission and ‘thé_transmitter data
rate should beAreducgd bg switehing the coding mode. :TraFFlc
congestfon- is detected by monltorlng the  frome update rate.
The coding mode is switched to o lower bit-rote mode when the

Fframe raote is greater thon 1 second.

-.The'~5]ow-scan' trané?er uses the_'maxmeanrote"mechaﬁism'to
control the f(ow of dﬁta from the tronsmitter statlgn.' The
“*maxmeanrate’ is def ined bg-eithér the. BBC -mlcrooohputer or
the recelving station. This method of flow control - is more
suitable to the s{ow~scan trcnsFerh than the ‘delaytime’
method  becousé the Bldck 7condItionoI rep lenishment éoding

technique produces a variable bit-rate output.

ProbiemS'oF long delay batween the endlof one frame and the
" start of  the neaxt, i.e. round ;trip delay, arise when
'tronsFerFing: slow-scan image data over o Q!de area hetwork.V
This problem:ié"solVéd by’ requestiﬁg one frame in. advance,
l;e..beférq'thé receiver station has_‘received the data for

the current Frémaﬁ lt_Has alreddg requested the next Fbame._
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- 7.3.: Fuhure work

The results of the image cddlngr work havg- prern thé
feasibillty of bit-rate saving using . block matching
dlsplaceﬁent'estlmation algorithms.  But due to the lack of
computotioﬁdl powéﬁ.oF thé 86/30 SBC, - the'simplest form of
interframe coding. .Condltlon&l replenlshment/PCM coding, has
been - imﬁlemenhéd on the image . stat ion. One way of
'provldlhg1more oomputatlonal power to the image station is to
incorporate a digltaf slghol processor (DSP), e.g. TMS3201@,
on the Ffromestore controller card. The DSP could take over
the task of codihQ)decoding image dutq from the 86/340.

The present . lmdgerf stotion provides colour - image
communicat ion batween two sﬁatlons onIg. A possiblekcvenue
for the.éxtension of this work is to providela muftlpolnf
colour image communication, = i.e. ~each station
_cou!d.cammuhicctlon with more than one other station at the
same time. The display of the’ monitor could be divided
'Inté. individual windowa to dispiay the data from the

different stations. - This would _heip..réduce the eéuipment
cost, as only one receiver image station is required by eoch
éf thé 4p'é.-r17:1'<':1pé,nts"i in dvlc!eoconf“érence. C_)_ne of the windows
on the.dfsﬁléglboﬁld be used for displdging the contents of

an  electronic . blackboard for graphicu] communication,
Figuré 7;1._ shows an example of how the screen could be
divided. - - - a | |
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 APPENDIX A

Image station protocol

The protocol of the Iimage station can be_dlvided inte two 'r
Cohmqnd protocol and Image tronsfer protocol. The .Formeb_
refers to the interaction between the controlier station and
one of the Imoge'stefioﬁeogflt only uses the SSP protocol for
its transeotIOn.' The.Image tronsfer protocol reFersr to the.

_communication between. two image'stations.‘This involves the

setting up oF a virtual 1ink between the two image station
using the OPEN/OPENACK protocol and the actual! tronsfer of
compressed  imoge dato.- Another protocol thaot would be

_described is the Nameserver protocol which Is used by the
receiver fromestore to get the oddress of the transmitting

framestore so thaé it can establish the virtual |ink.

1. Command protocol

1.1. Controlier to Image station

(a) fFrome grab , . ‘ :
This function couses the Imoge station to grob a frame from
the_vldeO‘souhce in the store specifled bg the store number.

The new frame Is also displayed

..4_ .

'SSP Port = 1; Function = 1

Basic Block:

SBgEes Contents
9-5 _ . Header o _
: 6 - .Charocter count of the remote Image'stotlon—

R - name in the ncmeserver table.
132,133 - Store number

(b) Displag Frome

Thls Functlon causes the Imoge station to dlsplcg tha content |
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of the frame specified.
SSP Port = 1; Function = 2

'Bosrq‘aléckz

_ tes ) | Contenﬁs
.05 - Headear
6 'Character count of the remote Image atation

name in the nameserver table.
132.133 o ‘Store number_

(c) Fetch single Frame

Thie function causes the local Image station to fnltlcte the

transfer of a frame from the remote Imogé'stqtion.l
. SSP Port = 1; Function = 3

Basic Block: _ .
Bytes ' -Contents -

-5 o Header
6 - ' Chaoracter count of the remote Image station

‘nama in tha nameserver table.

7 on . " Remote Image station nome

136,131 '~ Delaytime ‘ :
'132.133 . Local store number‘.'.

134,135 - Remote store number - N
136,137 - Local store - first blxéi in 1ine
i38.139 | i Remote store - First.pfxelrin'llne
140,141 o ~ bLocatl store - first Tine o
142,143 . Remote store — First line ‘

144 145 ‘ .~ Total pixels in each line

146,147 T Totol lines in a frame

,(d),Stdrt siou~scan-tponsFer" o
Thié function éduses bhe.'loéal - Image station to'inltlabe
tronsfer of a cdntihubgé.sthecmiéf' Framasfuntil'réQUasted to

'stop. The data ' were ‘coded using Block Conditional
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. Replenishment coding.

SSP Port=1 - . Function=4

~ Baosic Block:

Butes ~Contents

e -5 Header _

- 8 . Character count of the remote Imoge stut!on
name in the nomeserver table.
7 on Remote Image station name
130,131 Delayt ime |
132,133 Local store number
134,135  Remote store number _
136,137 - Unconditional to Conditional block
' _" -updoté'roﬁio -

136:139 Maxmeanrate
140,141 Minimum data block width.
142,143 Minimum dota block height
144,145 Block scoieFactor
146,147 Block start x oddress
148,149  Block start y address
160,151 .Block,horizontal ovarlop
152, 153 "~ Block vertical overlap
.15h 155 Luminance peak threshold
156,157 u colour component peak theshold
158;159 V colour component peak threshotd
169,161 .Luminanoe'ﬁlock average threshold
162,163 U colour component block average
. ) threshold 4
:164;165 "V colour compoﬁent block average

.threshold

(e) Stop ‘slow-ascan transfer .
This Functlon commands the racelving _imoge station to ‘stop

' tho sl ow—scan transFar

SSP-Port=2. :. Funct ion=5
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Baslc-Block:'_ _ - _
' Bytes = ‘Contenta
@8 -5 _ » . Headar

‘1;2. _Imdge stgtlon to Controlier station

This jsr’thc SSPRPLY to the cohtéoller stétfon'ackndwiedglng
the reception of the SSPREQ.. '

Baslic Block:

Bytes ~ Contents
@ ~ 5 : Header
- 2. Image transfer protocol

. 2.1. Open/Openack protocol.

The Open/Openack prbtocolésefg ué-élbldirectionol‘ virtual
link betwaen the two image station. The formot of the Basic

Block is as shown béloﬁ.

(a) Open Busic Block B
OPEN Port=2 Functfon=3 4

‘Basic Block:

Butes = - Cohtént§

@ -5 . Header

6.7 - 9 =-mo¢ochromé..1 =Hcolour

8.9 " Size of .the Basic Block

10.11 Delog'befueen Basic Block transmission

- or Maxmeonrate

12,13 T Display frome 7
14,15 .~ Number of plxelsrper-line
16.17 . Number of lines per frome
.-18.19 _,-." Number of bits allocated to. Iumlnance:
. ._componant : o )
20,21 Number of bits allocated the U and v
'  .components '

) 22.23 - L Uncondltlonal block update per Frome-.
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24,26 4 = Slowacan Image tronsmission

o 26,27 ”-”'3"f_.ﬂinimum width of the image data block =~ -
) 28,29 _ ﬂinlmum héight of.ﬁhe 1mage data block

30.31 .. Scalefactor of the imaoge dota bilock
32,33 - ' Horfzontql image data overlop -
3#.35_“ o Vertical image data cverlop.

36,37 . | Paak luminance threshold value
38,39 C Peak U componqnt thresholid vulue.

40,41 Peak V component threshold value .

L2 43 o " Average luminance thféshold value
4#.#5- . . Average U'domponent thresﬁdld value

C 46,47 : Average V.componént_threshold vaiue

- 48,49 R Hoxlmum_transmlsaion rate pérmltted by
' . the chonnel! or local stctlon'depend!ng

- on whichaver is lower.

(b) Opendck_Baslc Bilock

Bytes Content
0;5 7  Header
- 6.7 S @ = monochrome, 1 = colour -
8,9 Size of the Basic block buffer size
10,11 " Moximum transmission rate of remote
o " station B o }
12,13 - Disploy FEome: o
14,15 - ' 'Numbér of pixéls?per line
16,17 . S Numbér of | ines pear frame
18,19 - Number of bits allocated to
o o luminance component
20,21 Number of bits allocated to

U and V component

2.2. Data Eruhsfer protocol

(a) Freeze frame A A R
. The transfer is initiated by the INITF basic block as shown

bélpw;-

 _ o - e - , B o e r‘
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- Bytes _".Conéent;m“_vg_ﬂwm_

0.1 o =3 _ _
2.3 : ' '_ Remoterfram;étqre display fraoma ngmbér
4;5 . . Number of plxé(s per line

6.7 .'- ~ Number of |ines per frome

.8.9. ' Total requq#ted | ines(N/2)

 10—1B+N ' Liat, os 16 bits integara, of réquestéd.

lines in the sequence required.

The image data Ffrom the remotn-stdt!on is organised as shown

. balow.

Bgtes N '.Content‘
8.1 o . Linenumber
2.3h. _  Firstpixel addreas of the line
- b,5 Number of pixels per line = N
6.7 R =@ if monochrome, =1 if colour

. _ Lower byte of Ffirst pixel

N+8.N¥9 = Upper bgté of First-pixel

After transfering all the requested lines the remote station
transmit end-of—-frame Basic Block. '

Bgtés . Content

9 -6 . : =@

6.7 =0 If monochrome: =1 If colour

{b) Slou-scoh.tronsFer , _ ,
The Formatlof the basic block requesting Ffor frames, i.e
INITF, ism as follows: ' -

}Bos!c Block

Bytes - . Content
9.1 | =4
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2.3 ' . Rcmoto;féomestora display frame number
.“4}5" ST Horlzoﬁtul'addréss‘of.the'?lrst block_-
6,7 . ~ Vertical address of the_first block

8,9 ° Minimum width of the block

10,11 . Minimum height of the block _
12,13 _ Minimum block size multiplication factor
'lk.15 o Numbor of over!opping plxels in the

_ _ horizontal diraction :
16,17 Number. of overlapping pixels in the

verticol direction

The image data from the remote station is .Formatted_&s 7

fol lows

Basic Block'

Bytes Content : .
2.1 BBNUMBER, i.e. Bosic Block number
2 ' . M : defines the_coding mode

1 = 4:1 subsampling

2 = 2:1 Horlionﬁal éubSumpllng
3 R
& = Unconditional block update

-Normal

3 - Block size multiplication Factor(N)
4.5 o Vertical address of the block
6. 7. ' Horizontal address of the block

8 - 8+bgtes per image dato block'’
' "~ upper byte = chrominance

lower byte = luminonce

The remote(sending) image station tries to fill each Basic
Block with os :mung image dato blocks as possible but it will
not sp{it an image data - biock data betueeh.two.succéSSIVa
Basic Blocks. - ' | -

"CTHG_ Pormoh oF the end*Fo*Prome Bosic Block . tha 'é&mé"as"-

that oF the Freeze Frame transfer
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Tho'éohtrollor_ stdtidn' sends . a sEop-transFer Basic Block to -

the raceiver " statlon qhén 'the"uqer"udntsz to"stoﬁ"the' "”

,:iow-acan tronsfer. The Format of tha stop~transfer Basic

"Blook_ia as shown belgw.

Port =t

sSSP
‘tas Contant
) . =5
1-5 =0

3. - Nameserver protocol

The protbcol s usad_for accessing the oddress'of the remote
framestore. The station requesting the table lookup service
sends an ~ SSP to the Nomeserver. The formaot of the Basic

Block is as shown balow.

TBdslc-Block:

Bytes
@ -5
5 _

7
8.9
19.11

Contents
Header
Remote sEore_ﬁode addreas
Flags ' . _
Destination public port address

Open_Function

. ssp
Bpsl§ Block:
Bytes : Contents
@ -5 Header ) _
_Glon Name oF‘thelremote'statlon_
.. The format of the Basic Block from the Nomeserver is as
fol lows, S L L
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T DIgitta Y [cﬁ¢a£: :sa lrﬁ(a tat torm

system

The Digital Video simulation system, shown in figure B.1.,
was developed Fbr-thg purpose of cnalgsing of long lmgge

‘sequencaes. It consist of three main components:.

Ci) A Idsér disc to provide the iﬁoge.source o
(1i) A colour framestore [26], "consisting of three R16.4.2.

Fromestores. is used for. the_ccquisition_and displcg of
images | L o
Chii) BBC microcomputer. to control the taser disc as well as

‘data traonsfer to ond from the framestore

- The Ioser'dlsc produces Imoges at 25'?Ecmés per second. VIt
allows the user to step through the Frames individual ly under
the control of the BBC mlcrocomputer. This enables the BBC
microcomputer to read daota out of hhe_Frdme#toEg Qnd process

it. ot leisure.

The BBC mlcrocoﬁpﬁter'is-lnterFuced. to both the laser disac
aqd the fromestore. ~Table B.1. shows the register mapping on
the BBC -mlcrbéomputer 1MHz. bus. Figure B. 2. ‘'shows o
flowchart for the colour Frcmestora ‘read and write operation
Figure B.3. shows the circuit diagram of the interface

batween the BBC mlcrocomputer and the Framestore ,

The Iuser disc allows the BBC microcomputer to control lt via

{ts remote Qontrol port. The commands ond data From the
BBC microcomputer are encoded into o serlai code.’ This

format is ‘shown in figure B.4. The format of the continous

. pottern beglnnlng with the Fixed code ‘@01’ followed by DO to
' j,Dh to inducato the contont 1t ends with a shcp code 'Q00-".

A TG' has the lou lnterval width oF 1. 05 mllllseconds while

r
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a "1’ has 2.11 milliseconds. The relationship between the

D@-D4 codes and the commands and fraome number is shown in
table B. 2.

The pulse width |Is controlled by the BBC microcomputer

sof tware. Every time the laser disc port is accessed a
positive pulse will be generated. The Individual code, @ and
1, are generated by timing the Iinterval batween successive
loser port aoccess. Figure B.5. shows a listing of the
section of the BBC microcomputer laser disc control program
which times the period between each pulse. The circuit
diagram of the laser disc interface is shown In figure B.6.

Figure B.0 : Digital video eimulation aystem
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STORE X ADDRESS IN XADD REGISTER |
STORE Y ADORESS IN YAOD REGISTER

WRITE 1 7O RWPULS REGISTER

_//READ CHECK REGISTER// o

15
HECK NEGATIV

NO

READ DATA{LOW BYTE)

READ DATA(HIGH BYTE)
. | o .
(a) Flowchart for read routune

, { |

STORE . X ADDRESS IN XADD REGISTER
"STORE 'Y -ADORESS IN YADD REGISTER
STORE DATA IN DATA(HIGH) REGISTER

I
STORE DATA IN DATA(LOW) REGISTER

T '
VRITE O TO RWPULS REGISTER

| //READ CHECK REGISTER//

'f kb)'Ftouchohﬁ,fdbiwrpté rdthné'f
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Appena!x B Lo I 1?6.,

 ADDRESSS - |  REGISTER
_CHEX) SRR
FCeo ___LASER_DISC 3
FDO@ . XHIGH ADDRESS .
. FpOY | XLOV ADDRESS !
1 FDO2 i YHIGH ADDRESS -
, FDO3 i YLOV_ADDRESS :
| _FDO4 . STORE SELECT (SSELECT) |
| ' FD@6 ' DATA REGISTER (low byte)
| __FD@8 . READ/WRITE REGISTER
., FDBA _____ CHECK REGISTER R
FOBC _  SNATCH REGISTER -
FDRE CTRC REGISTER o
FOOF ' RA4
FD1@ = DATA REGISTER (high byte)

Table_B.l':llﬁHz. register address

D@ D1 D2 D3 D&

e e 1 ' 2! @

® .

" FIXED CODE ; 'PLAY® CODE .| FIXED
I ' S CODE]

—————ONE WORD (25.32 milliseconda) —>

,Figure B.4 : Laser disc dota formot
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: The X regiater is the'outer .

‘delay loop counter while y register iIs
inner delay loop.

The dc\qg time is set by A register _ s
3 IF'A‘register . , - o _: -
i =1 € delag time is 1.05 milliseconds L | '
1 =2 da!dg ;ime is 2.11 mllllégconds -

.PULSE LDA £80.X

SEI
o STA &FCeO
~ .LOOP  LDY £&OE6

. .DELAY NOP

' NOP

BNE DELAY

- sBC £1
BNE LOOP

BNE PULSE

. Figure B.5 : Listing of timing program
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Raferance Imagess .
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Appendix c
IMAGE SEQUENCE A2
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L LUT comtrol ler boacard

compormneant L ist nNg

IC no.. ' o Type | ‘Manufacturer
2 . 7400
17.32 74L500
12,13,15.29.60 7404
49,61 o 76LS08 ™ S
sa . 7s4Ls510
26,27.28 741514
' 31,66,66,74 741532
- 21.36,46.54,.64 . 74LS7 4
s | o 741586
25,50 . 7uLS123
20,34.,57 7405138
- 68.,7.18 o 7415153
. 42,43 44 45 59 74L5157
2 . 7us1s8
3,11.33,35,39,40 74LS161
14,18.22,23 7uLs242
16,63 - - 7415244
. 52.62,65.66.67 . 74L5373
68,73 | K
1.4.5.19,51,63.71 74LS374 |
RV AR | 25Ls2521 C o AM
72 745436 SR
- 47.48,69.70 IMS1420-570 ~ INMOS
8 - '~ s2s128 | I

BT | | EF9365  Thomson EFCIS







