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Abst:t:"BLCt 

Loca1 Area Networks (LAN) are destined to p1ay a rapid1y 

increasing part in the transmission and distribution of a 

wide range of information and this thesis describes the study 

of the prob1ems concerning the transmission of co1oured 

images over a particu1ar network," the Cambridge Ring. A 

co1our image station has been deve10ped for the use on the 

Cambridge Ring. It provides two main services a high 

reso1ution freeze frame transmission and a medium reso1ution 

s1ow-scan image transmission. 

The initia1 part of the project was concerned main1y with the 

design, deve10pment and construction of a versatile and fast 

access frames tore , the LUT framestore. This was based on a 

Graphic Display Processor (GDP), which provides vector and 

character drawing facilities to the user. To ensure 

compatibility with existing equipment, a standard mu1tibus 

was used to interface to the host system. 

Due to the limited data bandwidth available on the local 

area network, image data compression techniques were required 

when transmitting images over the network. A number of 

different interframe coding techniques, particularly motion 

predictors, were investigated. The displacement estimation 

algorithms used for the motion predictors were of two main 

types: differential algorithms and block matching algorithms, 

and the results showed that the block matching algorithms can 

compress the data more efficiently than the differential 

a1gorithms. A new block matching algorithm, the Basic 

Simp1ex search, was developed. This technique gave a SOX 

reduction in computation overhead when compared with the 

better known 2D-Logarithmic search. 

An image station was designed around the LUT frames tore and 
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it comp~ised the f~amesto~e. a sing1e boa~d compute~ and a 

Camb~idge ~ing inte~face. Simp1e but ~esi1ient p~otoc01s 

we~e deve10ped to ensu~e that the system operated co~rect1y 

over the netwo~k. F10w cont~01 mechanisms we~e used to 

ensure that data ove~f10w did not occur at the receiver 

station. Mu1timode coding was adopted fo~ s10w-scan image 

transmission so that the image station coding technique cou1d 

adapt to the picture and network statistics. Successfu1 

image transmission experiments have been carried out using 

two of these image stations on the Universe project Cambridge 

Ring at Loughborough University • 
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CH .... PTER ONE 

INTRODUCTION 

1.1. INTRODUCTION 

Over the past deoade. the range of' applications of' Local 

Computer Networks has steadily Inoreased. It Is envisaged 

that they will play an essential role In of'f'lce automation. 

Muoh Interest has been f'ocused on real time applloatlons 

such as Image commun loot I on. 

The video ooder/deooder (oodecs) market. f'or vldeooonf'eren­

-olng. can be broadly divided Into two main groups: high 

bandwidth. f'ull motion. e.g. COST 211 system [76J. and 

slow-soon C6] ••. g. Neteo-XO systems. The two systems are 

distinguished f'rom each other by their f'rame update rate. The 

f'ormer hove a f'rame update rate of' broadcast television. 

I.e. 25 f'rames per seoond. while the latter can take as long 

as a f'ew seconds to update a f'rame. 

One of' the most algnlf'loant oosts In owning a vldeoconf'erence 

system Is the oost of' the line oonneotlon [58]. The oost of' 

having a video oonneotlon Is very high. e.g. the 1.544 MHz. 

video conneotlon In the US would oost around US$1.500 per 

hour [6J. This oost can .be reduced by transmitting the 

digitised video data over computer networks which alreadY 

exist In most large companies. Thus. a special video 

oonnectlon Is not required. Furthermore. provision of' this 

·servlce will not degrade existing services. In terms of' 

response time. as there Is usually some excess bandwidth In 

most computer networks. 

~n Immediate problem encountered In 

video data over a computer network 

transmitting digitised 

requirement. Taking the example of' 

Is Its high bit-rate 

a picture with a 
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resolution of 256 by 256 digitised picture elements (plxels). 

each plxel being represented by 16 bits. a system data 

transfer rate of 25 Mblts per second Is required If 25 frames 

are transmitted per second. As baseband computer networks. 

e.g. the Cambridge ring. have a bandwidth of less than 10 

MHZ .• Image compression techniques "[40.52.63.66] are required 

to reduce the bit-rate. 

RUTHERFORD 
APPLETON 
LABORATORY 

... , 
UNIVERSITY 1-

~g~~~~E Jlli( 
LOGICA 

Figure 1. 1 
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UNIVERSITY 

Project Universe infrastructure 

Project Universe [16]. started in mid-1981. has provided the 

infrastructure for carrying out experiments on video 

transmission over a computer network. The Universe network 

consisted of seven Cambridge ring sites I inked by the Orbital 



,Y 

Chapter 1 3 

Test Satelllte(OTS)as shawn In Figure 1.1 .. Various forms 

of data: computer data. digitised video and speech. were 

transmitted around the ring. Loughborough University was 

mainly Involved In the development of a slaw-scan 

system. Image station. [25.26] "and coded speech. 

Experlance obtained from experiments carried out In the 

Un I verse project i have helped 11'1' the des I gn of the new Image 

station which will be discussed In chapter 6. 

This thesis relates to the Investigation of Conditional 

replenishment coding. Displacement estimation algorithms and 

the design and Implementation of a video codec for the 

Cambridge ring. Section 1.2. will give a brief review of 

Interframe predictive coding techniques. The last section 

will describe the organisation of the thesis. 

1. 2. Interframe predictive coding - A brief review 

Interframe coding [24.29.60] exploits the following redun­

-dancles of an Image sequence: 

(a) the sImilarity between successive frames of Images 

(b) the resolution requirements of moving areas. 

One method of exploiting the similarity between successive 

frames Is to reduce the number of frames" transmitted per 

second. At the receiver the frames are repeated at 25 frames 

per second. to avoid flicker on the display. until a new 

frame arrives. The reduction In bit-rate depends on the 

ratio between the number of transmitted frames per second 

and frame display rate. 25 frames. R.C.Bralnard et. al. [11] 

recommended a frame update rate of 15 frames per second. 

Lower frame update rates praduce Jerky motion. 

Another form of frame repeat. proposed by R.C. Bralnard [11]. 

systematically scanned and updated a plxel once every N 

frames. The unupdated plxels are repeated at the receiver. 
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It suffers from two main defects; 

(a) ragged edges of the novlng obJect 

(b) superimposition of patterns 

~ more efficient form of Interframe coding Is Conditional 

Replenishment coding. Initially proposed by Mounts(59J. In 

this only those plxels showing Significant changes since the 

,previous frame are coded and transmitted. The plxels are 

olasslfled as moving area plxels If their frame-to-frame 

dlfference(FOIF) I.e. the lumlnanoe difference between a 

plxel and Its 

exceeds the 

average out 

corresponding plxel 

given threshold. 

In the previous frames. 

the data rate. 

Buffers are' required to' 

as the Instantaneous 

transm I ss I on rate of the syst;em fluctuates.' 

In Mounts(59J system the nonochrome Image luminance 

signal of moving area plxels are transmitted as B-blts 

Pulse Coded Modulatlon(PCM). The system has an average 

rate of 1 bit per plxe I. Due to the fluctuation In 

Instantaneous transmission. 

average out the data rates. 

large buffers ,are required to 

J.C.Candy (17J proposed two methods of reducing the 

fluctuation In the Instantaneous transmission rate: 

(a) moving area plxels within a scanllne are clustered Into 

runs 

(b) moving area plxels are Ignored If they are preceded and 

followed by two unchanged plxels along a scanllne. 

These two techniques decrease the fluctuations of the 

Instantaneous transmission rat;e. thus reducing 'the size of 

the buffer required. 

peroentage of changed 

modes and reduced the 

In adverse conditions. I. e. high 

data. the coder switched to' other 

spatial resolution. The SWitching of 

modes Is determined by the fullness of the buffer. 

, , . <~ .. 
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In the system proposed by J.C. Candy (17] the FDIF signals of 

moving area plxels are coded using 4 bits. Further reduction 

In bit-rate can be achieved by uSing the Conditional 

replenishment system In conJunc~lon with other coding 

techniques. Hlroshl Yasuda (83] suggested the use of one 

dimensional Differential Pulse Coded Modulatlon(DPCM) for 

coding all the 

plxels In a run. 

frame-to-frame differences of moving orea 

The prediction errors. I.e. the difference 

In FDIF between odJacent plxels. are then coded with variable 

wordlength coding. 

the figure below. 

The three stages of coding are shown In 

Conditional DPCM • Variable I 
replenishment ) coding >- 'Jordlength ) 

coding coding 

Figure 1.2. Coding stages 

Displacement compensated coding utilises the knowledge of the 

displacement between 

bit-rate of the system. 

successive frames. to reduce the 

It replaces the second phase. DPCM 

coding. of the coding process shown above. Its principle can 

be illustrated In the figure below. 

I(x-Dx.y-Dy.t-l) ., __ u •• 

______ / '04; 

r-_LI " ---t--( Ox. Dy) 
~-':---:~"'" -- --_. 

I 

I(x ,Y ~L-. ___ ""~:-{_I=~~=~:~_-II 
Figure 1.3. Displacement Compensated coding principle 
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where 'x' and 'y' are the horizontal and vertical spatial 

coordinates respectively. and 'Ox' and 'Dy' are the 

horizontal and vertical displacement vector, The luminance 

difference between the present plxel at spatial location 

(x,y) and the estimated position In the previous frame 

(x-Dx,y-Dy), Is known as Displace Frame Dlfference(DFD). The 

DFD Is then coded with a variable word length coder. 

Displacement estimation a I gor I thms can be . broadly 

divided into two main groups: pixel recursive 

algorithms [68J and block matching algorithms [73J. 

The plxel recursive algorithms use the plxel luminance 

differences In the time and spatial domain to estimate the 

displacement on a plxel by pixel basis. Netravall [62J uses 

the steepest descent algorithm to find the displacement 

vector. This algorithm gives a 20~ reduction in bit-rate 

when compared with the Frame-to-Frame Difference Conditional 

Replenishment system proposed by Candy [17J. D.R. Walker 

[77J proposed a more efficient algorithm to find the 

d i sp I acement vector wh i ch uses Newton"' s method. 

The block matching algorithms first segment the Image Inta 

fixed rectangular blocks. The best match black In the 

previous frome Is located for each of the blocks In the 

present frame that have changed significantly. The vector 

representing the spatial displacement of the best match block" 

relative to its changed block is regarded as the displacement 

vector of the changed block. The computational overhead In 

testing every possible displacement location Is extremely 

high. Search techniques have thus been used to reduce the 

number of tests r~quired to locate the best match block. 

Jaln [41J suggested the use of the 2-dlmenslonal logarithmic 

search technique. This reduces the computational overhead by 
. c 

a factor of 5. Rani Srlnlvasan [73J reduced the 

computational overhead even further by using the Unlvarlate 

search technique. 
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~ new block matching algorithm, Basic Simplex, was developed. 

It Is based on the simplex search technique. It gives a 50Y. 

reduction In computation overhead when compared with the more 

wel I known 2-dlmenslonal logarithmic search. 

1.3. Organisation of the thesis 

Chapter 1 gives a brief review. of Interframe predictive 

coding algorithms. 

Chapter 2 gives an Introduction to the Conditional 

Replenishment Coder. In this chapter, multlmode 

coding strategies are also discussed; 

Chapter 3 Is allocated. to the discussion of displacement 

estimation. algorithms: plxel recursive and block matching 

a I gorl thms. 

Chapter 1+ discusses the design of the Loughborough 

University of Technology(LUT) framestore. This chapter also 

provides Information on how to use the system and Includes 

brief discussions of the circuits. 

Chapter 5' describes the general protocols used .on the 

Universe network. The aim of this chapter Is to provide 

background knowledge of the protocols used on the network. 

The rl.ng performance, In terms of data throughput and flow 

control, Is also discussed. 

Chapter 6 describes the 

over the Cambridge ring. 

the coding algorithms, 

used. 

operation of the LUT Image station 

This Includes the description of 

control strategy, and the protocol 

The thesis concludes· with Chapter 7,whlch reviews the 

achievements as well as proposing new are.as of work. 

• 



CH"PTER TWO 

CONDITIONAL REPLENISHMENT 

CODER 

2.1. INTRODUCTION 

In most video-conference scenes. the amount of movement Is 

fairly small. Thus. only a small number of 

changed significantly [84J. "n efficient 

plxels,would have 

form of coding. 

conditional replenishment coding. exploits this characterls~ 

-tic by only transmitting those plxels that have changed 

significantly. It Is usually used In combination with other 

coding techniques. e.g. predictive coding and variable 

wordlength coding. 

, Figure 2.1 shows a block diagram of a conditional 

replenishment coder which uses conditional 'replenishment 

coding In combination with motion compensated predictive 

coding and var-Iable wordlength coding. For each changed 

plxel. I(x.y.t). the displacement predictor readsthe'plxel 

luminance In the reference memory. I(x-Dx.y-Dy.t-T). 

where x and y represent the spatial coordinate and Ox 

are, their respective dlsplaoement estimates. 

value. I(x.y.t)-I(x-Dx.y-Dy.t-T). Is 

and Dy 

The 

then different I a I 

." coded with a variable wordlength coder. The output of the 

variable wordlength coder and the addressing Information are 

then fed Into a buffer to 'await transmission. while the new 

plxel value la stored In the reference memory. 

2.2. Simulation system 

The laser disc ployer. Pioneer LD-1100. I s used as the 

Image source whenatudlng Interframe coding. e. g. 

conditional ,replenishment coding. Figure 2.2 shows the 

simulation system setup. The laser disc produces compOSite 
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Phase I\lternatlng'Llnes(PI\L) output. 25 frames per second. 

which ,Is decoded and transformed Into the luminance and 

chromlnance signals. It. remote control Input Is Interfaced 

to the BBC microcomputer 1MHz. bus; enabling the BBC 

~Jcrocomputer to step through the Image sequence one frame 

ata time. The Images from the laser disc player are then 

captured and stored In a colour framestore. consisting of 3 

,British Telecom R1S.4.2. framestores. The colour fromestore 

allocate. S bits to lumlnance(L) and 4 bits to each 

chromlnance(U.V). The data bus of the framestore Is also 

Interfaced to the BBC microcomputer 1 MHz. bus. Circuit 

datal Is of the Interface board and control commands for the 

laser disc are found In, appendix B. 

The BBC mlcracomputer la also used for transferring digitised 

video data between the framestore and the PRIME, 750 

minicomputer. located at the University Computer Centre. 

Two sets of Image sequences: 

(a) 1\1- Head and shoulder with detailed background. ten 

frames 

(b) 1\2 - Half body Image. four frames 

were used In the Interframe coding experiments. The 

digitised Images were stored on the PRIME 750 computer and on 

BBC microcomputer floppy disc. Most of the simulation 

software was written on the PRIME because of the limited 

computing power of the BBC microcomputer. 

2. 3.. Segmenter 

The task of the segmenter Is ta divide the picture Into those 

areas which have changed significantly. known as moving 

areas. and those which have nat changed significantly. 

known as non-moving area.. Changes In luminance due to 

nol.e In the Input signal shauld be suppressed to 

avoid unnecessary data transmission. Segmenting techniques 
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oanbe olasslFled Into plxel and blook segmenters. The 
plxel .segmenters classify Individual plxels as either 

moving area or non-moving area plxels, while blook 

segmenters classify blocks. n by m plxels, os either moving 

area or non-moving area blocks. 

2.3.1. Plxel segmenters 

Two plxel segmenters were Investlgated:-

(a) Individual frame dlfference(FOIF) 

The si mp I est method of segment I ng the picture. Into mov I ng ond 

non-moving a .... eas Is to use the . Individual pixel 
f.rame-to-frame dl fference(FOIF). I. e. 

FOIF(x,y)= I(x.y.t)-I(x,y.t-T) 

where ·I(x,y.t)' represents the luminance at spatial 

coordinate (x.y) and T represents the frame Interval. A 

plxel Is classified os belong.lng to a moving area If its FOIF 

Is above the specified threshold. The performance of this 

technique Is critically dependent on the setting of the 

threshold value. Too high a value will cause the system 

to Ignore actual changes resulting In 0 'dlrty Window' 

effect. while too low 0 value will result In 

transmission of plxel changes due to noise. Figure 2.3 shows 

the FOIF magnitude distribution of the first two Images of 

the Image sequenoe Al. As I nd I cated I n the figure ther.e I s a 

sharp drop In the FOIF distribution curve at FOIF=4. Thus. 

two FOIF thresholds were Investigated. 4- and 5. Figure 

2.4(b) shows the moving area pTxel. represented as white 

plxels. between the First two Images of sequence Ai with FOIF 

threshold values of 4 and 5. With a threshold of 4 there ore 

stili a lot of plxels updated. not due to the movement of the 

subject. A threshold of 5 seems to have suppressed most FOIF 

changes due to noise. 

.: .~ ... ; ,,-. 
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Frame-to-frame differences distribution 
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FRAME 0 FRAME 1 

(a) Original Images 

FOIF threshold = 4 FOIF threshold = 5 

(b~ Individual FOIF segmenter 

FOIF threshold = 3 FOIF threshold = 4 

(0) Cluster segmenter 

Figure 2.4 Pixel segmenter 



Chapter 2 15 

(b) Cluster segmenter 

The cluster segmenter uses the knowledge that most plxel FDIF 

changes due to movement occur In olusters [29J. to classify 

the plxelsas either moving area or non-moving area plxel. 

To do this. an additional oondltlon Is set - on top of the 

requirement that the plxel must have FDIF greater than 

the threshold - for segmenting the plxels which requires that 

at least one out of the two adjacent plxels along a scanllne 

Is above the threshold. 

Figure 2.4(c) shows the moving area plxels. represented by 

white plxels. of the first two Images of sequenoe ~1 uslng'a 

cluster segmenter with threshold of 3 and 4. - ~s noted most 

of the moving area plxels are located around the edges of the 

speakers head and shoulders. This Is a much more efficient 

way of segmenting the Image than the Individual frame 

dlfferenoe segmenter. 

2.3.2. Block segmenters 

~ block segmenter first divides the 

blocks and each block Is then 

entire. Image Into fixed 

Individually tested and 

olasslfled either as a 

block. Two factors Infuence 

moving area or non-mOVing area 

the efficiency of the segmenter: 

block size and the segmenter change criteria. 

Too large- a block will produce a 'dirty window' effect on the 

Image. Too small a block reduces the number of bits 

saved from the addreSSing overhead.~n 8 bye plxel block 

has been found to be the best compromise. 

Three threshold detection criteria were Investigated 

(a) Maximum plxel FDIF In the block 

(b) ~verage FDIF magnitude of the block 

(c) the combination of both the maximum and FDIF of the block 
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Figure 2.5 shows the percentage of Image updated when the 

maximum plxel FOIF criteria threshold Is varied from 0 ta 6 

for frame 0 and frame 1 of Image sequence ~1. The figure 

shows a sharp drop In the percentage of frame updated when 

the threshold changes from 4 to 5. This could mean that 

most of the changes due to noise are suppressed and only 

changes due to the movement of the subject are updated. 

Figure 2.6(b) shows the areas of change with a maximum FDIF 

thresho I d va I ue of ,.5 • 

Figure 2.7 shows the relationship between the percentage of 

frames updated and the threshold set for the average FOIF 

magnitude of the block. There Is a sharp drop In the 

number of blocks updated when the average block threshold Is 

raised from 1 to 2. Figure 2.6(c) shows the moving areas of 

the Images using average block thresholds of 2 and 3. 

~ 
0 1 2 

.Max. 

0 1 0 0 

1 0 0 0 

2 11 2 0 

3 82 129 0 -
4 42 226 0 

5 5 128 4 

6 48 16 1 

7 0 25 25 

8 0 0 11 

9 8- 0 11 56 

above 

Table 2.1 

3 4 5 6 7 8 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

1 0 0 0 0 0 

7 3 0 0 0 0 

39 26 17 6 5 9 

Block ~verage and MaXimum FOIF 

distribution. Frame 0 and 1 of 

Image sequence ~1. 

9 8-

above 

0 

0 

0 

0 

0 

0 

0 

0 

0 

24 

--

The third· threshold criterion has been previously used by 

Kazuyuki Matsui [57]. Table 2.1 shows the number of 

blocks which satisfy both criteria. It is noted that only a 
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l 
FRAME 0 FRAME 1 

(a) Original Images 

(b) Maximum FOIF block segmenter 

threshold = 5 

Threshold· 2 Threshold = :3 

(c) Average FDIF block segmenter 

Figure 2.6 Block segmenter 
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small percentage· of blocks would have ma)(lmum FDIF, of 

greater than 6, when the average FDIF of the block Is less. 

then 3. 

2.4. Data addressing 

Due to the fact that with Conditional replenishment 

coding, only moving areas pl)(el data are transmitted, . data 

addressing Is required to Inform the receiver station 

as to the location of the plxel on the screen. Two commonly 

used addressing techniques In . conditional replenishment 

coders are: 

a) Cluster addressing (17] 

b) Runlength addressing (62] 

In cluster addressing the moving area plxels along a scanllna 

are transmitted as olusters starting with the )( and y 

addresses, followed by the predictive errors of each 

pl)(el In the cluster In the format shown below. 

<Xadd><Yadd><Pred.error> .. <PreD. error><stop 

code><Xadd><Yadd> ... 

Figure 2.8: Cluster addressing format 

The stop oode Is necessary to Indicate the end of 

cluster. "ddltlonal bit saving can be achieved 

transmitting a special code to Indicate the beginning 

scanllne. Thus, each cluster would be transmitted with 

the 

by 

of a 

Its 

)( coordinate only. "nother method of reducing the bit rate 

Is to coalesce cluster runs. In the same scan line , 
which are· separated by less than· 'K' pl)(els, Into a single 

cluster. This technique Is known as 

of 'K' can be obtained by dlyldlng the 

stop code by the averogeword length. 

'br I dg I ng' . The value 

number of bits In the 
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Experiment. by Haskell [31] have shown that the positions of 

clusters are correloted along a scanllne and between the 

lines.' Thus. rather than addreSSing a cluster with respect 

to the beginning of a'scanllne It could be addressed with 

respect to a corresponding cluster In the ,previous line. 

glves,addltlonal saving In bit rate. This form of addressing 

Is known as Differential addressing. 

Runlength 

addressing. 

addressing 

The main 

Is very similar 

difference Is 

to 

that 

the cluster 

while the 

previous method transmits only moving area plxels the 

run length addreSSing methods transmits the entire picture as 

a one dimensional run. The format of the transmission Is as 

shown below. 

<runtype><runlength><data.data .•.• > 

<runtype><runlength> 

moving area run 

non-mOVing area run 

Figure 2.9: Runlength addressing format 

fit the start of each run are the type and data length fields. 

The type field defines the data type. either moving area or 

non-mOVing area. of the run. The length of the run Is 

specified In the data length field. If the area Is a moving 

area. the. prediction error Is stored In the data field. No 

data field exists If the data type Is for non-moVing areas. 

2.5. Motion compensated predictor 

It has long been recognised 

spatial position In the 

predict the moving obJect 

that using the plxel In the some 

previous frame. I(x.y.t-T). to' 

pi xe I . l( x. y. t) • I s not a good 

predictor when the obJect has moved. The best prediction of 

the plxel would be the plxel on the some pOsition of the 

moving object In the previous frame. I.e. If Ox and Dy are 

the displacement estimate of I(x.y.t) then It. predicted. 

value would be I(x-Dx.y-Oy.t-T). Interpolation technique. 
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are ueed when the displacement estimate Is non-Integer. 

Thl. form of coding Is known as motion compensated 

predictive coding. Prabhu [67J found that It was sufficient 

to use only lumlnanoe signal to find the displacement In 

colour Images. The same displacement Is then used for coding 

the chromlnance signal. 

---f"3~ OUANTIZER J ) - OUANTIZER I ) 
,+) 

1 
, .. ~ ) '+ -: 

VARIABLE '-r' VARIABLE 

t 
DELAY DELAY 

t 
DISPLACEMENT 

> ESTIMATOR 
DISPLACEMENT I-+-

ESTIMATOR I 
(a) (b) 

Figure 2.10: Configuration of dlsplacment 

compensated coder [37J. (a) forward action 

(b) backward action 

Figure 2.10 shows the block diagrams of the two types of 

dlsplacment compensated predictor: forward action predictor 

and backward action predictor. As shown In the figure. the 

predictor Is a variable delay de'termlned by the displacement 

estimator. Thus. the displacement estimator (which will, be 

discussed In detail In chapter 3) I I es at the heart of the 

predictor. In the case of the forward action predictor. the 

displacement estimate vector Is transmitted together with the 

predlotlon error. 

2.6. Variable wordlength coding 

The first order statistical redundancy of the predictive 

error data can be exploited by 

word I ength(V .... L) coder[22J. 

coding It 

The principle 

with 

of the 

variable 

V .... L Is 
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.Imple~ It assigns shorter wordlengths to more probable 

output levels and longer wordlengths to less probable output 

I eve I s. 

There ore two well known 

Shannon-Fano (27] code 

variable wordlength coders. 

and Huffman (33] code. For 

the 

both 

methods. the first step Is to calcul·ate the Image histogram 

from which 

output level 

the probability of occurrance of each possible 

constructed 

probab I I I ties 

Is 

with 

os 

determined. Next. 

the output levels 

leaves. The two 

a binary 

and their 

branches 

tree Is 

associated 

from each 

node are arbitrarily labelled 0 and 1. and the code word for 

each output level Is formed by concatenatlng these 

labels from the root to the appropriate leaf os shown In 

figure 2.11. 

The entropy of the data. represents the lower limits In terms 

of bits required to encode It. The entropy of the data Is 

defined os 

=N 
E c E P(I)log (P(I» 

1=0 

where P(I) Is the probability of value '1' occurlng. Given 0 

variable word· length code table the overage word length Is 

given by 

=N 
L= E P(I).b(l) 

1=0 

where b(l) Is the number of bits assigned to output level 
• i •. 

2.7. Multlmode coders[24] 

Conditional replenishment coders produce 0 fluctuating bit 

rote. depending on the number of changed pixels between the 
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Figure 2.13: Variable wordlength coding. (a) Shannon-Fano 

coding .. (b) Huffman coding 
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two frames. ~ buffer Is thus required to smooth the flow of 

Information If the data Is transmitted over a fixed-rate 

channel. The size of the buffer Is limited by the perceptual 

effect of delay. a maximum of 0.3 seconds (29J. Due to the 

limited buffer size. data may overflow In the buffer during 

periods of high activity between frames. To 'avoid data 

overflow. It Is necessary to adapt the coder mode of 

operation with the amount of motion. providing for a gradual 

and graceful degradation of quality os the amount of activity 

Increases. 

The criteria most frequently used for switching between the 

coding modes Is the buffer memory occupancy. Usually a 

hystere;ls Is built Into the switching process to prevent the 

coder from oscillating between modes. Figure 2.12 (30J shows 

an example of using the buffer occupancy for switching 

between the different coding modes. 

EMPTY FULL 
10K 20K 30K 40K 50K 60K 

I 

\ ,~ / 
STOP ST'-'RT REPE'-'T \ SUBS.-.MPLIN6 SUBS.-.MPLING .-. FR'-'ME 

FORCE 
UPO.-.TING 

Figure 2,12: Coding mode controlled by buffer occupency 

The different coding modes can be diVided Into three 

categories according to the buffer occupancy: underflow 

(force updating). normal and overflow mode (subsampllng and 

repeat a frame). The main mode of operatlon.normal,mode. Is 

designed for "typical" imoge statistics. It gives full 

available raso I ut Ion' and best picture qua I I ty. The 

'underflow mode' Is required to ensure that the buffer 



doe. 

when 

not empty by 

the buffer 
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transmitting a, 

occupancy fa I Is 

few lines of Image data 

below a set value. The 

sub.ampllngmode and the repeat frame mode are referred to 

as 'overflow modes', and have been Invoked successively In 

periods of Increased, picture activity as shown In figure 

2.13. A few lines of Image data are unconditionally undated 

during each frame period to prevent propagation of channel 

error •. 

2.5K 20K 65K 
, ~-----Y---~'-'-.---~----~"/~~ 
, 'FORCE . \ 'NORMAL \ SUBSAMPLING .," FRAME \ 

. , ; I I 

\~PDATING) 'MODE) '~ODE '-. REPEAT / 

'- ? " ' / .......... ---/'"--------y,_._------..., ~'.-~ 
10K 25K 

Figure 2.13 Coding state diagram 

An additional factor which needs to ,be considered when 

transmitting data over a local area network Is network 

traffiC. This Is because the transmission channel bit 

rate varies' according to the amount of traffiC on the 

network., The criteria 

, mode to ,another 

used for sw I tch I ng from one cod I ng 

by the Image station developed at 

Loughborough University Is based on two parameters: frame 

update rate and percentage of, change between two successive 

frames. The latter parameter 

Image activity. The network 

provides 

traffiC 

Information about the 

can be measured by 

dividing the amount of Image data transferred by the frame 

update time. 

Unlike fixed bit rate channels, where each line Is allocoted 

to a specific user, the bandWidth of the LAN Is shared by all 

the systems on the network. Thus. the bandwidth which one 

transmitter does not use will be used by other systems on the 

network. This mean. that It Is not necessary to have an 

'underflow' coding mode. 
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~ata congestion on the bridge. the system linking two LhN·s • 

.ay arise when transmitting Images over a wide area network. 

This .Is due to the fact that the network traffic on each 

elte Is 

station 

Independent 

network has 

transmitter station 

of 

a 

each other. If the receiver 

much higher traffic load thon the 

network. data Is loaded Into the 

bridge. by the transmitter. foster than they ore being read 

out. by the receiver. from .the bridge. This will cause the 

bridge to beoome congested ofter a period of high 

octlvlty which will eventually lead to the discarding of data 

by the bridge. The receiver station can detect that the data 

transfer Is limited by checking the frame update rote. If 

the frame update rate. at the receiver. Is higher than 

specified It would Indicate that the data transfer Is 

limited by either the transmitter LhN or receiver LhN. 

Thus. the receiver station should be used to control the 

cadlng mode of the transmitter station when Image data Is 

transferred over 0 Wide area network. 

2.8. Discussion 

Conditional Replenishment 

Interframe coding. The 

coding Is an efficient 

omount of saving In 

form of 

bit-rate 

depends on the· number of changed plxels between successive 

frames. which. In normal situations. Is about 570 of the total 

Image when using Indlvlduol FDIF plxel segmenting. One major 

problem with conditional replenishment coding Is the high 

fluctuation In bit rate. To overcome this problem the dota 

needs to be buffered and multlmode coding Is used to ensure 

that the buffer does not overflow. The parometer used for 

switching between the coding modes In most existing systems 

Is buffer . occuponcy. h better criterion which was proposed 

for oodlng control when transmitting Image data over a 

network Is based on the oomputer network trafflc'and the 

percentage of frame updated. It was also proposed .that the 

coding mode should be controlled by the receiver stotlon. 
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DISPLACEMENT 
ESTIMATION ALGORITHMS 

3.1. Introduction 

One method of reducing the bit-rate of Conditional 

replenishment coders. described In the previous chapter. Is 

by displacement compensation. The displacement coding 

technique estimates the translation of moving obJects In the 

picture and uses I t to code the movl ng area pi xe I s. "n 

essential part of this coding technique Is the displacement 

estimation algorithm. Displacement estimation algorithms can 

be broadly classified Into two main groups [73J: plxel 

recursive algorithms and block matching algorithms. Plxel 

recursive algorithms estimate plxel displacement on a plxel 

by plxel baSis. Block matching algorithms estimate the 

displacement of a block 'of plxels are at a time and assume 

that the motion Is uniform within the block. 

3.2. Plxel recursive algorithms 

Th I-s group of a I gor I thms uses the - opt I m I sat Ion methods 

derived from the expansion of the Taylor series. The 

displacement estimate In 'the horizontal and vertical 

directions are represented by Ox and Dy respectively. " 

displaced frame dlfference(OFD) Is defined as 

OFO(x.y.Dx,Dy) = I(x.y.t)-I(x-Dx.y-Dy.t-~) .... <3.1> 

If there Is no error In the displacement estimate. I.e. the 

estimated displacement Is eqUivalent to the actual 

displacement of the plxel. theDFD should be zero, since 

_ Ideally the 

the function 

plxel values are Identical. 

Is positive definite the 

To ensure that 

square of the 
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OFO(x,y,Ox,Oy) la mlnlmlaed by _ the cilgorlthms. The 
plxel recursive algorithms calculate the new displacement 

estimate using the previously estimated displacement value 

a-. shown I n the equat I on be I ow: -

0 1 a 0 1- 1 - (correction factor) •••. <3.2>-

where 0 1 

estimates 

difference 

and 

and 
0 1- 1 represent the present displacement 

the previous displacement estimate. The 

between different plxel recursive algorithms Is 
used to obtain the 'correction factor'. 

For a Conditional replenishment coder -which uses the plxel 

recursive algorithm all ths plxels In a frame are first 

olasslfled Into - moving and non-moving area plxels. The 

plxels are classified using the cluster segmenter with a 

frome-to-frame difference magnitude (FOIF) threshold of 4. 

The displacement estimation calculation Is then carried out 

on the moving area plxels progressing along the scan 

direction and Is disabled In the non-moving areas of the 

picture. J\ccord I ng to the resu I t of the pred I_ct I on error, 

OFO. the moving area plxels are further diVided Into two 
groups: 

(I) compensatable, where the displacement estimation has 

adequatly compensated for the motion. No update Information 

need be sent. 

(11) non-compensatable plxels which require transmisSion of 

predlotlve error, I.e. OFO value. 

Figure 3.1 shows a flowchart of the way the plxels Ina frame 

are classified. 
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CALCULATE FDIF(X,Y) 

NO CALCULATE DFD(X,Y) 
• 

CODE DF.D(X,Y) 

Figure 3.1 Pixel recursive segmenter 
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The Intensity gradient In the x and y axes. EOIF and LOIF 

respectively. are approximated as follows (refer to figure 

3.2): 

EOIF = ( 0 

LOIF = ( B 
F )/2 

H )/2 

•••••• <3. 3> 

1;1 ;r' 

·---~~--~(X-OX.y-Oy.t-T) 

j ... '--

I -. --X-'-"I i(x.y.t) 

1----1 

Figure 3.2 Intensity gradient calculation 

For non-Integer dlsplacements. the luminance of the plxel In 

the previous frame Is obtained by I I near I nterpo I at Ion. 

Refer to figure 3.3 for the discussion on .Interpolatlon 

below. 

I(x-Ox .y-Dy. t-T) -. ------------..... ~- -- . -

-..l,~p'___'_----"I~.d_ 

Drx 

Figure 3.3 : Interpolation' 

Dry 

The location of the plxel I n. the prev I ous frame . Is first 

rounded to the nearest Integer. This gives the location of 

the nearest nelghbor plxel. Id. By testing the sign of the 

round I ng errors the I ooat Ions of two other . neill:hbouring: pi xe I s 
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are located. - The following formula 

Interpolation: 

Is then used for 

I = Id + Orx(Io - Id) + Ory(Ib - Id) .... <3. 4> 

where I represents the lumlnanoe and Orx and Ory are the 

rounding errors In the x and y directions respectively. The 

.resolutlon of the Interpolation Is limited to 1/8 pel/fleld. 

3.2.1. Steepest Oesoent method 

The flr.t plxel reourslve algorithm was suggested by 

Netravall [62]. This algorithm uses the steepest desoent 

method [82] to f.lnd the minimum value of .the square of the 

OFO. It uses the first order differential to looate the 

direction of steepest descent. 

below. 

The algorithm is as shown 

0 1 = ~1-1 - t/2.V [DFO(X.DI-1)]2 

= 0 1- 1 - t.oFo(X.DI-1).V oFo(X.01-1) 

...... <3.5>· 

where 0 1 and 0 1- 1 are the displacement estimates of the 

present and previous plxels respectively. 

V (oFo(X.01-1» = V I(X - OI~l.t-T) .... <3.6> 

This gives 

0 1 = 0 1- 1- t.OFO(X.01-1).V I(X-01-1.t-T) 

.... <3.7> 

t Is a positive soalar constant and is the 
spatial gradient 

seoond oompone~t on 

above. the veotor 

of the Image Intensity. Looking at the 

the right hand side of the equation 

whloh Is added to the old displacement 

•• timate is parallel to the direction of the spatial gradient 

of the Image Intensity and Its magnitude Is proport·lonal to 
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the OFO. The setting of t Is very Important as a small 

value of t will result In slow convergenoe af the the 

algorithm whIle too large a value will result In a noisy 

estimator. 

~ simplified form of equation <3.6> Is suggested to reduce 

the computational overhead. The new algorithm Is given by 

the equation below: 

0 1 = 01-1-t slgn(OFO(X.01-1». 

algn(V I(X-01-1.t-T» .... <3.8> 
where 

algn(x) = 0. If x=0 

= x/ lxl .• otherw I se 

3.2.2. Newton's method 

O.R. Valker [77] suggested using the Newton method [82] to 

find the displacement estImate of the plxel. This method uses 

the second order differential to Increase the rate of 

convergenoe. The method Is as shown below: 

0 ' =0
'
- 1 - 2.VOFO(x.y.01-l)2 

V20FO(x.y.OI-l)2 

•..... <3.9> 

The numerator of the second component In the rIght hand sIde. 

of the equation Is the same as the second component In the 

steepest descent method above. The denomInator of the 

equatIon oan be evaluated as follows. 

V2[OFO(X.01-1)]2 = V[V(OFO(X.OI-l)2)] 

= V[2.0FO(X.OI-1).VI(X-01-1.t-1)] 

= 2. [VOFO(X.O'-l). VI(X-01-1.t-l) 

+ OFO(X.OI-l).V20FO(X.01-1)] 

• 2.[('i7DFO(X.OI-l»2+V20F0(X.01~1)] 

..... <3. 10> 
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Replacing and V[OFO(X,OI-l)] 

. In equation <3.9>, 

0 1 = 0 1- 1 - [OFO(X,OI-1).V2 I(X-OI-1)] 

[(VI(X-01-l.t~)2+(OFO(X.01-1).V20FO(X,OI":'1)] 

...... <3. 11> 

34 

In 

A simplified form of this equation has been proposed by O.R. 

Valker [77]. It assumes that V20FO(X,OI-1) = 0, so 

that the equation above becomes 

0 1 = 0 1- 1 - [OFO(X,OI-1).V20FO(X.01-1)] ... <3.12> 

[VI(X-01-1,t~)]2 

3.3. Block matching algorithms 

Another method of estimating the displacement of plxels Is to' 

use matching techniques which try to find the best matched 

black of plxels In the previous frame for the block of plxels 

In the present frame. Initially the present frame Is divided 

Into a fixed grid of blocks of N by M plxels. Eoch block of 

plxels Is then compared with blocks of plxels within a search 

area (S) of the previous frame to locate the best match as 

shown In figure 3.4 'p' represents the maximum displacement 

M+2p 

Figure 3.4 

N+2p 

, 

H n 
L' I 

A 

I 
p I . • 

p . Present frame 

plxels 

Search area In the 

previous frame 

Geometry for manipulation of (M xN) 

In the present frame. 
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. permissible. The best match Is based on some specified 

criteria such as minimum mean square error(MSE) or minimum 

mean absolute error(M~E) as defined below: 

(a) Mean Square error (MSE) 

=M =N 
M(Ox.Oy) os 1: 1: (I(x.y.t)-I(x-Ox.y-Oy.t-T»2/(N-H) 

n=l m=l 

error (M~E) 
=11 

...•. <3. 13) 

(b) Mean ~bsolute 
=N 

M(Ox.Oy) = 1: 
n=l 

1: (I(x.y.t)-I(x-Ox.y-Oy.t-'» /(N-M) 
m=l 

...••• <3. lit) 

where Ox and Oy represent the horizontal and vertical 

displacement of the block In the present frame fram Its 

spatial location (x.y) and T Is the time Interval between 

two successive frames. When estimating the displacement 

vector using block displacement estimation algorithms we 

assume that all the plxels within the block have a uniform 

motion and that the motion Is translational or can be 

approximated by plecewlse translation. Once the 

displacement vector has been determined. all the plxels In 

the block In the present frame are predicted from their 

corresponding plxels in the best matching block In the 

previous frame and their prediction error transmitted to the 

receiver station. 

The computational overhead of estimating the displacement 

vector by 'brute force', I.e. evaluating the response of all 

the possible locations, Is extrememly high, e.g. If p= It a 

total of 61 points are evaluated per block. Search 

a I gor I thms [23.60,62,19] are used to redu'ce the average 

number of points evaluated per block which will result In 

reduced computation overhead. 

In searching for the best matched block one has to decide 
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either ta search intensively around the present area or to 

continue exploring so as to provide useful Information for 

locating the minima. Thus. throughout the search we must be 

continually deciding either to carry out an Intensive search. 

In which case one ossumes that It Is In the vicinity of the 

minima or to explore further. 

Another factor that helps to reduce the average number of 

points evaluated. per block Is the high degree.of continuity 

in motion from frame to frame [79]. Thus. by positioning the 

Initial search In the vicinity of the displacement vector of 

its adjacent block we can reduce the average number of points 

evaluated per block even further. 

The following conventions are adopted for the discussion 

below: 

(a) the displacement vector Is known as Direction of minimum 

Dlstortlon(DMD) 

(b) the matching function. e.g. MSE.MAE. Is known as 

distortion function 

(c) the result of the matching function M(I.j) Is 

known as the response value of the displacement (I.j) 

3.3.2.1. 20-Logarlthmlc search 

The 2D-logarlthmlc search technique [41] is an extension of 

the one dimensional logarithmic search. The active search 

area. I.e. the area In which future tests or evaluations are 

to be carried out. Is successively reduced after each search 

step. Each step consists of evaluating the response value 

of five locations which contain the centre of the area. and 

points between the centre and the four boundaries of the area 

along the axes passing through the centre. This Is an 

exploratory search step and will oontlnue until the centre 

of the octlve search area remains unaltered after a search 

step. 



Chapter 3 37 

Vhen thla happens. I. e. centre of the active search area 

remains unaltered after a search step. the active search area 

la reduced to a 3 by 3 displacement window around the cent er 

of the present active search area. ~II nine locations are 

evaluated and 

dlstartlon Is 

the 'Iocatlon 

the OMD. The 

corresponding 

number'. of 

to the minimum 

search points 

evaluated per block using the 20-logarlthmlc search ranges 

from 13-19. 

A flowchart of the 2D-logarlthmlc search Is found In figure 

3.5. The following conventions are used In the figure: 

name 

Rname 

CTR 

OCHG 

the location vector (Ox.Oy) 

the response value of the location specified by 

-name-

the centre 

sel: .. TRUE 

since I:he 

Figure 3.6 

of the search 

If I:he cenl:re of search has changed 

lasl: search sl:ep. 

20-logarlthmlc search. 

'OMO = (-2.-1) 

Figure 3.6 shows an example of the 20-logarlthmlc search. The 

numbers In I:he figure r.epresenl: the order In which I:he 

polnl:s were evaluated. In I I: I a I I y five po I nts: (0.0). (2.0). 
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OISP=TEMP 
ROISP=RTEMP 

TEMP=CTR+YSIGN 
~~~~~S,~~~~~~~ 

NO 

NO 

EVALUATE THE RESPONSE 
OF ALL 8 AOJACENT 

L-.LlllWU.liJ1L.,ll.80'ULJ......Lll--' 

EXIT 

Figure 3.5 2D-logarlthmic search flowchart 

OISP=TEMP 
ROISP=RTEMP 
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(-2.0). (0.2) and (0.-2) were evaluated. Location (-2.0) was 

found to give the least response value. Thus. the next 

search centre will be (-2.0). Locations (-4.0). (-2.2) and 

(-2.-2) were then evaluated. In this case location (-2.0) 

stili had the. least response value. This causes the 

algorithm to resort to an Intensive search about (-2.0). 

where all the adjacent locations are evaluated. The OMO Is 

then set to (-2.-1) which has the least response value of the 

Intensive search step. 

3.3.2.2. Unlvarlate search 

The unlvarlate search algorithm [73] Is one of the simplest 

search algorithms. The basic principal of the unlvarlate 

search is as follows: each variable Is minimised In turn. 

by adjusting each variable by a small predeflned step until 

Its minima Is located. The minima of each variable Is 

defined as the point lying between two other points with 

higher r~sponse .values. The search Is terminated If the 

minima of the two variables. Ox and Oy. are situated at the 

same location. 

11 flowchart of the unlvarlate search Is shown on figure 

3.7. The following conventions are used In the figure: 

name the location vector (Ox.Oy). e.g. CTR. NEG. P~S 

Rname 

OCHG 

x 

the response value of the location specified by 

'name' 

set = TRUE only during the first search along the 

Ox variable 

Is a scalar multiply 

between 5-23 displacement The univarlate search requires 

points to be evaluated for 'p' 

the least number of search 

= 4. lis would be expected. 

points. 5. occurs when the 

minima lies at location (0.0) as shown In figure 3.8(a). 

The search becomes quite Inefficient when the minima lies at 
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OTS FLOWCHART 
0IR=(1,Ol 
CTR=(O,O) 
OCHG=TRUE 

RESPONSE OF LOCATION CTR 

POS=CTR+OIR 
RPOS=RESPONSE OF POS 

NEG=CTR-OlR 
RNEG=RESPONSE OF NEG. 

ISIGN=1 
CTR=POS 

Figure 3.7 Unlvariate search flowchart 
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a diagonal to the ax I s and the var I ab.les are cl osel y 

related as shown In figure 3.8(b) where the response value Is 

simulated as an ellipse. 

3.3.2. 3. Simplex search 

The simplex technique was first suggested by Spendley. Hext 

and Hlmsworth (72) for locating the maxima or minima of a 

plane. The simplex search techniques have the great 

advantage of not requiring the. response function to be 

continuous and they approach the minima quite qUickly. ~ 

simplex consists of a pattern with at least n+1 vertices. for 

an n-dlmenslonal plane. e.g. a simplex for a two dimensional 

plane Is a triangle. 

The essence of the simplex algorithm Is as follows. The 

response value of each vertex of the simplex Is evaluated and 

the vertex having the highest response value Is replaced by a 

new point with a lower response value. This Is done In such a 

way that ·the simplex adapts Itself to the local landscape. 

and contracts on to the minimum' (61). There are three 

types of movement to find the new point: reflection. 

expansion. and reduction. On top of these movements Is the 

contraction movement which reduces the size of the simplex In 

all ,dimensions. Only two types of movement: reflection and 

contraction. were used In the simplex techniques discussed 

below. 

The vertices of the simplex are labelled (Vl.V2 and V3) 

according to their response values (R1. R2 and R3 

respectively) such that R3 )= R2 )= R1. During the 

reflection movement of vertex V3. the vertex V3 Is reflected 

about Its reflectlon'oentre. rc. The coordinate of the 

reflection oentre of V3 Is calculated as follows: 

ro ~ (V1 + V2) / 2 •••.•.. . <3. 15> 
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Figure 3_8 Univariote search examples 
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while the coordinates o~ the new point. known as reflected 

vertex (Vr). Is obtained by the equation below: 

Vr - V3 + 2 x (rc - V3) ..... <3.16> 

Figure 3.9(a) shows an example of the reflection movement. 

V1 V2 

7: 
/rc: , , 

/' : - ________ J 

V3 Vr V3 

(a) reflection (b) contraction 

Figure 3.9 Simplex movements 

The contract Ion movement reduces the size of the si, mp I ex by a 

specified factor, e. The simplex Is contracted about the 

V1 vertex. I.e. V1 Is maintained while the other two vertices 

are replaced by new locations. The vertices, other than V1. 

of the new simplex are obtained using the equotlon below: 

VI = V1 + (VI - V1)/e 

for I = 2,3 

..... <3.17> 

where e Is the factor by which the size of the simplex Is 

to be reduced as shown In figure 3.9(b). ~fter a contraot~on 

movement the vertt'ces of the new simple)( are reordered 

according to their response values In the manner described 

prev I ous I y. ' 

Two factors Influence the rate of convergence of the slmple)( 

search algorithms: size and orientation of 'the Initial 
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simplex and the rule. for generating subsequent slmplexes. 

The rate of advance from the Initial simplex Is maximum when 

the direct Ion of movement I I es I n one of the "pref erred 

direction .... I.e. the centre of the successive slmplexes and 

the Individual vertices as shown In figure 3.10. A problem 

might occur If the direction of the movement Is perpendicular 

to one of the faces of the simplex. which Immediately leads· 

to a most unfavourable situation In which all the responses 

except one are equally high as shown In figure 3.11. 

phenomenon i. known as 'splral ling'. 

This 

·To ensure that the ONO lies in one of the • preferred 

directions' of the initial simplex. two vertices .of the 

Initial simplex are fixed at displacement location (0.0) • 

(2.0) while the third vertex Is set directly below 

whichever of the previous two vertices has a higher 

distortion value. e. g. If location (0.0) has a higher 

response value' than location (2.0) the third vertex will be 

positioned at (0.-2). This method of generating the Initial 

simplex is adopted for all the 'slmplex techniques 

investigated below. 

A new simplex search algorithm. the Basic simplex search. 

has been developed. Both the Basle simplex search and 

Spendley simplex search will be discussed below. 

3.3.2.3.1. Basic simplex search 

A new set of rules has been developed for locating the 

minima using the simplex search technique. Since we are 

trying to move as far away 

area. we w I I I reflect V3 

as .posslble from a high response 

through Its reflection centre as 

the response value VR· (RR) given In equation <3.15>. If 

located by equation <3.16>. is less than"the response value 

The vertices of the new of V2 (R2). then VR will replace V3. 

simplex are then labelled according to their. response values 

i 
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o 

·2 

------, .. 

·4.~--~,----.r----r----r----r----r----r----+-
-4.0 ·z.o 0.0 2.0 4.0 

Figure 3_10 : Preferred direction movement 

·4·~~--rL---'-----1~ __ -, _____ ,-__ ~~L-~~ __ ~9 
-4 0 ·z.o (" 0 2.0 4.0 

Figure 3:11 Sp I ro I ling occurs at d I sp I acement 

location (2-2) 
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as descrlbed'prevlously and the reflection process continues 

with the new slmplax. If RR >- R3 the old simplex will be 

maintained. It Is then followed by a ,contraction movement 

whera a Is equal to 2. thus reducing tha simplex vector 

slza by 2. The contraction movement Is necessary to obtain a 

mora precise value of the displacement. If RR >= R2 the 

reflection movement Is Immediately followed 

contraction movement on the new simplex. 

by the 

~fter the contraction ~ovement. using equation <3.17>, tha 

vertices of simplex are again reordered and labelled 

according to their rasponse valuas. Tha reflection movement 

Is then appllad to the contracted simplex until the 

raf I act I on of V3 Is unsuccassfu I, I.,a. RR >= R2. Tha saarch 

Is then terminated and the OMO Is set equal to the 

location V1. ~ftar aach slmplax movement, contraction or 

reflection. the response values of Vi' and V3 are compared. 

If they are equal to each other the saarch Is terminated, 

This Is to stop the search when a flat response surface has 

been encounted, ~ flowchart of the basic simplex search 

algorithm Is shown In figure 3.12. The follOWing 

conventions are used In the figure: 

USIMPX 

name 

set = TRUE If the simplex have been contracted 

before. 

represents the position of the point 'name' In 

the displacement plane' 

Rname represents the response of the point 'name' 

VCHK(~.R~) Is a procedure for reordering and labelling the 

the vertices of the simplex with the new location 

'~. which have the response ·R~·. 

Figure 3.13 shows an example of the basic simplex search 

_technique. The numbers In tha figure represent the order In 

which the locations are evo~uated. ,Ths vertices' of the 

'initial simplax ora (0.0). (2.0) and (0.-2). As shown 'I n 

.tha flgura.the simplex converges to the minima very qUickly. 
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USIMPX=FALSE 
EVALUATE LOCATION 
(0,0) AND (2,0) 

Vl=(O,O) 
Rl=RESPONSE OF (0,0) 

V2=(2,0) 
R2=RESPONSE OF (2,0) 

VTEMP=(2,-2) 
RTEMP=RESPONSE OF (2,-2) 

·F i gure 3. 12 

Vl=(2,0) 
R 1 =RESPDNSE OF (2 ,0) . 

V2=(0,0) 
R2=RESPONSE OF (0,0) 

VTEMP=(O,-2) 
RTEMP=RESPONSE OF (0,-2) 

USIMPX=TRUE 
CONTRACT TO 

UN IT SIMPLEX 

REORDER VERTICES 
ACCORDING TO RESPONSE 

Basle sl~plex search Flowchart 
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/I'-"---.,,!,- , 

-----... 

"' 0 -2. " 00 Z 0 , 0 

Figure 3.13: Basle simplex search. 

ONO'" (4,4) 

3.3.2.3.2. Spendley simplex 

The Spend I ey" [23] si mp I ex search a I gor I thm Is si m"1 lor to the 

basic simplex search algorithm described above; The 

difference Is that It has an additional step; "If the 

reflection of V3 Is unsuccessful. I.e. response value of VR 

Is higher than the response of V2. vertex V2 will be 

reflected about Its own reflection cent er re obtained by the 

equation below: 

re = (Vl + V3)/2 •.•...... <3. 18> 

~ flowchart of the Spendley simplex generating procedure Is 

found In figure 3.14. The same convention Is used In the 

flowchart as In the basic simplex search algorithm flowchart. 

Figure 3.15 shows an example of the "search techn I que. 

where the simplex Is superimposed on the contour map of a 

function typifying the response plane. The numbers represent 
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the order In which the locations are tested. The vertices of 

the Initial simplex are (0.0) •. (2.0) and (0.-2). 

3.4-. Results 

4~~~ __ ~~~ __ -L __ ~ __ ~~~ __ ~ ... ,-

Figure 3.15 

-----'--------------------- ----.. -.. 
. ----.. 

Spendley simplex' search 

OMO = (0.0) 

The performance of the different search algorithms discussed 

above were compared with each other In terms of predictive 

error entropy and the average number of search points 

evaluated per changed block. The entropy gives an Indication 

of the number of bits required to transmit the video signal 

If on optimum variable wordlength coder Is used to code the 

pred I c't Ion error. 

"112" • showing head 

Two Image sequences entitled 

and shoulder pictures with 

"Al·· and 

detailed 

background and a halfbody Image respectively. were chosen for 

the 'study. 
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(a) Plxel recursive algorithms 

Table 3.1 shows results of the predictive error entropy of 

the moving area plxels. The pixel 

approximately 4-5X Improvement 

recursive olgorlthms give 

over the Frame-to-Frame 

dlFferenoe predlotlveerror entropy. As expeoted the Newton 

method gives the best result os It oon converge to the 

dlsplaoement location at a faster rate than the other two 

a I gor I thms. 

Algorithm Predictive error 

entropy 
. 

Frame-to-frame 4.152 

diFference (reference) 

Steepest descent 4.097 

method 

(equation <3.7» 

Simplified steepest 4.022 

desoent method 

(equation <3.8» 

Newton's method 3.968 

(equation <3.12» 

Table 3.1 Plxel recursive algorithms 

predictive error entropy for Image 

sequenoe Al. 

(b) Blook matching algorithms 

Since oondltlonal replenishment ooders only transmit plxel 

data of those areas that 

only estimate the OMO of 

have changed significantly. we need 

those blocks that have changed 

obtained In chapter 2 show that a significantly. 

good criterion 

signiFicantly 

Resul ts 

for determining whether a block has changed 

since the last frame Is average Frame-to-Frame 

diFference magnitude of the block with the threshold set to 

2. I.e. blocks which have average FOIF mognltuda of >= 2 are 
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considered as 

flowchart of the 
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moving area blocks. Figure 3.16 shows 

olasslfloatlon of the blocks In a ploture. 
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a 

Inltlal.ly. It wae neoessarY,to determine the dlfferenoe In 

performanoe. In terms of predlotlve error entropy. between 

the two distortion funotlons. MSE and MAE. The results of 

the 'Brute force' search for the OMO of Image sequence Al. 
using MSE and MAE distortion functions·.·· are shown In table 

3.2. The table shows that there Is no significant 

difference In performance between MSE and MAE as the 

distortion function. Slnoe 

computation overhead than the 

the MAE function requires less 

MSE function. the MAE function 

was used for the eKperlments that followed. 

Table 3.3 shows the average predictive error entropy of Image 

sequence Al for different search algorithms. The • Brute 

force' technique gives an Indication of the lowest entropy 

expected of the search. The table Indicates that the 

predictive error entropy of the frame-to-frame difference can 

be reduced by 20-25X by using blook matching algorithms to 

estimate the displacement. The small difference In predictive 

error entropy between the 'Brute force' technique and the 

other search algorithms Indicates that the searoh algorithms 

are able to locate the position of minimum response 

successfully In most oases. Furthermore there Is not muoh 

difference between the search algorithms. Thus. the choloe 

of search algorithm would depend on the amount of 

computational overhead Involved for each search algorithms; 

The computational overhead can be measured In terms of 

average number of sear oh points evaluated per moving area 

block. 

The th I rd 00'1 urnn I n tab I e 3. 3 shows the average number of 

.polnts evaluated per moving area block. The results show that 

the Basic simplex search has the lowest number of search, 

average points per block. It saves about one search point 

for each moving area block when compared with the unlvarlate 
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CALCULATE THE AVERAGE 
FDIF OF THE BLOCK 

YES . 

GENERATE THE DISPLACEMENT 
LOCATION TO BE TESTED 

USING THE SEARCH ALGORITHM 

EVALUATE THE RESPONSE 
VALUE OF THE TEST POINT 

CODE THE DISPLACED FR,A.ME 
DIFFERENCES OF THE BLOCK 

Block classification flowchart 
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~--'---~----'-----------~-----'-~----~---'~--.-------------.--~-----------.-----------~------,------- '-

I 

Distortion 
, 

function 

. Neon square 

error 

Nean abso lute 

error 

I\verage pred I ct.1 ve 

error. entropy 

3.1056 

3.1057 

Table 3.2: Distortion function performance 

comparison. Image sequence 1\1. 

Search algorithm I\veroge predictive I\verage no. 
. 

error entropy . of . search pts • 

frame-to-frame 4.305 

dlfference(reference) 

Brut. force 3.106 

20-logarlthmlc 

I 
3.164 

. search 

Unlvarlate 

I 
3;252 

. search 

Spendley 
, 

3.294 

simplex -
Baslo Slnoplex 3.351 

Table 3.3: Search algorithm compar.lson 

using Image .squence 1\1. 

'0 

81 

15.826 

9.824 

11.32 

8.824 

I 
I 

I 

I 
; , 
, 
I 

I 
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performs better than the Baslo 
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which . the ~Ivarlate search 

simplex search. To find the 

conditions In which the unlvarlate searoh performs better 

than the Baslo Simplex search and vloe versa the .ONO 

distribution of frame 0 and frame 1 of Image sequence A1 and 

frame 1 and frame 2 of ,·fmage sequence A2·-(sbown In 

figure 3.17). found using 'Brute force' search. were 

tabulated In table 3.4. The Baslo simplex sear6hglves a 

better performance than the Unlvarlate search for the first 

pair of frames while the reverse Is true for the second pair 

of frames. In table 3.4(0) the number of occurrenoes of ONO 

peaks near the origin. I.e. displacement location (0.0). 

while table 3.4(b) shows a peak at displacement location 

(0.-3). This Is the reason for the difference In 

performanoe. I.e. the Unlvarlate search performs better than 

the basic simplex search for Imags sequence ·A2. as the 
.' 

unlvarlate search only requires 5 search points If the minima 

lies at the origin while the Basic simplex searoh requires 7 

search points. The ONO distribution In table 3.4(a) Is not 

typical as It shows a person rotating his body. Vhen the 

results were averaged over a sequence the Basic simplex 

ssarch Is the best search algorithm to use. 

Table 3.4(b) shows another fact: most blocks have similar OMO 

looatlons. To exploit this OMO .dlstrlbutlon charaoterlstlc 

the Initial simplex was looatedln the vicinity of the OMO 

of· the previous blook. The OMO Is set to the origin. 

looatlon (0.0). If the adJacent block Is not·a moving area 

block. The.flrst vertex of the Initial simplex was located 

using the funotlon below. 

ISO(z) '" 0. If Izl ·<"'1 • •••••• <3. 19> 

a 2.slgn(Z) • elsewhere 

The second vertex. In the horizontal direction. Is located by 
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Figure 3.17 Reference images 
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---~----- .. _--_._.-----. ~-- -------~-------
_________ ~~ ~~ _____ ~_ ~ _____________ - - ------:--------------------~--_1 

~ -4 -3 -2 -1 0 1 2 3 4 
. 

-4 0 2 2 2 6 0 0 0 0 

-3 2 0 1 1 0 0 0 0. 0. 

-2 3 2 1 0 0 1 1 0 1-

-1 7 6 3 4 4 3 0 1 1 

0 11 7 4 3 52 23 7 1 1 

1 4 5 1 3 11 17 6 0 1 

2 3 3 0 1 2 5 0 0 0 

3 1 0 0 1 2 0 . 1 0 0 

4 2 2 3 6 9 3 . 6 -- 4 ,.14 

_Tabla 3.4(a): OHO dlstrlbutlon'of frame 0.and frame 1 

of I mage sequence A2. I 

~ 
-It -3 -2 -1 0 1 2 :3 ,. 

Dy 

-4 

-3 

-2 

-1 

0 

1 

2 

3 

4 

0 0 0 0 1 0 0 0 0 

0- 0 0 0 0 0 0 0 0 

0 " " " 0 0 0 0 " 
" 1 1 1 1 0 0 0 0 

0 " 0 7 4 1 0 1 1 

1 0 1 4 26 2 0 " " 
1 " 0 2 14 4 1 0 2 

0 1 2 11 49 .7 2 1 1 

2 1 2 14 40 15 3 4 6 

Table 3.4(b): ONO distribution of· frame 1 and frame 2 

of I mage sequence. Al. ; 

I 

. I 
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sub~ractlng ~h. Ox value of ~he flrs~ vertex from ~he Ox 

value of the ONO of the previous changed block. If the value 

Is nega~Ive then the second ver~ex Is placed on the lef~ side 

of the first vertex otherwise It will be located on the right 

side of the first vertex. The location of the third vertex 

Is directly below or above· depending on which of the two 

previous vertices have the higher response. If the ONO of 

the previous block Is (-3.1). the first vertex will be 

located a~ (-2.0). The second vertex will be located at (0.0) 

so that the Ox of the ONO I I es. between the first two 
vertices. Likewise the third vertex Is located at (-2.2) so 

that the Oy of the ONO lies between the first and third 

ver~ Ices. 

·Locatlon of the flVerage predictive ... verage 
Initial simplex error entropy of search 

orlgln(0.0) 3.351 8.824 

ONO of previous 3.273 8.087 
block 

Table 3.5: Comparison of BaSic simplex 

search with different method of 

setting the Initial simplex. 

no. 

pts. 

Table 3.5 shows the results of the Basic simplex search 

technique with the Initial search position at the origin and 

In the vicinity of the DNDof the previous block as described 

above. The results show that the. Basic Simplex search 

technique performs better. both In terms of entropy and 

average number of search pOints per frame. when locating the 

Initial simplex In the viclnl~y of the ONO of the previous 

block rather than at the origin. 

I 
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3.7. Conclusion 

In this chapter we have Investigated different 

dlsplaoement estimation algorithms: pl)(el recursive 

algorithms and block matching algorithms. Of the three pl)(el 

recursive algorithms: the steepest descent method, the 

simplified steepest descent method and Newton's method, 

Newton's method gives the lowest predictive error entropy. 

This la because the rate of convergence of Newton's method 

Is better than that of the other two algorithms as It uses 

both the first and second derivatives of the square of the 

DFO signal to determine the step size. However the 

Improvement In predictive error entropy Is very small, 4-5%. 

Four.search algorithms were used to reduce the computational 

overhead of searching for the displacement estimate, 

OMO. A new search algorithm, the Basle slmple)(.e.~oh 

algorithm, was developed. On the whole the Block matching 

algorithm gives about 20~25r. reduction In predictive error 

entropy when compared with the frame-to-frame difference. 

There was very little difference between the algorithms In 

terms of predictive error entropy. The computation overhead. 

measured In terms of average number of search pOints per 

moving area block. shows that the Basle slmple)( search Is the 

best. It reduces the number of search points evaluated by 

45% when compared with the more well known 20-logarlthmlc 

search. Further reduction. In computation overhead was 

achieved by plaCing the Initial slmple)( of the Basle slmple)( 

search In the vicinity of the OMOof Its adJacent block. 
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L.U.T. FRAMES TORE 

It. 1. Introduction 

The Loughborough University of Technology (LUT) framestore 

wae designed as ~ general purpose framestore with a.multlbus 

Interface. Coup I ed with 0 mu I t I bus host comput-er c··· rea I t I me 

vldeoprocesslng or high-resolution graphics system Is 

available to the user. The L.U.T. framestore consists of 

three main boards: controller board. 

. and an analogue board. 

two memory boards 

The controller board Interfaces· directly to the multlbus 

system occupying a block of 256 I/O addresses and 61t Kbytes 

of the system memory space. The contro I I er board Is bul It 

around a Thompson CSF Graphic display processor (GDP) chip. 

EF9365. The GDP.has I nbu I It vector and character generation 

circuitry so that digitised picture elements (plxels) can 

either be accessed Individually or In groups. using the GDP 

commands. 

Each memory board consists of sixty-four. 64K by 1 bit. 

dynamic memory chips capable of storing a maximum of. two 

frames of 512plxels by 512 lines. each plxel being 

represented by 8 bits. Two memory boards are required If 

colour Images ore to be stored. 

The analogue board contains both the analogue-to-dlgltal 

converters (ADC) .and the dlgltal-to-analogue converters(DAC) 

and their relevant circuitry. 

maximum of 3 ADC and DAC chips. 

It can accommodate up to a 
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4.2. Framestore Description 

The framestore will be described In three sections, namely: 

(a) framestore registers 

(b) data transfer between framestore and host system 

(c) frame acquisition and display 

4.2.1. Framestorereglsters 

The framestore oocup I es 256 I nput/output I ocat Ions of' the 

multlbus system. base address specified by switch 1, as shown 

In figure 4.1. The functions performed by the Individual 

registers are os follow:, 

(a) GOP registers 

1\ br I ef, descr I pt Ion of the I nd I v I dua I GDP reg I ster funct Ions 

Is given below. 1\ more detailed explanation Is found In the 

GDP data sheet In reference (10J. 

(I) X and Y address registers 

The X and Y address registers are 12 bit read/write 

registers, only 9 bits are valid. ,They pOint to the current 

poSition of the GDP 'pen', I.e. the position of the next 

plxel to be modified: 

(I I) DELTI\X and DELTI\Y registers 

The DELTI\X and DELTI\Y registers are 8 bit read/write 

registers. They Indicate the size of the vector to be 

plotted on the x ond y coordinate axes respectively. 

(Ill) CSIZE register 

The CSIZE register Is an 8 bit 

Indloates the scaling factors 

read/write, register. It 

of characters ' to be drawn. 

The lower 4 bits represent the scaling factors of the x axis 

while the upper 4 bits represent the scaling factor of the y 

axis. 
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(iv)CTRLl register 

The CTRL1 register Is a 7 bit read(wrlte regrster. It 

oontrols the general operation of the GDP. e.g. plxel aooess 

mode (normal or fast). organisation of soreen •• to. 

(v) CTRL2 register. 

The CTRL2 register Is a 4 bit register. It speoifles the 

line type of the veotor drawn. I.e. oontlnous. dotted. 

dashed. dash-dotted. ,and the· tilt and orientation of the 

oharacter drawn. 

(vi) CMD/STATUS register 

The CMD/STATUS register Is an 8 bit read/write register. It 

aots as command register when data Is written to It. Details 

of the commands available. e.g. veotor plotting. character 

plotting etc .• are found In referenoe [10). Data read from 

the register represents the status of the GDP. e.g. Is the 

GDP ready to receive the next command. 

(b) Read/write register 

This Is a 2 bit write only register. The least significant 

bit. 00. speolfles whether the next plxel aooess Is a read·or 

write operation. '01 • Is used to specify If the Input to the 

video memory Is from either the digitised external video 

Input or the buffer memory as shown below. 

I , 
07 - 02 I 01 00 

X 0 0 Buffer memory write 

X 0 1 Buffer memory read 
---.~-- ---- .. -

X 1 0 Digitised video write . 

. 

Figure 4.2:.R/V register 
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(0) .Border regIster 

ThIs Is a 16 bIt wrIte only regIster. It specIfIes the 

colour on both sIdes of the actual dIsplay on a screen. The 

functIon of the IndIvIdual bIts Is shown In fIgure 4.3. 

16 e 
•• • I I • 

memory board 2 memory board .1 

~SEt I 11 l. I LSB MSB, . 1 • I I 1-58 

Flg~re 4.3: Border regIster 

(d) Buffer address reset regIster 

ThIs Is a 1 bIt wrIte only regIster . The buffer 

.. \ address counter I s reset when th I s reg I ster Is accessed. 

<e> ResQlutlons~'e~t regIster 

ThIs Is an a bIt wrIte only regIster. It specIfIes the , 
resolutIon of the Image, dIsplay frame number and the host 

access frame number. The functIon of the IndIvIdual bIts Is 

shown In fIgure 4.4. Where W1-V3 represent the frame whIch 

Is been wrItten to or read from, whlleM1-M3 represent the 

dIsplay frame number. lis snown In the fIgure, the two least 

sIgnIfIcant bIts of the regIster represent the vertIcal and 

horIzontal resolutIon respectIvely. 

MSB LSB 

W3 X X M3 X X 0 0 512 by 512 

W3 W2 W1 M3 M2 M1 1 0 256 by 512 

W3 W2 X M3 M2 X 0 1 512 by 256 

V3 W2 W1 M3 M2 M1 1 1 256 by 256 

FIgure 4.4: ResolutIon select regIster. 
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(f) Buffer address register 

S4 

This Is an 8 bit read only register. It contains the 

outputs of tha buffer address counter. BA2-BA9. as shown In 

figure 4.5. 

MSB LSB 

I BAg I BA8 I BA7 I BAS I BA5 I BA4 I BA3 I BA21· 

Figure 4.5: Buffer address register 

4.2.2. Data transfer 

Data transfers ora Initiated by the host system. Each data 

transfer aver the multlbus takes 1. 3 microseconds·. Twa types 

of data are transferred between the host system and the 

framestore: command/status data and Image data. 

Command/status data refers to the data used for setting the 

content of registers on the framestore controller board. 

Data transfer from the host to the video memory.· or vice 

versa. Is through an 8 Kbytes dual ported buffer memory. The 

buffer memory Is transparent to both the video memory and.the 

multlbus. I .•• both af them have access to the video buffer 

memory all the time without Incurring any wait state. The 

transfer of data betwean the host system and the Video memory 

consists of two steps: 

(a) data transfer between the buffer memory and the host 

system 

(b) data transfer· between the video memory and the buffer 

memory 

Step (a). Is done via the multlbus Interface of the 
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controller board. whilst step (b) requires the use of' the GDP 

pl)(el -access commands. The GDP off'ers two modes of' pl)(el 

access. f'ast and normal. Normal read/write mode has an 

average acoess time of' 1.3 microseconds whilst the f'ast mode 

has an access time of' 592 nanoseconds. During the f'ast 

pl)(el access mode the display Is blanked because the entire 

f'rame per lad. at her than the dynamic storage ref'resh periods. 

Is allocated to pl)(el access. The command set can be divided 

Into the f'allowlng categories: 

(I) Vector plotting 

There are 

present )( 

less than 

two ways of' plotting a vector line f'rem the 

and y position. If' the length of' the vectar is 

three pl)(els vertically and horizontally. the 

direction and length of' the vector can be speclf'led with a 

single command code. For' long vectors. the horizontal and 

vertical length of' the vector are speclf'led by writing to the 

respective DELT~X and DELT~Y register of' the GDP 

r-espect I ve I y. The ma)( I mum I ength of' the vector I n the 

vertical and hor I zanta I direction Is 256 pl)(els. The 

addressing of the pl)(els In the vector Is as shown In f'lgure 

4.6. 

511 

o 

1 

/---r DELTAY 

-----1-----
I 

I 
I ~(----4' 

DELT~X 

511 

Figure 1t.6: Screen addressing 

(il) Character plotting 

The GOP has an internal character set of' 97 ~SCII 

characters. The minimum size of' these characters Is 5 by 8 

i 
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p'l)(e I s. On top of th la there la' a' spec I a I character wh I ch 

flllsa square area. with minimum size of4 by 4 pl)(ela. 

The character alze can be Increased to a ma)(lmum of 16 times 

the minimum size. Figure 4.7 shows the order In which the 

pl)(els are accessed when the special character Is used with a 

vertical orientation. 

64 63 62 61 60 59 58 57 

· · · · · · · · 
· · · · · · · · 
· · · · · · · · 

17 18 19 20 21 22 23 24 

16 15 14 13 12 11 10 9 

1 2 3 4 5 6 7 8 Start address 
, ..... 

Figure 4.7:,pj)(el access sequence 

(Ill) Screen scanning 

This set of Instructions (4H. 6H. 07H and 0CH) Is used 

either to clear the entire screen. or set the screen to 0 

specific colour and also to Initiate the acquisition of video 

I nput' to the v I deo memory. The screen scanning starts from 

the beginning of the ne)(t new frame. 

Figure 4.8 and figure 4.9 shows the sequence of steps for 

writing to and reading from the video memory respectively. 

4.2.3. Frame acquisition and display 

The video Input signal Is sampled. digitized and stored In 

,the video memory. The resolution of the displayed or 

captured picture Is software controlled and the different 

options available ore: 

(I) 2 frames of 512 pl)(els by 512 lines 

(11) 4 frames of 512 pl)(els by 256 lines 

(Ill) 4 frames of 256 pl)(els by 512 lines 



Chapter 4 67 
I 

~-- -~~--------- ~-~-~---~~--"~---~-. -------.---~ .. -------.~-~-.---~~.-.. -'--.. - --~- ~_~.-_~_J 

/ Read GOP/' 
STATUS. regl.ster , 

, Is 
. YFS GOP busy 

NO 

RII regl.ster = 0 

I 
Set x and y address regl.ster 

BRAN regl.ster = 0 
. 

IIrl.te data I.nto Buffer 
memory I.n the order I.n whl.ch 

they are wrl.tten I.nto the vI.deo memory 

IIrl.te the approprl.ate 
PLOT command to the GOP CNO/STATUS reg. 

Figure 4.8 Vrite to video memory flowchart 
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Read GOP 
STATUS reg~ster 

NO 

RV reg~ster =0 

Set x and Y address reg~ster 
BRAN = 0 

Vr~te approp~ate 
PLOT command to GOP CND/STATUS reg. 

Read GOP 
STATUS reg~ster 

NO 

Read v~deo data out of 
Buffer memory start~ng from OFFSET=O 

Figure 1t.9 Read from video memory flowchart 
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('v) 8 frame. of 256 plxels by 256 line. 

The aspect ratio of the display Is 1:1 unlike the normal 4:3 

ratio. This Is due to the fact that out of the 64 

mlcro.econds In a scanllne only 32 microseconds are used for 

displaying data. This display format has the advontage that 

when drawing a .olrcle on the display we will get a Circle 

while for a 4:3 ratio systam we would get an ellipse . 

. . The pictures are captured at fu I I from. rote, I. e. 25 frames 

per second. The aoqulsltlon of the digitized picture starts 

from scanllne number 38 of the field after the GDP has 

received the screen scanning command. A noticeable 'Jerky' 

effect occurs on the screen because the digitized video data 

Is written Into the video memary during what was previously 

the active display period of a scanllne and It is also 

outputted to the DAC • 

If ths vertical resolution Is 256, only one field Is stored 

In the memory at 0 time. Figure 4.10 shows the flowchart of 

the steps for Video acquisition. 

4.3. Hardware details 

Due to the complexity of the framestore circuitry, each of 

the three circuit boards will be discussed separately: 

(a) video memory board 

(b) controller board 

(c) analogue board 

4.3. 1. Video memory board 

Each memory board can store up to a maximum of 2 frames with 

512 plxels by 512 lines resolution and 8 bits per plxel. It 

conslst.s of 64, 64K by 1 bit dynamic RAM, divided Into 6 

memory planes, each containing 8 memory chips. A maximum 

... 
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Read GDP 
STATUS regl.ster 

NO 

RII regl.ster =2 

Setup framenumber l.n 
FRH select regl.ster 

Send screen clear command to 
GDP CHD,STATUS regl.ster 

Figure 4:10 Video acquisition flowchart 

70 
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of 256 levels "are available on each memory cord. 

Figure 4.11(a) shows the circuit 

banks. Figure 4.11(b) shows one 

diagram excluding the memory 

of the bit planes. 

The Video memory control and address signals are derived from 

the controller card and are buffered by high fan-out TTL 

drivers. The Individual chips In each plane are selected by 

MSL0-MSL2. which are decoded by the 3 to 6 decoder. IC73. 

which supplies the R ... S signals. During the display. refresh. 

Cnd screen scanning period. all the R ... S lines are enabled by 

setting the ... LL line low. Only one R ... S line will be'enabled 

.durlng the control board. read and write period so that when 

I nd I v ~dua L. .. "p', xe I s are accessed 

address slgnals(C ... S). C"'S 000 and 

the horizontal resolution of the 

by the GOP. The two column 

C"'S EVEN are·used to vary 

picture. If the horizontal 

resolution of the picture 

enabled while only one 

resolution Is 256 plxels. 

Is 512 plxels both C"'S signals are 

Is enabled when the horizontal 

Due to the slowness of the memory chips. dota demultlplexlng 

at the Input and multlplexlng at the output Is necessary. ... 

universal shift register (SR) with parallel-serial. and 

serial-parallel options. ·Is used to multiplex data to and 

from the VR ... M. Data read out of the memory Is latched 

Into the shift registers and shifted out using the CP signal. 

The outputs of the shift registers. are latched by dual output 

latches. IC76-IC79. They ore then directed to either the 

analogue 

controller 

board 

board 

(via connector P2) 

(via connector 'P3) 

for 

by 

signals respectively. 

The EXT OE signal and Foregnd EN signal 

the source of the Input. either digitised 

display 

the OE W 

or the 

and OE Y 

are used to select 

video or buffer 
raemory data.) os Input to the video· memory. They are 

connected. to the output enable pin of the external Input 

register (.IC76) and foregound register(IC77) respective. 
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4.3.1.1. Timing details 

The timing details of the video memory board wl"· be 

discussed according to their functions. consisting of: 

(a) memory chip access requirements 

(b) video memory display cycle 

(c) video memory read cycle 

(d) video memory write cycle 

(e) video acquisition cycle 

4.3.1.1.1. Memory chip access requirements 

Figure 4.12 shows the read and write access requirements of 

the memory chips. The mode of operation. 

Is determined by the VE.slgnal. TheRAS 

I.e. read or write. 

and 

latch the row 

failing edge. 

and column address signals of 

CAS signals 

A0-A7 on Its 

The minimum read or write cycle time of the memory Is 270 

nanoseconds. During the read mode. the data will appear at 

the output. Dout. after a minimum of 135 nanoseconds. Vhlle 

In the write mode the data must be available at Its data 

Input pin. Din. at the beginning of the CAS. 

4.3.1.1.2. Video memory display cycle 

Figure 4.13 shows the timing waveform of the main signals 

Involved when data Is read out of the memory to be displayed 

·on the screen. 

During the display cycle. the ALL signal Is.set low to enable 

the RAS output signals of all the memory chips In each memory 

plane. The valid data Is loaded Into the universal shift 

registers of each memory plane on the rising edge of the CP 

clock with the S/L signal high; They are then shifted out of 

the shift register. by the CP Signal. Into the dual output 
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part latch... 25LS2519. as Indicated by the 07 output signal 

In figure 4.13. During this period the OE V Is set low so 

that the data Is directed to the analogue board via Its V0-V3 

outputs. 

4.3.1.1.3. Video memoru read access cucle 

The timing waveform of this cycle is almost the same as the 

video memory display cycle. But during this cycle only.one 

memory chip per bit plane Is selected by MSL0-MSL2. The data 

output of the memory Is loaded In the SR as above. The dual 

port.ed latches ara only enabled for one CP cycle. Vhen the E 

algnal goes low the data from the shift register 07 output is 

latched Into the dual parted latches. The data Is held 

. until the next access cycle. The data Is outputted to the 

controller board via It. Y output port. Figure 4.14 shows an 

example of the timing when the DY4 data Is required, 

4.3.1.1.4. Video memory write access'cycle 

Figure 4.15 shows the timing waveform of the main signals 

Involved In transferring data from the controller board 

buffer memory to the Video memory board. 

The foregound register output Is first enabled by the 

foreground OE signal. Data from the controller board Is then 

latched into the foreground register by the foreground clock. 

It Is then shifted Into the universal shift registers. The 

outputs of the shift registers are then latched Into the 

appropriate memory chip. specified by MSL0-MSL2. In each 

memory p lane on the fa I I I ng edge of the CIIS si gna I. 

4.3.1.1.5. Video acquisition cycle 

The Video acqulaltlon cycle Is exactly the same as the Video 

memory write access cycle timing with the following two 

exceptions: 
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(a) the ALL signal Is low. which enables all the memory 

chips, 

(b)the external Input register output Is selected. by the EXT 

EN signal. 

Data from the analogue board Is latched by the external Input 

register. IC 76. The data Is then shifted Into the universal 

shift registers. The outputs of the registers. DY0-DY7. are 

then latched Into all the memory chips In each memory plane 

on the failing edge of the CAS signal. 

4.3.2. Controller board 

Due to the complexity of the circuitry the controller board 

hardware will bedlsoussed under the following headings:, 

(a) multlbus Interface 

(b) video display control and addressing 

(c) video data buffer 

4.3.2.1. Multlbus Interface 

The standard multlbus [65] bus structure has been selected as 

the communication bus between the host 

framestore. The framestore occupies a 

ports. selected by switch 1. and 64' Kbytes 

address space. specified by SWitch 2. 

system and the 

block of 256 I/O 

of the memory 

Figure 4.16 shows the circuit details of the multlbus 

Interface. The multlbus data lines. MD0-MDF. are, buffered by 

4 bidirectional drivers so that It can drive more TTL 

devices. The address lines. ADR0-ADRC. are likewise also 

buffered. 

Data transfers over the multlbus are Initiated by one of the 

control lines: , Input/output ,read(IORD). Input/output 



D. 

'"~ on 

Figure 4.16 

Chapter 4 

• 

• .tnP.-
' "'\. 12 [I 
• ::--. I 

~ 
• LI. ,.~ r~ "<J 

24 • 
~ 

Multibus interface circuitry 

• 21 

-<l-

• 21 

-<I-
, A. 

'<J 

.,--." 

"It 

.,--.,' 
U 491. 

81 

• 

• 

.co, .. .. .. .. .. .. 
" .. _ . 



Chapter 4 82 

write(IOVRT). memory read(MEMRD) and memory write(MEMVRT) 

signals. The framestore controller board acknowledges the 

reception of the command by pulsing the ACK and INHl lines on 

the multibus. The timing requirements of the multlbus are as 

,shown In'flgure 4.17. 

4.3.2.2. Video display control and addressing 

Figure 4.18 shows ,the circuit details of this section of the 

controller board.' Due to Its complexity the discussion on 

Its olrcultry Is divided further Into the following sections: 

(a) register address decoder 

(b) programmable read only memory (PROM) sequencer 

(c) graphic display prooessor, and video addressing 

4.3.2.2.1. Register address decoder 

The Individual registers on the controller board are selected 

by the output of the register address decoder (IC20). 

Multlbus address line AD5-AD7 are decoded to form the enable 

lines of the Individual registers. The register address 

decoder Is enabled only by the Input/output select line; A/S. 

from the multlbus Interface. The registers enabled by the 

Individual output of the decoder are shown In the table 

below. Some of the output of the resolution select register. 

02-08. represents the frame select during the display and 

host access period are multlplexed by a 2:1 multlplexer~ IC2. 

The Input Is selected by the BLK signal of the GDP which 

divides the entire frame period. 40 milliseconds. Into 

display periods (BLK=low) and host access periods (BLK=hlgh). 

4.3.2.2.2. PROM sequencer 

The PROM' sequencer circuitry Is located at, the bottom left 

hand corner of figure 4.18. It consists 'of :3 components:, 
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(a) 4 bit synchronous binary counter (ICII) 

(b) 32 by 8 bit word PROM (IC8) 

(c) 8 bit latch (IC4) 

MULT C"S S/L GOP B"OO R"S 

PROM PULSE CLK. 

"OORESS 00 . 01 02 03 04 05 

(HEX) i 

0 0 1 1 !_. 1 i 0 

1 1 1 1 1 0 0 ._- . ---
2 0 1 1 1 1 I 0 

3 0 0 1 0 11 0 

4 0 -0 1 0 1 i 0 

5 0 0 1 0 I 0 

6 0 0 0 0 1 1 

7 0 1 1 0 1 1 

10 0 1 1 I 1 0 

11 1 1 1 1 1 0 

12 0 1 1 1 1 0 

13 0 0 1 0 1 0 

14 0 0 1 0 1 0 

15 0 0 1 0 1 0 

16 0 0 0 0 1 1 

17 0 1 1 0 0 1 

Table 4.1 : PROM content 

85 

MULT FOREGNO 

VR"M CLOCK 

06 07 

1 I 

I 1 

0 0 

0 1 

0 1 

0 I 

0 I 

0 1 

1 1 

1. 1 

0 0 

0 1 

I 0 1 

0 1 

0 1 I , 
, 

0 1 ! 

The upper 16 bytes of the PROM are not used.as "5 Is set low. 

" 14·MHZ. signal Is connected to the clock pln.of the binary 

counter. forcing It to count from 0 to 15. The count will 

reset to 0 on the next clock once Its output value 

reaches 15. 'a". aB and ac output signals of the counter are 

connected to PROM address lines. "1-"3 respectively. Thus. 

the sequence of PROM access Is repeated after every 8 counts. 

The "4 address line of the PROM Is connected to the output 

of the R/W register. splitting the lower 16 bytes of ths PROM 

Into two banks. of 8 bytes each. This Is necessary because 
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the timing requirements of the two types of video memory 

access. read from video memory and write to video memory. are 

different. Table 4.1 shows the oontent of the PROM,~ ··To 

synchronise the output of the PROM. they are all latched by' 

an 8 bit latch. Figure 4.19 shows the timing waveform output 

of the latch. 

4.3.2.2.3. Graphic display processor and video addressing' 

(a) addressing signals 

The GOP lies at the heart of the framestore. generating most 

of the required signals needed to drive the video memory. It 

also generates the signals needed to drive an Interlaced 

roster soon cathode ray tube(CRT) display with the CCIR 625 

lines 50 .. Hz. st·andard. The GOP also has a microprocessor 

Interface through which It receives commands. 1\ complete 

data sheet Is given In reference [10] and the reader should 

refer to It for details. 
. 

MSL 01\0 

0 1 2 3 0 1 2 3 4 5 6 

RI\S X0 Xl X2 Y2 X8 X7 X6 X5 X4 X3 Yl 
CI\S X0 Xl X2 f YS Y7 Y6 Y5 Y4 Y3 Y0 

Table 4.2 : GOP memory addressing 

The GOP video memory address signals. 01\00-01\06 and 

MSL0-MSL3. ore buffered to give high drive over the ribbon 

cable. The pl~el coordinate address represented by the. 

address signals Is shown In table 4.2. where 'f' selects 

frame 0 or frame 1. The 01\06 and MSL3 signals from the GOP 

are multlple~ed with the outputs of the resolution select 

register by 0 4<1 multlple~er (IC10). The Input Is selected 

by the least significant .blt. I.e. the vertical resolution 

select bit. of· the' resolution select register and the 

MULT/VRI\M Signal. The ye address. shown In the table above. 

represents the' even and odd· f I el d signa I . Th I s si gna I Is 
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multlplexed with the outputs of the resolution select 

register. If the vertical resolution selected Is 256, the 

multiplexer selects the output of the resolution select 

register Instead of- the GOP DAD6 signal as the Y0 value. 

However, I f the vert I ca I reso I ut I on Is. 512 then the' 

multiplexer selects the GDP.DAD6 Signal as Its output all the 

time. 

The MSL3 signal Is multlplexed with the resolution select 

register frame select output. such that the A7 line during 

RAS period will select one of the two frames, 512 plxel by 

512 lines, available on the video memory board. 

The'horlzontal resolution of the picture Is controlled by the 

CAS EVEN and CAS 000 Signals. These two signals are 

connected to the CAS pins of alternate memory chip In each 

memory plane. If the horizontal resolution Is 256 only one 

CAS signal, CAS 000 or CAS EVEN, Is enabled. 

(b) control Signals 

The GOP DV signal will be set low during the Video memory 

access cycle. This signal le 'OR-ed' with the output of the 

R/V reg I ster and the output of the frame p'u I se generator to 

generate the VE signal for the video memory board~ The 

output of .the R/V register determines whether the memory 

access cycle Is either read or write cycle. The output of 

the frame pulse generator Is enabled only when a vertical 

resolution of 256 Is selected. It Is used to enable the VE 

for only 

to ensure 

every time . 

one field during each frame acqUisition. This Is 

that frame acquisition has the some field 

The t'lmlng waveform of the addreSSing and control 

. slgnals Is given In reference [10]. 

(c) microprocessor bus signal 

Commands are passed from the host system to. the GOP via Its 

mlcroprocesso·r· bus. The. GDP Internal registers are mapped 

onto the host system 1/0 ports. ocaupylng 32 locations. The 
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GDP data line.; 00-07. are oonnected to the lower byte of the 

mu I t I bus data I I nes.The timing· requirements of. the GDP 

mlcroproce.sor bus are found In reference [10]. 

4.3.2.3. Video data buffer 

The circuit diagram of the video data buffer Is shown In 

figure 4.20. The video data buffer COA be divided Into four 

groups of components: 

(a) buffer address oounters (IC35. IC40. IC39) 

(b) address multiplexers (IC45. IC44. IC43. IC42) 

(c) buffer memory (IC47. IC48. ICS9. IC70) 

(d) data latohes (lCS5-S8. IC51-53. ICS2) 

The buffer address oounters generate the address of the 

looatlon to whlohthe next video memory data Is written Into 

or read from the buffer memory. They are Inoremented after 

each GDP video memory access cycle, The counters can be 

disabled. I,e. stop oountlng. If DIN output of the GDP. which 

Is controlled byCTRL 1 register. Is set low.' The counters 

can be reset by aooesslng the BRESET register. 

The buffer memory Is dual ported and Its aooess Is 

transparent to both the~VRAM and the multlbus. I.e. both have 

full access to. the memory without any time delay. To do 

this the GDP signal (571 nanoseconds) Is divided Into two 

memory acoess periods: multlbus access time and video memory 

access t I me. by the MUL T/VRAM signa I . The output of the 

buffer address counters. AB0-ABB. and the multlbus address 

lines. AD 1-AD C. are time division multlplexed with eaoh 

other by the address multiplexers. The outputs of the 

multiplexers are conneoted to the address· pins of the buffer 

. memory . 

. • :: .• Tha buffer memory consists of four low powered 4K by 4 bits 

static random acoess memory IMS1420. which have 70 
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·nanoseoond access time. They are arranged such that the 16 

bits word representing a plxel data. stored In the buffer 

memory. will appear as consecutive address data bytes to the 

host system. 

The data 1·lnes between the multlbus and the buffer memory are 

buffered by latches. They ora used to latch the data at the 

approprlate·tlme~ The output of the latches are controlled 

such that only one pair of· latches can drive the data lines 

of the memOry at anyone time. 

The multlbus signals: address. data. and control slgnls are 

asynchronous to the other signals on the controller 

board. generated by the PROM sequencer. Thus. additional 

circuitry Is required to generote the respective latch signal 

and output enable signal .of the buffers between the multlbus 

and the buffer memory .. 

4.3.2.3.1. Timing details 

Due to the complexity of the timing Involved. the timing· 

diagrams. will be discussed according .to the function 

performed by the Video data buffer. 

(0) Write to Video memory 

(b) Read from video memory 

(0) Multlbus read 

(d) Multlbus write 

4.3.2.3.1. 1. Vr I te to v I deo memory 

The timing waveform of the signals Involved In transferring 

data from the buffer memory to the video memory. Is shown In 

figure 4.21. The data from the buffer memory. addressed 

by the output of buffer address registers. Is latched· ·Into 

the buffer on the falling edge of the inverted MULTI.VRt\M. 

signal. The data Is continuously outputted to· the memory 
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board. The buffer address counter Is Incremented on the 

rising edgs of the B,o.OO CNT signal. The ENTP signal Is the 

Inverted" Oil signal. It enables the buffer address counter 

when It Is high. 

4.3.2.3.1.2. Read from video memory 

The timing waveform of the relevant signals Involved In the 

transf"er of data from" the v Ideo memory to the buffer memory 

Is shown In figure 4.22. The data from the video memory Is 

only valid 571 nanoseconds after the rising edge of the GOP 

access cycle. Thus. the data Is only latched by the 

buffer on the start of the next GOP cyole. It Is then 

written Into the buffer memory during VR,o.M time slot. when 

MULT/VR,o.M signal Is low. The buffer address oounter Is 

Inoremented by the B,o.OO CLK Signal. " 

It. 3.2. 3.1. 3. Multlbus read 

Figure 1t.23 shows the timing waveform of the relevant signals 

Involved In·" the -transfer of data from the buffer memory to 

the multlbus~ IIhen the host computer Is readtng data from 

the BR,o.M. the data output of the buffer memory Is latohed by 

the MULT PULSE signal. The MULT PULSE signal Is used to 

disable the buffsr latch signal by triggering a monostable 

600 nanoseoonds after the start of the multlbus transfer. 

Indloated by MEMRO. The output of the monostable Is latohed 

Into a O-type latch. whose 0 output Is OR-ed with the S/L 

signal to generate the buffer latch signal. Thus. a high 

value output on the O-type latoh will disable the buffer 

latch signal. 

4.3.2.3.1.1t. Multlbus write 

Figure 4.24 shows the timing waveform of the signals Involved 

In the transfer of data from the multlbus to the buffer 

memory. The transfer Is Initiated by the multlbus MEMIIRT 



Figure ~.22 Read from video memory timings 
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signal. Data from the multlbus. 00 - OF. Is first latched 

Into the multlbua write buffera.IC 52 and. IC 68. The 

latched data Is written Into the buffer memory during the 

multlbue time stot, when MULT/VRAM Is high. 

4.3.3. Analogue board 

A brief discussion of the' olroultry will be given In the 

following paragraphs. For more details refer to reference 

65. Figure 4.25 shows a block diagram of the analogue board 

clroultry. 

The video Inputs are first amplified. The amplified signals 

are then fed into a buffer prior to the ADC analogue 

Input. The buffered Y signal Is also fed to the Input of a 

sample and hold olrcultry. This olroultry samples and holds 

the Video black level for the entire sconllne. This value 

represents the lowest voltage to the Input. to ADC. It Is 

buffered and used to drive the bottom end of the oonverter 

resistor ladder .. ' The sampt Ing frequency, 

memory board of the ADC Is 14 MHz.. 6 

obtained from the 

or 8 bits flash 

converters oan be used. The outputs of the ADC are then 

buffered by latohes before going to the memory board . 

. On the OAC side, dota from the memory board Is first 

. latched. Since the digital Input to the DAC is ECL logic. 

theTTL signals are converted to ECL signals. 6 or 8 bits 

DAC can be used. This circuitry Is replicated for the 

other two channels, U and V. The sync output from the 

controller.board Is added to the analogue signal In the Y 

ohannel. 

4.4. Discussion 

The framestore was designed around the Thompson CSF graphic 

chip, EF9365. It has a data transfer rate of 1.5 Mbytes per 

second over the multlbus. The design makes use of the 

I 

I 
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graphic chip Inbuilt vector drawing and character generator 

circuitry to access the video memory at a fast rate. This 

helps to reduce the access set up overhead. I.e. the number 

of registers that need to be setup per pixel access, as a 

group of plxels . can be acceased with a single GDP command. 
, . 

This also enable. the framestore to be used as a graphic 

display terminal, as the framestore can be set such that data 

written into the video memory comes from a single location on 

the buffer memory. 

Data transfer between the framestore and the host Is via an 8 

Kbytes buffer memory. This enables the host system to work 

concurrently with the GDP. 

4.5 Note on publication 

,.. paper entitled ",.. video F'rame store for Teleconferenclng 

application In Computer Networks .... waS presented In the IERE 
Conference In 1985 held at Loughborough University. 
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CH,o.PTER FIVE 

NETWORK PROTOCOL 
ARCHITECTURE 

Introduct Ion· 

,o.s one of the sites Involved In PROJECT UNIVERSE. a Cambr.ldge 

ring [81) was Installed in the Electrical Department at 

Loughborough University in 1982. The network Infrastructure 

of a Universe site Is shown In f.lgure .5.1. The main function 

of the different stations are as follow: 

Nameserver - to provide the name lookup.servlce, giving the 

ring address of the service required by the.user 

Boot server to provide the bootstrapplng facility. loading 

codes Into the user memory 

Monitor - to ensure the continued operation of the ring 

BBC microcomputer to provide a common user Interface, to 

Image transfer and robot control 

Image station to provide colour Image transmission. 

The International Standard Organlsatlon(ISO) suggested a 

Reference Mode I, the Open Systems Interconnectlon(OSI) 

[42) for the exchange of Information among systems. The 

OSI cons'l sts of seven I ayers each layer performl ng a spec I f I c 

function. The functions of the different layers can .be 

briefly defined as follows: 

-the ,o.ppllcatlon layer Is the window through which exchange 

af information occurs bet~een . communication users 

-the Presentation layer. performs certain transformations, 

e.g. coding 

-the Session layer ensures 

synchranisation of data exchange 

-the Transport layer ensures 

the 

the 

. organ I sat Ion and 

correct end-to-end 
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Figure ~.1 IndiVidual Universe ring infrastructure 
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dlspatohlng of Information 

-the Network layer Is In oharge of network oonneotlon thus 

allowing the transport layer Independenoe from routlng·and 

relaying oonslderatlon 

-the Data link layer ensures the oorreot framing of data and 

sequenoe oontrol 

-the Physloal layer Is oonoerned with the tronsmlsslon of the 

raw bits over a oommunloatlng ohonnel. 

11 I though the protoool supported on the Cambridge ring does 

not oonform exaotly with the ISO standard. It oan be fitted 

approximately onto the defined layers as seen below. The 

Cambrldge.rlng protoool provides standard protoool only up to 

the Transport layer. IIbove this layer the protoool Is 

dependent on the servloe provided. Thus. the protoool 

dlsousslon will be limited to . the lower four layers. below 

the Session layer. 

ISO layers Cambridge ring protoools 

IIpp I I oat Ion --
Presentation 

Session 

Transport Byte streom and Single .. 
Shot protocol 

-~ .. ----
Network .. Baslo Block protoool 
-- -. 
Data link '. Mlnlpocket protocol 

Physloal ... Physical 

Figure 5.2: Cambridge ring protocol mapping 

to ISO layers 

5.2. Physloal Layer 

The Cambridge ring Is a slotted ring running at a olook rate 

of 10 Mblts/seoond. 1111 host systems are Interfaced to the 

ring via a node and they eaoh have a unique address. Each 
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node consists of a repeater and a station unit. 

of the-node Is stored In the station unit. 

provides the Interface between the node and 

101+ 

The address 

IIn access box 

the device 

as shown In ,figure 5.3. Detailed specification of the 

Interface can be found In reFerence 70. 

Figure 5.3: Cambridge ring node 

5.3. Data I I nk layer 

IItrlngstartup. the monitor generates a mlnlpacket and sends 

It circulating unldlrectlonally round the ring. The size of 

the mlnlpacket Is 38 bits and the structure of the mlnlpacket 

Is shown In figure 5.1+. The first bit Is the start bit. 

1 1 1 8 B 16 2 

destcl1atcon source 
address address data 

~onctor pass bct response bcts I 
Full ,Empty parcty bct 
start bct 

Figure 5.1+ Mlnlpacket structure 

It Is always set to 1 and Is used for: the synchronisation of 

the ring. The FULL/EMPTY bit determines whether a mlnlpacket 

contains valid Information. The monitor pass bit Is used 
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for detecting an erroneous mlnlpacket that Is oontlnuously 

olroulatlngthe ring. It Is set by the transmitting noda and 

I s reset ,when the m I n I paoket passes the mon I tar,. "ny 

mlnlpacket detected as full and has this bit cleared, will 

automatically be marked empty when It passes the monitor. 

The transmitting and recelvi'ng node addresses are specified 

by their respective field. The data field contains the true 

data content of 

speo I fy I ng the 

the mlnlpacket. 

response of the 

.Two bits are a I located to 

receiving station. The 

response Is encoded as follows: 

Bit 

36 

1 

1 

0 

,0 

nos .. 

37 

1 

0 

1 

0 

Ignored - No statlon'wlth the destination 

address 

Not selected - The destination station does not 

Wish to receive from the source station 

"ccept - The dest I nat I,on has successfu I I y read 

the mlnlpacket 

Busy - The destination Is not, ready to read the 

mlnlpacket content 

Thus, a successful transfer only occurs when the response 

bits return a value of 01. The last bit of the minlpacket. 

a parity bit. Is used by the receiver station to detect a 

corrupted ml n I packet. Corrupted m I n I packet w I I! be, rejected. 

When a station has data to transmit, It loads Its buffer 

with the data and waits until Its repeater receives an empty 

mlnlpacket. The repeater wll I then mark the mlnlpacket as 

full and fill the mlnlpacket data field with the content 

of Its buffer., The mln I packet continues circulating round 

the ring unt I I It reaches the destination station. The 

destl'natlon repeater,reads the data Into Its buffer and sets 

the acknowledgement field appropriately. 

then circulated again until It returns 

The mlnlpacket Is 

to Its sender; 

whloh then marks the mlnlpacket as free for other ,stations to 
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use. 

5.4. Network layer 

The Basle Block(BB) [54] protocol Is 

'protoco I developed for the Cambridge ring. 

a 

106 

Network layer 

It Is made up of 

four fields; header. count. data and check sum as seen In 

figure 5.5. 

16 BITS 

HEADER 

COUNT 

PORTNUMBER 

DATA 
c 

CHECKSUM 

Figure 5.5: Basic Block structure 

The header Is divided Into three fields as shown below. 

Field A 

< 1001 > 
Field B I 

< two blts>l< 
1 

Field C 

ten bits> 

Figure 5.6: Basic Block header 

The first field, field 1\. contains a bit pattern of four 

bits, indicating the start of the block. Field B consists of 

two bits defining the Basic Block type as shown below! 
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Bit .. value 

o Type 0 ~ the number ar wards In the data rleld 

minus 1 Is faund In field C af the header. The 

checksum field Is set ta 0. 

1 

2 

3 

Type 1 .- the number of words I n the data fie I d 

minus 1. Is found In field C of the header. 

Type 2' - the data Is 10 bits and Is found In 

fie I d C. Its Basle Block consists of only one 

mini packet. Not used. 

Type 3 ~ the data byte count Is found In the 

count field. Field C Is then used to define 

whether ar not It Is a datagram blook. 

Most. sytems on the Universe project use only Type 3 Basle 

Blocks. The following discussion will be limited to Type 3 

Basle Blocks only. The count field speclfles'the number of 

bytes or data In the data Field minus one .. In the case of'an 
odd number of bytes In the block. a pad charaoter Is appended 

to the data stream. The mOKlmum number of bytes per Basle 

Block Is 2048. The route field, byte 4 and 5, oonslsts or 12 

valid bits defining the portnumber specified by the reoelvlng 

system. The top rour bits are set to.0. 

The last word In the blook Is a 16 bit checksum. It Is 

produced by taking each word In the blook, Including the 

header, count, and port field, and' forming the 

end-around-.ocirry sum of them. The oarry bit Is then added 

after each addition. " more oomplete desorlptlon or the 

Basle Block Is found In the Loglca Manual (54]. 

5.5. Transport layer protocol 

Lying above the Basle Block protocol Is the Transport layer 

protoool. There are two sets 

Single Shot Protoaol(SSP) and 

[47]. 

of protoool 

Byte Stream 

In this layer, 

Protocol (BSP) 
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The_SSP Is used when all the data in a transaotion oan be 

oontained within a single Basio Blook. The station 

Ini-tlat'ing the transaotlon, I.e. the ollent, send .. an SSP 

request b look, SSPREO, to tha pub!-' 0 port. of tha stat ion 

that provides the service, It wants i.a. service station. Tha 

service station will put the data requested in' a Basic 

Block, SSPRPLY, and send It back to tha client through the 

portnumber specified by the raply port field. Tha format of, 

tha SSPREO and SSPRPLY basic block is shown In flgura 5.7. 

Tha SSPREO/SSPRPLY protocol Is fraquantly usad for accasslng 

the Server(NS). 

• 16 blts~ • 16 bits--+ 

I 6C Hex.' FLAaS 65 Hex. I 0 
I---.....L-----

REPLY PORT RETURN CODE 

FUNCTION CODE 

ARGUMENTS RESULTS 

I -
SSPREO SSPRPLY 

Flgura 5.7: SSPREO and SSPRPLY basic block 

The BSP protocol is a lightweight protocol used when a large 

amount of data needs to be transferred. The client sends an 

OPEN basic block to the service station which acknowledges 

with an OPENACK basic block. The, format of the OPEN and 

OPENACK blocks are shown In figure 5.S. The connection port 

number, specified In the OPENACK,'wll1 be used for futura 

communication between the two stat Ions. _ Thus, the 

OPEN/OPENACK sets up a virtual circuit between the two 

systems 

systems. 

which wi 1'1 rema'in active unti I closed 'by' the' 
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• 16 blts'---'p '~"--16 blts--

6h Hex, I' FLhGS 65 Hex, 1 0 

REPLY PORT CONNECTION PORT 

FUNCTION CODE RETURN CODE 

hRGUMENTS RESULTS 

I 
! . 

OPEN OPENhCK 

Figure 5.8: OPEN and OPENhCK basiC block 

The FLhGS field In both the SSPREO and OPEN block provides 

information about the service necessary for the connection 

as shown below: 

~ 
0-2 specify the protocol 

o non standard 

3 

4 

5 

6 

7 

1 OPEN 

2 SSP 

3 the name Is 0 machine name, so that the port, 

and function fields ore meaningless. Use by 

Nameserver only. 

4 - Datagram 

set If the function code Is not specified 

set If on extended tlmeout. for SSP and OPEN, Is 

needed 

set If the service Is found In the remote' site 

set If the service can receive and transmit 

Type 3 Basic Block 

set If the service can receive and transmit 

Type 0 and 1 BasiC Block 

The procedure for setting up a virtual .llnk between two Image 
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stations will be used to Illustrate the SSP and BSP 

protocols. The Image transfer function Is Initiated by the 

controller station, BBC~. ~ssume that Image station ~ Is 

the receiving station and Image station B Is the transmitting 

station. The steps are as follows: 

1. BBC~ sends an SSP, containing the name of the Image 

station ~, to the Nameserver. 

2. The Nameserver sends an SSPRPLY, containing the address 

and portnumber of Image station ~, back to BBC1. 

3. BBC ~ sends as SSP, containing the function required, to 

Image station ~. 

4. Image station' A acknowledges ,the reception of 'the BB with 
I ' 

an SSPRPL Y . ' 

5. Image station ~ sends an SSP to the Nameserver asking for 

the address of Image station B. 

6. The Nameserver replies with an SSPRPLY containing the 

address of Image station B. 

7. Image station ~ then 'sends an OPEN to Image station B 

using the address supplied by the Nameserver. 

8. Image station B, replies with an OPEN~CK 

The different steps mentioned above can be Visualised In 

figure 5.9. 

numbers. 

The numbers In the figure represent the step 



Chapter 5 111 

Nameserver 

BBC A Image statl-on B 

Image 
statl-on A 

Figure 5.9 : Virtual link setup 

5.6. Performance 

The performance of· the protocol [75) Is measured In terms of 

the data throughput, error recovery and flow control. 

5.6.1. Data Throughput 

The data throughput of the system refers to Its transmission 

rate of useful data. The Cambridge ring operates at a rate 

of 10MHz, but there Is. a lot of overhead In a mlnlpacket. 

Out of the 38 bits In a mln I packet only 16 bits are 

available for carrying data as shown In figure 5.4~ . Thus, 

the ring bandwidth Is only (16/38) x 10 Mblts = 4.2 Mblts per 

second. For a ring with 'n' packets and 'rn' active 

transmitter., each transmitting as fast as possible, and 

with all receivers accepting packets without delay, the 

point-to-point bandwidth per transmitter Is 

Tp = 4.2M / ( n + m ) 

= 4.2M / ( n +2.) 

m > 1 

m = 1 

The above equation assumes that the active stations use all 
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the mlnlpackets allocated to them. But In the case where some 

stations are not as.actlve, the excess bandwidth left by them 

are shared equally amongst the other active stations. Thus, 

It permits a form of bandwidth stealing to occur on the 

network. 

5.6.2. Flow control 

The aim of the flow control mechanism Is to try to match the 

transml.tter station's transmission rate with the receiver 

stat Ion's acceptance .···rate [21,43]. Flow contro I mechan Isms 

can be. broadiy divided Into protocol and .1nterf'ace 

machan Isms. 

The mlnlpacket protocol provides a form of flow control 

using the response bits, bit 36 and 37. If the response bits 

show.an unsuccessful transmission It will try to' transmit the 

mini packet again when It receives the next free mlnlpacket. 

The Basic Block protocol does not provide any form of flow 

control. 

Two Interface flow control mechanisms will be. described. The 

first method sets a time delay between each Basic Block 

transfer as shown In figure 5.10(a). The time delay Is set 

to ensure that the receiver station Is al~ays ready to accept 

the data. The other flow control mechanism Is maxmeanrate 

as shown In figure 5.10(b). The maxme'anrate Is specified by 

the receiver station. The transmitter checks Its transfer 

rate every time It has transferred N bytes of data. If the 

transfer rate Is higher. It will wait until It Is lower. 

before It continues processing the Image data again. 
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PROCESS 
IMAGE DATA 

TRANSMiT 
DATA 
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(0) Del ayt-l me flow cant rol mecham. srn 

PROCESS 
iMf.GE DATA 

I CALCULf. TE Of. 1 f. 
-TRf.NSFER RA lE 

--- -- ---.. - --_ .. 

NO 

(b) Moxmeonrote flow control mechanl.sm 

Figure 5.10 ._ Flow control mechanism flowchart 
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IMAGE STATION· 

6.1. Introduct;lon 

The Image station 

communlcat;ionservlces 

provides 

for the 

multi level colour Image 

Cambridge ring. Two Image 

transfer services are provided: a medium resolution slow-scan 

transfer and a high resolution freeze frame transfer. The 

freeze frame transfer service Is mainly used for 

transmitting still pictures, e.g. diagrams and charts, while 

the slow-scan transfer service Is used basically for 

transmitting a sequence of Images, e.g. 

communication and surveillance. 

face to face 

The BBC microcomput;er Is used as the controller station, 

prOViding a menu driven user Interface for controlling the 

image 

to the 

stat;lon services. The BBC microcomputer Is connect;ed 

ring via the SEEL/ORBIS program Interrupt Interface 

which provides Basic Block (BB) level protocol In flrmware. 

6.2. System description 

6.2. 1. Hardware 

The Image station consists of three multlbus boards:· 86/30, 

VMI-1 and framestore controller card, Interconnected as shown 

In figure 6.2. They are . housed, together with the power 

supplies and fans, In a 6U type cabinet. The VMI-1 ring 

Interface card Is connected to a Loglca VTS Polynet ring node 

v I a a 50 way ribbon cab I e. The photograph In figure 6.·1. 

shows the setup of the Image station. 
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Figure 6 . 1 Image station 

6 . 2.1.1. 66/30 slngl. board computer[36) 

Th. 86/30 Is 0 slngl. boord computer system designed around 

h. 16 bit 6066- 1 mloroprocessor . The mloroproc sor has 

o olook frequ.ncy of 6 HHz . It has 25 Kbytes of dual port 

memory. of whloh ~ Kbytes ore used by the VMI - l os shored 

memory. For transf.rrlng data to and From 

hoe 32 Kbytes of PROM space for s orlng 

h. ring . I 0190 

h. program codes. 

Th. 66/30 01.0 has wo 

Imers. timer 1 and timer 2 . 

o the baudrot. olock For he 

Ind pendent progr 

The output. of 

r I 0 I [10 oh I p 

mmobl. Interval 

timer 1 Is used 

wh I I. t I mer 2 

Is used os 0 realtlm. olook 0 meoeure h. data tronsFer rote 

and Frame upda te rote of the Image station . 



Figu r e.6.2 Image station block diagram 
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6.2.1.2. VMI-1 ring Interface 

'The VMI-1 

80/30 and 

provides a high 

a Logrca VTS 

performance Interface between the 

Polynet node. It contains the 

flrmware for supporting the Basle Block protocol. The VMI-1 

uses a direct memory access to the 86/30 memory, to transfer 

data to' and from. the 86/30 memory. The VMI-1 signals the 

completion of the previous request by Interrupting the 86/30, 

using Interrupt vector 2. Details of the Basle Block setup 

procedure required by the VMI-1 are found In reference 55. 

6.2.1.3 .. Framestore 

The L.U.T. framestore provides the frame acquisition and 

display facility of the lmoge station. It Is conflgured for 

colour Image display and acquisition. The Input Video 

signals: red (R), green (O)and blue (B), are transformed to 

luminance (L) and chromlnance (U,V) signals before being 

digitized. The transformation matrix for converting ROB 

signals to YUV signals and vice versa given by the 

Phase. ~Iternatlng Llnes(P~L) television standards [35] are: 

Y = 0.299R + 0.5876 '+ 0.114B 

U =-0. 147R 0.2896 + 0. 437B 

V = 0.615R 0.5156 + 0. 100B 

and 

R = 1.000Y + 1. 140V 

6 = 1. 000Y 0. 394U 0.581V 

B = 1. 000Y + 2. 020U 

The two main reasons for digitizing the luminance and 

chrom I nonce signals Instead of the three primary colours 

(R6B) are: 

(a) the bandwidth of thechromlnance signals, U and V, are 

lower than the luminance Signal. Thus,'a 2:1 ratiO of 

luminance to chromlnancecan be used for transmitting the 
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colour Image. 

(b) signiFicant changes In chromlnance are usually 

accompanied by signiFicant 'changes In luminance [49]. Thus. 

changes can be detected by checking the luminance component 

only. 

The Framestore has two video memory boards. enabling It to 

store up to a maximum of two Frames of 512 plxels by 512 

lines. Each plxel Is represented by 16 bits. 6 bits for 

luminance and 5 bits for each of the chromlnance signals 

as shown In figure 6.3. 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 

Figure 6.3. Digitised video bit arrangement 

A commercially available GEN-LOCK board. CLU6038. Is used to 

synchronise the framesto ... e video signals to the,vldeo Input 

signals. It also, gene ... ates a 14 MHz. signal fo... the 

Framesto ... e cont ... olle ... boa ... d PROM sequence .... 

The framesto ... e cont ... olle ... boa ... d ... eglste ... s a ... e located between 

po ... t add ... ess 0 to FFH. exc'l ud I ng po ... t add ... esses between 50H 

to 60H which a ... e used by the VMI-1. The base add ... ess of the 

framesto ... e buffe ... memo ... y Is set to 80000H. 

6.2.2. Softwa ... e 

The system, software occupies the top 32 Kbytes, add ... ess 

F8000 ~ FFFFF Hex .• of the 86/30 memo ... y~ The softwa ... e was, 

developed using the 8086 ,In-circuit emulato ... attached to the 

Intel NOS system and can ba diVided Into' th ... ee sections as 
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fo I lows: " 

- Ring drivers. which deal with request for transmission and 

reoeptlon of Basic Block 

- Framestore drivers. which deal with the transfer of data to 

and from the L.U.T. framestore as wsll as the coding and 

decoding of the Image data 

- the Main program. which analyses the task to be performed 

and calls the appropriate routines needed to perform the 

tasks. 

The system software was written In Pascal and 8086 assembly 

language. General housekeeping tasks. main program and ring 

drivers. were written In Pascal while the framestore driver 

routines were written In assembly language. This Is 

necessary to speed up the Image data transfer rate. and also 

to ensure that the main program and ring driver routines 

need not be rewritten. If a different framestore Is used by 

the Image station In the future . 

. 6.3. Image coding 

6.3.1. Scanning and Addressing 

Different scanning and addressing techniques are used to 

address plxel data. for freeze frame transfer and slow-scan 

transfer. 

(a)Freeze frame transfer 

During freeze frame transfer. theplxels are transmitted a 

aaan~lne at a time. The scanllnes are transmitted In 

Increasing order of yaddress. I.e. from the bottom to the 

top of the screen. Each scanl Ine Is addressed by the x and y 

coordinates of the first plxel along a ;"canl ine.· 

(b)Slow-scan frame transfer 
. . . . 

During slow-scan transfer ths frame· Is' divided Into regular 

blocks. of 8 by 8 pixels. .Each block is specified by the x 
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and ~ ooordlnate. of ~he plxel at the bottom right hand 

corner of the block. The order In whiCh the plxels In the. 

blook are ooded la shown In the figure below. 

7 

2 

1 

line 0 

57 

. 
17 

9 

1 

58 59 

. . 

. . 
10 11 

2 3 

60 61 62 63 

. . . . 

. . . . 
12 13 14 15 

4 5 6 7 

Figure 6.4. Coding order 

The slow-scan transfer has two frame 

64 

. . 

. 
16 

8 

update modes. 

conditional update and forced update. running concurr.ently. 

In the conditional update mode. all the blocks In a frame are 

tested. and only those blocks which 

slgnlflcantl~ will be coded and transmitted. 

have changed 

The blocks are 

scanned In an outward spiralling manner. starting from the 

centre 

=256) as 

of the screen (x ~oordlnate = 256. y coordinate 

shown In figure 6.5. This scanning process was 

adopted becaUs·e most of the. act I ve areas I I e· at the centre 

of the screen. and thus can be updated in a more continuous 

monner than the more conventional. top to bottom block scan .. 

The scanning process Is restarted after all the blocks In the 

screen have been tested. 

'. I 
screen-I 

acan ___ .~ 

pattern 

Figure 6.5. Block scanning pattern 
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In the forced update mode. only 0 portion of the blocks In a 

frame ore coded and transmitted within 0 frame update 

period. The scanning process of the foroed update mode was 

fro~ left to right followed by top to bottom movements. 

6;3.2. Coding techniques 

The oodlng technique adopted for oodlng the Image data for 

the freeze frame and slow-soan transfer are different. 

(a) Freeze frame 

In the case of the freeze frame Image transfer all the data 

Is coded and transmitted using PCM coding. 6 bits for 

luminance and 5 bits for each of the chromlnance signals. 

This Is because the receiver station requires an exact 

picture of the Image In the transmitter station. The 

resolution of the Imoge Is set to 5i2 plxels by 512 lines to 

provide as detailed a picture as possible. 

(b) Slow-scan 

Block conditional replenishment coding technique Is used to 

code the Image data during slow-scan Image transfer. In this 

form of coding. the frame Is first divided Into square grid 

blocks and each block I s· I nd I v I duo I I y compared to the 

block. at the same spat I a I I·ocat Ion. I n the reference 

frame to check If It satisfies the criteria of a changed 

block. The plxels of those blocks which satisfy the criteria 

will then be coded and transmitted. ~ block Is classified 

as a moving area block If It has either an average 

frame-to-frame luminance difference )= 2 or maximum 

frame-to-frame luminance difference )= 8 as shown In figure 

6.6. 
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Plxel by. Plxel difference 

o 

~reference frame 

< new frame 

/ 
moving area block if average or peak 

FDIF exceeds threshold 

Figure 6.6. Block Conditional Replenishment 

.The image station slow~scan transfer. has three modes for 

coding the plxels . of moving area blocks. The choice of 

coding Is controlled by the receiver station using the coding 

control strategy described In the next section. 

In mode 3. PCN coding (6 bits for lumlnances and 5 bits for 

each of the chromlnance signals) Is used to code the block 

plxels. Since the bandwidths of the chromlnance signals are 

much lower than the luminance signal. the chromlnance 

signals of alternate plxels along a scanllne are transmitted. 

I.e. even numbered plxel chrom I nonce signals will not be 

transmitted (refer to figure 6.4). At the receiver the 

chromlnance signals are repeated for those plxels which do 

not have the accompanying. chrom I nance signals. 
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In mode 2, 2:1 horizontal subsampllng mode [5], the luminance 

and chromlnance signals of· alternate plxels· .along ·a 

scanllne, I.e. odd numbered plxels (refer to figure 6.4) In 

the block, are coded with 6 bits for luminance and 5 bits 

each for the chromlnance signals. At the receiver station 

the missing plxel's luminance signal Is restored by taking 

the average value of the two adjacent plxels along a 

scanllne, while Its chromlnance data Is obtained from the 

previous plxel along the scanllne. 

In mode 1, 4:1 subsampllng mode, alternate plxels along a 

scan I I ne, as I n the 2: 1 subsamp I I ng mode, and a I ternate 

lines, I.e. odd lines In the block (refer to figure 6.4). 

are not transmitted. At the receiver, the luminance signal 

of the missing plxels of ·the transmitted line are first 

generated by taking the average value of Its two adjacent 

plxels, the same as In 2:1 subsampllng mode. The missing 

lines luminance data Is generated by taking. the average 

value of Its adjacent plxels In the y axis. 

A forced updating technique, where blocks are unconditionally 

updated, Is used to ensure that data errors on the screen 

are oorrected after a fixed· period of time. The number of 

blocks updated per frame are specified by the controller 

station. The plxel data Is coded with PCM coding, each plxel 

represented by 16 bits - 6 bits luminance signal and 5 bits 

for each of the chrominance signals. 

6.3.3. Coding Control strategy 

Theoodlng control strategy refers only to the coding of 

slow-scan Image data. It determines the coding technique 

used by the transmitting station. The strotegy adopted was 

to try to maintain a constant frame update rote,glven the 

network oond I t·1 on and the rece I ver I mage data acceptance 

rate. 
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.Inage data tranaferredby the lnage atatlon during alow-acan , 
tranaf.r aervlce Iscoded·"n one of three mod ••.. The choice 

of oodlng mode dependa on the following factor.: 

(a) maxmeanrate of thetranafer 

(b) percentage of frame updated 

(c) data loat In transmission 

(d) frame update time 

The mox~eanrate Is defined by either the controller station 

or the receiver Image station, whichever Is lower. It 

specifies 

number of 

station. 

the maximum data transfer rate, In terms of 

bytes per 1/40 of a second, of the trans~ltter 

At the receiver station It Is used·to set the 

threshold, In terms of percentage of moving area blocks, to 

SWitch between the modes as shown In figure 6.7. The 

.. fo I low I ng convent Ions have been used I n the diagram: . 

. -.. __ .-....... 

"- Bmln(2) Bmln(1) 
\ E ... --

mode mode mode 

3 ~ 2 ,. 1 

Bmax(3) Bmox(2) 

Figure 6.7 Coding mode SWitching 

-Bmax(n), la the threshold, In terms of number of blocks 

updated, for switching from coding mode 'n' to a lower coding 

mode 

-Bml n(n), I. the threshold, In terms of number of blocks 

updated, for awltchlng from coding mode 'n' to a higher 

coding mode. 

The Bmax(n) .. and Bmln(n) valuea are related to the 

maxmeanrate and are calculated as follows: 
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Bmax(n) = maxmeanrat. - 40 -----------
(S + (lS-number of plxels In a block-n)/4) 

Bmln(n) - maxmeanrate - 32 -

(S + (lS-number of plxels In a block-n)/4) 

Traffic congestion on the ring causes two effects: data lost 

In transmission and slower frame update rate. 

effect la detected by a break In the number 

BB NUMBER while the latter la detected by the 

The former 

sequence of' 

timer at the 

receiver station. When this occurs the Image station will 

switch to a lower mode to reduce the bit-rate. Figure S.8 

shows the flow diagram af the coding control algorithm at 

the receiver Image station. 

6.4. Image station protocols 

The protoc'o Is' used by the Image stat Ion can be c I ass I fled 

under three main headings: command protocol, path setup 

protocol and Image transfer protocols. In the fallowi'ng 

discussion, the following convention wl I I be used: 

- Remote station, refers ,to the Image station which transmits 

Image data 

- Local station, refers to the Image station which receives 

and displays image data 

6.4.1. Command protocol 

Command protocol ,refers to the communication between the 

controller station and the local Image 

Single Shot protocol (ref.r to chapter 4). 

station sends an SSPREQ block to the local 

station using the 

The contro I I er 

Image station with 

the function field containing the service required or task to 

b. carried out aa shown below: 
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SET BMAX ,BHIN 
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THRESHOLD 

Figure 6.8. Coding control progro~ flowchart 
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4 
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Tasks 

Grab a frame. frame number 

specified In the argument field 

Display the frame specified In 

the argument field 

Freeze frame transfer 

Slow-scan transfer 

Stop slow-scan transfer 

The argument field contains the name of the remote station 

and the specification of the picture to be transferred. 

If function 1 or 2 Is selected. the local Image station will 

send an SSPRPLY on completion of the task. But If function 3 

or 4 Is required. the SSPRPLY Is sent Immediately after It 

has read the contents In the argument field. Details of the 

content of the SSP blocks are found In appendix 1'1. 

6.4.2. Path setup protocol[2.25] 

I'Is the name Implies the aim of the protocol Is to set up a 

bidirectional virtual link between the local 'and remote 

station. The protocol can be spilt Into two stages: getting 

the node address of the remote station from the nameserver 

and establishing the virtual link wlth,the remote station. 

Vhen Image transfer Is required the local station sends the 

name of the remote station. contained In the SSPREQ block. to 

the nameserver station using the Single Shot protocol. The 

nam.server will then send a reply. SSPRPLY block. with the 

node address of the remote Image station In Its result field. 

Using the .node address supplied by the nameserver. the local 

Image station will transmit an OPEN Basic Block to the remote 

Image station. 1'1 virtual I Ink. w I I I be estab I I shed once the 

local Image station receives an OPENI'ICK Basic Block from the 

remote station. Th rs protoco I has been descr I bed In deta I. I 
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in chapter 5. 

6.4.3. Image transfer protocals 

The image transfer protocols are divided Into freeze frame 

and slow-scan transfer. Flow control mechanisms and lost. 

data recovery meohanlsms used by the protocols will also be 

discussed. 

6.4.3. 1. Freeze frame protocol 

The freeze frame protocol Is used for the transmission of 0 

single frame. The resolution of the Image Is set to 512 

plxels by 512 lines. each plxel represented by 16 bl ts. 

Detection and correction of data lost In transmission Is 

essential In th I s protoco I . This Is because the picture 

will be scrutinised more closely as It will be displayed 

continuously at the receiver Image station until the user 

wants another frame or service. To ensure the reception of 

all the lines In a frame the local station keeps a tally of 

011 the lines received and will request for retransmlsslon of 

the missing lines at the end of each frame. 

freeze frame data transmission· Is as follow: 

The protocol for 

1. The local Image station set up a tally of requested lines. 

2. The local Image station sends the Ilnenumber of all the 

lines requested to the remote Image station. 

3. The remote Image station sends Image data of all the 

requested lines to the local Image station. 

4. The local Image station keeps a tally of all lines 

received 

5·. When the remote image stat i on has sent 0 I I the requested·· 

data It sends an End of_frame Basic Block to the local Image 
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stat Ion •. 

6. The local Image station compares the tally of requested 

lines with that of received lines. If It has not received 

all the data It goes to step 2 again. otherwlee It goes to 

step 7. 

7. The local Image station sends stop_transfer block to the 

to Indicate the end of transmission. remote ·1 mage stat Ion 

The sequence of the tronsf er ope rat .1 on I s shown I n the figure 

6.9. .The numbers correspond to the number I ng of the steps 

described above. 

6.4.3.2. 

local station remote station 

1 

2 > 

4~ ____ ----------3 
_---..---3 

4 .... ·---- __ ~5 --;-~ 

Figure 6.9 Freeze frame transfer sequence 

Slow-scan transfer protocol 

The requirements 

dlffer .. nt from 

of the slow-scan transfer protocol are very 

that of the freeze frame protocol. In the 

case of slow-scan transfer It Is not necessary for' the remote 

station to retransmlt Image data lost In transmission as the 

screen Iscontlnuously·updated. The aim of the slow-scan 

transfer protocol ie to provide· the user with .0 contlnubus 

·of Image. as fast ·as posslbls until the 
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controller station asks it to stop., 

, follows: 

130 

The prooedure Is as 

1. The 10001 Image station sends a special BB. INITF-BB. to 

the remote Image stat Ion., The INITF-BB conta I ns the cod I ng 

mode and the block segmenter thresholds. 

2. After receiving the, INITF-BB. the 

starts sending the coded data. This 

entire frame has been processed. 

remote Image station 

Is repea'ted unt I I the 

3; .The remote Image station sends an End-of-frame'BB to the 

local image station. 

4; The local Image 

stop the transfer. 

station checks port 2 for a command to 

It also checks If two consecutive 

tlmeouts have occurred. If either conditions has occurred 

go to step 5, otherw I,se go to step' 1. 

5. The local Image station sends a ' stop_transfer BB to the 

remote image stat I on I nf orm I ng I t to stop the t'ransf er 

Immed I ate I y. 

6.4.4. Flow control 

A flow control mechanism Is needed to ensure that the 

transmission rate matches the receiver acceptance rate. 

This prevents the loss of data at the receiver. Data flow 

Is controlled at two levels. the Interfaoe and the protocol 

I eve I . 

Two Interface flow control mechanisms. the delay time 

between BB and the maxmeanrate technique. are used. In the 

former technique the remote station waits for a fixed time 

period after each BB transfer before It continues 

process I ng. ,The de I ay time between each BB .. f s spec i f i ed by 

the controller station. This flow control mechanism was 
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used during freeze frame transfer. 

The maxmeanrate (maximum transfer rate permitted) can be 

defined by either the controller station or local station. 

whichever Is lower. The remote station checks Its data rate 

every time It has transferred twice the specified maxmeanrate 

value. There must be a time Interval of 25 milliseconds 

since the last check before the Image station can continue 

process I ng the rema I n·1 ng I mage data. Th I s flow contro I 

mechanism was used during slow-scan transfer. 

6.4.5. Buffering and ~cknowledgement 

The buffering policy is closely related to flow control. The 

local Image station has two Input buffers. one for the 

controller station and the other for the remote Image 

station. The buffers are multlplexed: port 2 for the former 

and port 1 for the latter. The latter buffer consists of 9 

listening BBs. used for buffering the Image data from the 

remote station. whilst the former buffer. consisting of only 

one BB I s used for I I sten I ng to thecontro I I er stat Ion. 

The remote Image station has a transmission buffer of 2 BBs. 

It also allocates 2 listening BBs for the INITF-BB from the 

receiving Image station. 

The local Image station sends an acknowledgement BB. 

INITF-BB. on. reception of the end-of-frame BB from the remote 

Image station. Two acknowledgement BBs are sent per frame 

during slow-scan transfer. This Is to· overcome the round 

trip delay when transferring over a wide area network. which 

would otherwise reduce the frame update rate. The round trip 

de I ay when transferr I ng data over the OTS· I s around· 0.4 

seconds [78]. 



Chapter 6 132 

6.4.6. Lost data recovery mechanism 

The Cambridge. ring has an error rate of about 10-12 . It 

has a number of mechanisms for detection of data lost or 

corrupted In transm 1 .... 1 on.· At the data. I I nk layer. I. e. 

mlnlpacket protocol. the transmitter station compares the 

returned mlnlpacket with the· packet It has transmitted. If 

they are not the same. the station will try to retransmlt 

the mln I packet again. for a maximum of 15 times [70]. 

The Basic Block protocol uses the checksum at the end of each 

block to detect corrupted blocks. which will be. Ignored by 

the reoelvlng .statlon. but It does not Inform the sender 

that the blocks have· been corrupted or lost. Lost blocks 

create one of the following effects: 

(a) a dead lock state [46].· I. e. both commun i cat I ng stat Ions 

wait Indefinitely for each other to Initiate an action 

(b) the receiver Image station has a different Image to that 

at the transmitter station 

The deadlock state ocours when either the ·INITF-BB or the 

end-of-frame BB I s lost. ." t I me out fac I I I ty prov I ded 

by the VMI-l. when setting up Input buffers of basic block. 

Is used to overcome this problem. 

to 2 seconds. 

The tlmeout period is set 

The BBNUMBER attached to the beginning of each block Is used 

to deteot lost BB. Indicated by a break In the sequence. 

during slow-scan transfer. Forced update of image data 

ensures that the errors created by the lost BB wl I I be 

overwrltten after a fixed period of time. 

The freeze frame. protocol uses 

deteotlng lost blocks. It keeps a 

received and compares It with 

a dl fferent te.chnlque for 

tally of all the lines 

I ts own list of requested 
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line •• The I I st of I I ne. not rece I ved w I I I' be requested 

again for a maximum of 5 times. 

6.5. Software 

The software of the Image station can be divided Into four 

stages: Initial'. task analysis and performance. path setup~" 

and Image data transfer as shown In figure 6.10. 

6.5.1. Initial stage 

On reset the Image station will boot up the VMI-1. and Inltla­

-lisa the interrupt timer. It then generates a colour bar 

signal on the screen by writing to frame 0 of the framestore. 

After the above reset procedures. the Image station will set 

up two Basic Blocks Input buffers. one each for port 1 and 

port 2. ,to I isten for data from the ring. It wl II then wait 

Indefinitely for data to arrive on one of these ports. 

6.5.2. Task analysIs 

On receiving a BB the Image station will check if it has the 

correct headers. If It does not have correct headers the 

image station wll I return to the Initial stage. 

If the block is received on port 1. It is from the controller 

station. The block would have an SSPREQ block structure with 

the task defined by the 'OPCOOE' variable. If'the task does 

not 'require image data transfer. the local' station wi II 

perform the task and send an SSPRPLY block back to the 

controller station. The image station will then return to 

the Initial state. waiting for Basic Blocks to arrive. For 

freeze frame or slow-soon transfer. the 10001 Image station 

will first read the content In the argument field of the 

SSPREQ block prior to sending an SSPRPLY block back to the 

contra I I e'r. 

• 
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6.5.3. Path setup 

This stage Is only required when the task to be performed Is 

either freeze, frame transfer; or a slow-scan transfer. The 

Image station uses the name of the remote Image station given 

by the controller, station. In the SSPREO. to access the 

nameaerver address table [39]. The Nameserver will reply 

with the destination node address and Its public portnumber. 

It then sends an OPEN BB to the remote station. which will 

reply with an OPEN~CK BB. 

6.5.4. Image data transfer 

The flowcharts in figure 6.11 and figure 6.12 show the 

software of the remote Image station during freeze frame and 

slow-scan Image data transfer. In figure 6.11 the 

following conventions are adopted. 

BYTECNT = Number of bytes In the Baslc,Block 

V~IT(N) ~ Delay routlne.Valt for N milliseconds 

BYTESPERBLOCK = Maximum number of bytes per block (2048) 

For the si oW-soan Image daca cransf er 'f lowchart (f I gure 6. 12) 

che following conventions ore adopced. 

SCNT = This variable Is incremented by the timer interrupt 

every 25 milliseconds. 

NUMBYT = Number of bytes transmitted since the last SCNT 

check. 

UCOUNT = ,Number 'of conditional 'blocks checked since the last 

uncondlclonallyupdated block. 

Figure 6.13 shows the flowchart of the receiver Image station 

during image transfer. 



Chapter 6 

NUMTXLINES=O 
BYTESPERL lNE= 1024 

NUMREQLINES=TOT-LINES 

BYTECNT=O 

IS 
MTXLINES>=NUMREQLIN 

NO 

IS 
CNT+BYTESPERLINE<BYTESPERBL 

AND 
--m~ILINES<NUMREQllJ.I'IC> 

1=1+1 
LINENUM=TALLYA[ll 
READ LI NENUM ,DATA 

NUMTXLINES=NUMTXLINES+1' 

SETUP 
EOF-BB 

TRANSMIT 
BB 

136 

IIAITCOELAYTIME) 

YES 

EXIT 
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6.6,' Performanoe 

6.6; 1. Data' rate .. 

Blook oondltlonal replenishment oodlng was used tooode the 

image data during .Iow-soan transfer. The data transfer, 

rate oan be limited by one of the following factors: 

(a) processing power of the 8086 

(b) VMI-1 data transfer rate 

(c) ring data bandwidths 

Using the block conditional replenishment coding technique 

Image data rate output ,to the ring fluctuates. depending on 

the percentage of changed blocks between two successive 

frames. The minimum time required by the 86/30 to process a 

block of 8 by 8 plxels is approximately 620 microseconds. 

when the block Is detected as changed after testing the first 

line of plxels. and a maximum of 1089 microseconds, when the 

block has been detected as unchanged. 

The VMI-1 has a maximum data transfer rate of approximately 

800 Kblts per second. Thus. the maximum data transfer 

rate of the Image station Is 800 Kblts/second. 

The ring data bandwidth allocated to each station depends on 

the number of active stations, stations that use al I the 

mlnlpackets allocated to them, on the ring and the number of 

mlnlpackets circulating round the ring by the equation below 

,Tp = 4.2M / ( n + m) 

= 4.2M / ( n,+ 2) 

If m > 1 

If m = 1 

where, • m' ,represents, the number of m I n I packets on the ring 

and 'n' represent .. the number of active stations on the ring. 

The Universe ring at Loughborough University has only one 

mini packet on the ring at a time. Vhen data Is transferred 

over a Wide area netwo~k, the bridge bandwidth is usually the 
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I i m it I ng factor. ego the OT5 satellite bridge has a data 

transfer bandWidth ofappro~lmately 260 Kblts/seconds. 

6.6.2. Image coding performance 

The qual Ityof the pictures obtained using the different 

modes Is as shown 'In figure 6.1~ and figure 6.15. The 

de'gradat Ion I n I mage quo I I ty Is qu I te not I cab I e when 

comparing the original Image with a ~:1 subsampled picture 

In figure 6.1~. But the degradation Is less noticeable In 

the head and shoulder picture In figure 6.15. 

The amount of compression 

percentage of changed blocks on 

mode employed. On average, 

screen changes within a second. 

6.7. Conclusion 

achieved' 

the screen 

between 257. 

depends 

and the 

and ~07. 

on the 

coding 

of the 

The ,Image station provides mu I t I I eve I colour Image 

commun I cat Ion. si ow,~scan transfer and freeze frame transfer, 

over the Cambridge ring. High, resolution pictures, 512 

pl~els by 512 lines, were transmitted during freeze frame 

transfer and medium resolution pictures were transmitted 

during slow-scan transfer. 

The slow-scan Image transfer made has three modes of coding 

pl~els of changed blocks: peN, 2:1 subsampling and ~:1 

sUbs'amp I I ng. 1\ cod I n9 contra I strategy was used to sw Itch 

between the different modes to maintain a constant frame 

update rote of one frame per second. This Is 15 times 

foster then the previous Image station. 

Standard 

station 

protocols, 

to maintain 

SSP and BSP, were 

compatibility with 

\Jare used 

used by the' Image 

e~lstlng service 

where the local stations. Simple protocols 

Image station makes simple requests within a small Basle 
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Original Normal mode(256 by 256) 

2:1 subsompl Ing 4 : 1 subsompl I ng 

Figure 6.15 Test c ard 
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Blook to the remote Image station. on a frame by frame basis. 

whloh responds by sending the Image data In the reveree path . 



CHAPTER SEVEN 

7. 1., Introduct Ion 

As a result of the research described In this thesis two new 

services have been developed for the Cambridge ring: 

slow-scan transfer and freeze frame colour Image transfer. 

These two services are provided by an Image station which has 

been built around the LUT framestore. The work performed 

during the research period consisted 

simulation. design and construction of 

of 

the 

Image coding 

LUT framestore. 

and the Implementation af the services an the Cambridge ring. 

At the start of the project. a significant amount of time was 

spent on the design and construction of a fast and 

flexible framestore to be used by the image station for the 

acquisition and display of Images. However. at the same time 

various Interframe Image coding techniques were Investigated. 

using the,B.T. framestore. These proved a useful guide to 

the amount of data reduction that could ,be achieved as well 

as possible algorithms which could be Implemented far the 

transmission of colour Images on the Cambridge ring. It was 

only In the latter 

and the results 

brought together 

part of the project. 

obtained from the Image 

to provide the user 

that the framestore 

coding work were 

'with the slow-scan 

transfer and freeze frame transfer services on the 

stat Ion. 

Image 

7.2. Discussion 

7.2.1. Image coding 

Ofsplacement estimation algorithms: recursive plxel' and block 

matching techniques were used to compensate for motion In the 
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pi oture. Three reours i ve pi xe I a'l gor i thms were invest I gated: 

the-steepest desoent method. the simplified steepest desoent' 

method and Newton's-method. Of these three the Newton method 

gives the highest data compression. 

area predlotlve error entropy. 

I . e. the lowest moving 

A number of block matching algorithms were Investigated and a 

new algorithm. the Basle, simplex search algorithm. was 

developed. The Basle simplex search algorithm requires the 

lowest computotlonal overhead. giving approximately 50Y. 

reduction when compared with the 20-logarlthmlc search 

a I gor I thm [41]. 

Comparing the results of the two groups of displacement 

estimation algorithms the block matching algorithms give a 

greater reduction In predictive error entropy than the 

reoursiveplxel algorithms (which Is dlreotly related to 

bit-rate). 

7.2.2. L.U.T. framestore 

The L.U. T. framestore was designed as a general purpose 

framestore with veotor drawing graphic capabilities. The 

table below gives a oomparlson between the LUT framestore and 

two other oommeroial framestores. R16.4.2 developed by 

British Telecom (13] and IP512 developed by Imaglng 

Technology _ 1no.(28]. The table' shows some of the 

specifications of the Individual framestores. 

Unlike the B. T. framestore. the LUT framestore display 

resolution Is software selectable. This enables the user to 

vary the display resolution to his/her requirement. e.g. high 

resolution (512 by 512 plxels) for displaying diagrams while 

medium resolution (256 by 256 plxels) for continuously 

updated Images. 
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Framestare R16 LUT IP512 unit 
_._--_._-- _._--

Image'resolutlon (max) 512x512 512x512- -·512x512 plxel 

(min) 256x256 256x256 256x256 pixel 

Resalutlon select hardware software software 

Pixel depth (bits/pixel) 6 16 8 

Pixel access time (max) 1.6 1.3 1.2 usec 

(min) 0.8 0.6 0.8 usec 
. 
Frame acquisition rate .. 50 50 50 Hz. 

Sampling rate 5 or· 10 7 or 14 5 or 10 MHz. 

Table 7.1 Framestore comparison table 

Another advantage of the LUT framestore is that it is 

built as a colour framestore whi le the IP512 ond R16.4.2. 

framestores are monochrome framestores. To convert the IP512 

into a.colour framestore. It is necessary to connect at least 

2 of them .in paral.lel. 

The ·LUT f ra~estore has an add It Iona I advantage of low 

register setup overhead when accessing blocks of data. It 

has a block access instruction which reads out a square block 

of data, from the video memory with a single instruction. 

In the case of the R16.4.2.framestore. the X address 

register, Y address register, and the R/~ pulse register have 

to be setup for each plxel access. The IP512 does not have 

block read instructions but it does have auto Increment and 

autodecrement faci I ities. This reduces the register setup 

overhead. but it is sti I I higher than the LUT framestore setup 

overhead as the Y address needs to be setup at the end of 

each 'scan I i ne in a block. By reducing the register ~etup 

o~erhead per pixel. the rate at which data can be read from 

the framestore Is Increased. Furthermore the plxel access 

time of the LUT framestore compares favourably with the other 

framestores. 

-

. 
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The· LUT framestor·e can be set so that only a specific 

colour· Is written onto the screen. Using this feature with 

the GOP Inbuilt character and vector drawing capabl I ities the 

framestore can 

terminal. 

be transformed Into a graphic display 

The LUT framestore has BK bytes of buffer memory through 

wh I ch data is passed between the· host system and the video 

memory. This enables the host processor to work concurrently 

with the GOP, i.e. the host processor can be reading the data 

out of the buffer memory while it is being fi I led with 

Image data by the GOP. 

7.2.3. Image station 

The Image station Is used for the transmission/reception of 

digitised colour image data over the Cambridge ring. It has 

two modes of operation: freeze frame transfer (512 by 512 

pixels resolution) and slow-scan transfer (256 by 256 pixels 

reso I ut I on) . The former mode Is used mainly for transmitting 

a single high resolutron Images whl le the latter i~ used for 

continuously updated medium resolution Images. The operation 

is selected by the user via an image station control progrcim 

on the BBC microcomputer. 

(a) Freeze frame transfer 

During freeze frame transfel"" the image data 'are coded uSing· 

PCM coding, 6 bits for luminance and 5 bits for each 

chrominance components. It has a resolution of the image 512 

pixels by 512 lines. The dota Is coded line by line. The 

'delay time' flow control mechanism. Is used to match the 

transmission rate to the remote station data reception rate. 

A data recovery mechanism ISin60rporated into the freeze. 

frame transfer protocol to ensure that the local .station has 

received all the requested data. Data lost wi II be 

requested again for a maximum of five times. The. data 
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reoovery meohonism is essential· ·durlng freeze frame transfer 

as . the ·Image.recelved ·wll·, be· displayed until another· 

operation Is requested by the user. 

(b) Slow-scan transfer 

Block conditional replenishment coding Is used for the 

transfer of data during slow-scan transfer. It has three 

coding modes: PCN. 2:1 subsampllng and 4:1 subsampllng. The 

coding mode Is selected by the receiver station on a frame by 

frame basis. The choice of coding mode depends on the amount· 

of movement bel:ween successive frames and the traffiC on the 

Cambridge ring. This Is 

protocol does not Inform the 

not been successfu I I y 

necessary because the Basic Block 

sender station If data has 

transferred. To overcome this 

problem· the receiver station monitors the first byte of each 

Basic Block, which contains the Basic Block sequence number 

(BBNUMBER). ~ break In the number sequence Indicates that 

data has been lost In transmission and the transmitter data 

rate should be reduced by SWitching the coding mode, TraffiC 

congestion Is detected by monitoring the frame update rate. 

The coding mode Is switched to a lower bit-rate mode when the 

frame rate Is greater than 1 second, 

The slow-scan transfer uses the 'ma~meanrate' mechanism to 

control the flow of data from the tronsmltter station. The 

'maxmeanrate' Is defined by either the BBC microcomputer or 

the receiving station. This method of flow control Is more" 

suitable to the siow-scan transfer than the 'delay time' 

method because the Block conditional replenishment coding 

technique produoes a variable bit-rate output. 

Problems of long delay between the end of one frame and the 

start of thene~t. i.e. round trip delay, arise when· 

transferring slow-scan Image data over a Wide area network. 

This problem Is solved by requesting one frame In advonce, 

I,e, before the receiver station has received the data for 

the current frame·, I t has a I ready requested the ne~t frame. 
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7.3. Future work 

The results of the Image coding work 

feasibility of blt"'"rate saving using 

149 

have proven the 

block matching 

displacement estimation algorithms. But due to the lack of 

computational power of the 86/30 SBC. the simplest form of 

Interframe coding. Conditional replenlshment/PCN coding. has 

been Implemented on the Image station. One way of 

providing more computational power to the Image station Is to 

Incorporate a digital signal processor (OSP). e.g. TNS32010. 

on the framestore controller card. The OSP could take over 

the task of coding/decoding Image data from the 86/30. 

The present Image station provides colour Image 

communication between two stations only. ~ possible avenue 

for the extension of this work Is to provide a multlpolnt 

I. e. each colour Image communication. 

could communication With-more than one other station 
same time. The display of the monitor could be 

station 

at the 

diVided 

Into Individual windows to display the data from the 

different stations. -This would help reduce the eqUipment 

cost. as only one receiver Image station Is required by each 

of the participants: I n a v I deooonference. One of the windows 

on the display-could be used for displaying the contents of 

an electronic blackboard for graphical communication. 

t>-I.gure 7. 1. shows an examp I e of how the screen cou I d be 
di vlded. 
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IIPPENDIX 11 

The protocol of the Image station can be divided Into two 

Command protocol and Image transfer protocol. The .former 

refers to the Interaction between the controller station and 

one of the Image stations. .It only uses the SSP protocol for 

Its transection. The Image transfer protocol refers to the 

communication between two Image" stations.! This Involves the 

setting up of a virtual link between the two Image station 

using the OPEN/OPENIICK protocol and the actual transfer of 

compressed Image data. IInother protocol that would be 

described Is the Nameserver protocol which Is used by the 

receiver framestore to get the address of the transmitting 

framestore so that I t can est ab II sh the v I rtua I I Ink. 

1. Command protocol 

1.1. Controller to Image station 

(a) Frame grab 

This function causes the Image station to grab a frame from 

the Video source In the store specified by the store number. 

The new frame Is also "displayed. I 

SSP Port = 1; 

Basle Block: 

Bytes 

0-5 

6 

132.133 

(b) Display frame 

. , 

Function = 1 

Contents 

Header 

. 

Character count of the remote Image station 

name In the nameserver table. 

Store number 

This function causes the Image station to display the content 
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of the frame specified. 

SSP Port z 1; Function ~ 2 

·Baslc Block: 

8ytes Contents 

0-5 Header 

S Character count of the remote Image station 

name In the nameserVer table. 

132.133 ·Store number 

(6) Fetch Single frame 

This function causes the local Image station to Initiate the 

transfer of a frame from the remote Image station. 

SSP Port = 1; 

Basle Block: 

Bytes 

0-5 

S 

7 on 

130.131 

132.133 

131t.135 

136.137 

136.139 

11t0.11t1 

11t2.11t3 

lit It .11t5 

lltS.llt7 

Function = 3 

. Contents 

Header 

Character count of the remote Image station 

name In the nameserver table. 

Remote Image station name 

Delay"lme 

Local store number 

Remo"e s"ore number 

Local store - firs" plxel In line 

Remo"e s"ore - firs" plxel In line 

Local s" ore - f I rs"l I ne 

Rama"e s "ore - ·f I rs" I I ne 

To"al plxels in each line 

To"al lines in a frame 

.(d) S"ar" slow-scan transfer 

This function causes the local 

transfer of a continuous stream of 

sloop. The data were coded 

Image station to initiate 

frames unt i I requested "0 
using Block Conditional 
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. u 
, Replenlahraent coding. 

SSP Port=l 

Baalc Block: 

Butes 

0-5 

6 

7 on 

130.131 

132.133 

134.135 

136.137 

138.139 

140.141 

142.143 

144.145 

146.147 

.148.149 

150.151 

152.153 

154.155 

156.157 

158.159 

160.161 

162.163 

164.165 

Functlon=4 

. Contents 

Header 

Character count of the .remote Image station 

na.me I n the nameserver tab le. 

Remote Image station name 

Delaytlrne 

Local store number 

Remote store number 

Unconditional to Conditional block 

. update rot 10 

Maxmeanrate 

Minimum data block width 

Minimum data block height 

Block scalefactor 

Block start x address 

Block start y address 

Block horizontal overlap 

Block vertical overlap 

Luminance peak threshold 

U colour component peak theshold 

V colour component peak threshold 

Lumlnanoe block average threshold 

U colour component block average 

threshold 

V coiour component block overage 

threshold 

(e) Stop slow-ecan transfer 

This function commands the receiving Image station to 'stop 

the .Iow-scon transfer. 

SSP Port=2 Functlon=5 



Baelc Block: 

Bytes 

0-5 

. Contents 

. Header 

IIppendlx 11 

1. 2. Image station to Controller station 

166 

This Is the SSPRPLY to the controller station acknowledging 

the reception of the SSPREO. 

Basic Block: 

Bytes 

o - 5· 

Contents 

Header 

2. Image transfer protocol 

2.1. Open/Openack protocol.· 

The Open/Openack protoco I, sets up a! bid I rect Iona I vi rtua I 

link between the two Image station. 

Block Is as shown below. 

The format ~f the Basic 

(a) Open Basic Block 

OPEN Port=2 Functlon=3.4 

Basic 

Bytes 

0-5 

6.7 

6.9 

10.11 

12.13 

14.15 

16.17 

16.19 

20.21 

22.23 

Block: 

Contents 

Header 

o = monochrome. 1 = colour 

Size of the BasiC Block 

Delay between Basic Block transmission 

or Maxmeanrate 

Dlsploy frame 

Number of plxsls per line 

Number of lines per frame 

Number of bits allocated to luminance 

component 

Number. of bits allocated the U and V 

components 

Uncondltlonal.block update per frame 



24.25 

··26.27 

28.29 

30.31 

32.33 

34.35 

36.37 

38.39 

40.41 

42.43 

44.45 

46.47 

48.49 

Appendix A 

4 = Slowscan Image transmission 

,Minimum width of the Image data block 

Minimum height of the Image data block 

Scalefactor of the Image data block 

Horizontal Image data overlap 

Vertical Image data overlap 

Peak luminance threshold value 

Peak U component threshold value 

Peak V component threshold value 

Average luminance threshold value 

Average U component threshold value 

Average V.component threshold value 

Maximum transmission rate permitted by 

the channel or local station depending 

on whichever Is lower. 

(b) Openack Basic Block 

Bytes 

0-5 

6.7 

8.9 

10.11 

12.13 

14.15 

16.17 

18.19 

20.21 

Content 

Header 

o = monochrome. 1 = colour 

Size of the Basic block buffer size 

Maximum transmission rate of remote 

station 

Display frame 

Number of pixels ,per line 

Number of lines per frame 

Number of bits allocated to 

luminance component 

Number of bits allocated to 

U and V component 

2.2. Data transfer protocol 

(a) Freeze frame 

167 

The transfer Is initiated by t'he INITF basic block as shown 

below. 

';:" 
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But •• Content 

0.1 =3 

2.3 Remote framestore display frame number 

4.5 Number of plxela per line· 

6.7 Number of lines per frame 

8.9 Total requested Ilnes(N/2) 

10-10+N List. as 16 bltslntegera. of requested 

linea In the sequence required. 

The lnoge data from the remote .statlon Is organised as shown . 

. below. 

Bytes 

0.1 

2.3 

4.5 

6.7 

N+8.N+9 

Content 

Llnenumber 

Flrstplxel address of the line 

Number of plxels per line = N 

=0 I f monochrome. =1 I f co lour 

Lower byte of first pi xe I 

Upper byte of first plxel 

"'ftertransferlng all the requested lines the remote station 

transmit end-of-frame Basic Block. 

Bytes 

0-5 

6.7 

Content 

=0 

=0 If monochrome; =1 If colour 

(b) Slow-scan transfer 

The format of the basic block requesting for frames. I.e 

INITF. la as fol lows: 

. Basic Block 

Butes 

0.1 

Content 

=4 



--------c-----c-----------------------------------

2.3 

4.5' 

6.7 

8.9 

10.11 

12.13 

14.15 

16.17 

flppendlxfl 

Remota f rOlll8store d I,sp I ay f rOlll8 nunbar 

Horizontal address of the'flrst block 

Vertical address of the first block 

Minimum width of the block 

Minimum height of the block 

169 

Minimum block size multiplication faotor 

Number of over I app I ng p I xe I sin the, 

horizontal direction 

Number, of overlapping plxels In the 

vertical direction 

Th. Image data from the remote station Is ,formatted as 

follows 

Basle Block 

Bytes 

0.1 

2 

3 

4.5 

6.7 

Content 

BBNUMBER. I.e. Basle Block number 

M defines the coding mode 

1 = 4:1 subsamp I I ng 

2 = 2:1 horizontal subsamp I I ng 

3 = Normal 

4 = Unconditional block update 

Block si ze mul tip I I cat I on factor'(N) 

Vertical address of the block 

Horizontal address of the block 

6 - 6+bytes per Image data block' 

upper byte = chromlnance 

lower byte = lumln'ance 

The remote(sending) image station tries to fill each Basle 

Block with as many Image da,ta b looks as poss I b I e but I t w I I I 

not spilt an Image data block data between ,two successive 

Basle Blocks. 

The, format of the end-fo-frame Bas I cBI ock ,I s ' the 

that of the Freeze frame transfer. 

, , 
same as 



r-----------------------------------------------------------------r---------.--------
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The con~roller s~o~lon sends a s~op-~ransFer Basic. Block ~o 

the recel ver .. s~at I on when . ~he .. user . wan~s to s~op' ~he 

.slow-scan ~ransFer. The format of ~he s~op-~ransFer Basle 

Block la as shown below. 

ssp 

By~es 

o 

Por~ =1 

Conten~ 

=5 

1 - 5 

3. Nomeserver pro~ocol 

The protocol 

fromss~ore. 

sends an" SSP 

Is used For accessing ~he address 'oF the remote 

The s~a~lon reques~lng ~he ~oble lookup service 

to the Nameserver. The Format of ~he Basle 

Block Is as shown below. 

SSP 

Basle Block: 

Bytes 

0-5 

6 on 

Conten~s 

Header 

Name of the remo~e station 

The forma~ of~he Basle Block from ~he Nameserver is as 

fa I lows. 

Basle Block: 

Butee 

0-5 

6 

7 

8,9 

10,11 

Contents 

Header 

Remote store node address 

Flags 

Oea~lnatlon public por~ address 

Open Func~ Ion 
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_ysteam 

The Digital Video simulation system, shown in figure B.l., 

was developed for the purpose of analysing of long Image 

sequences._ It conSist of three main components: 

(I) A laser disc to provide the image source 

(il) A colour framestore [26], consisting of three R16.~.2. 

framestores, is used for the acquisition and display of 

Images 

(Ill) BBC microcomputer, to control the laser disc as well as 

data transfer to and from the framestore 

The laser disc produces Images at 25 frames per second. It 

allows the user to step through the frames Individually under 

·the control of the BBC microcomputer. This enables the BBC 

microcomputer to read data out of the framestore and process 

It at leisure. 

The BBC microcomputer Is Interfaced to both the laser disc 

and the. framestora.· Table B.1. shows the register mapping on 

the BBC microcomputer 1MHz. bus. Figure B.2. shows a 

flowchart for the colour framestoreread and write operation. 

Figure B.3. shows the circuit diagram of the Interface 

between the BBC microcomputer and the framestore. 

The laser disc allows the BBC ml.crocomputer to control .It via 

its remote control port. The commands and data from the 

BBC . microcomputer are encoded Into a serial code: This 

format is shown in figureB.~. The format of the continous 

pattern beginning with the fixed code '001' followedby 00 to 

D~ to Indicat.· the content. It ends with a stop code '000'. 

A '0' has the low Interval width of .1.05 milliseconds .whlle 
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o ' 1' has 2 . 11 milliseconds . The relationship between the 

D0-D~ oodes and the commands and frame number Is shown In 

table B.2 . 

The pulse width Is control led by the BBC mi c roc omputer 

software . Every ti me the loser disc port Is a ccessed 0 

positive pulse wl II be generated. The Individual code. 0 and 

1. are generated by timing the Intervol betw en success ive 

loser port a c cess . Figure B.5. shows a listing of the 

section of the BBC ml o roc omputer loser d isc contro l program 

which times the period between eac h pul se. The c ircuit 

d i agram of the laser disc Interface Is shown In figure B.6 . 

Fi~ure B.O Dicital video simulation system 
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Figure B.1 . Digital Video simulation system 
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STORE X ADDRESS IN XADD REGISTER 
STORE Y ADDRESS IN YADD REGISTER 

VRITE 1 TO RVPUlS REGISTER 

READ CHECK REGISTER 

NO 

READ DATA(lOV BYTE) 

READ DATA(HIGH BYTE) 

(a) FLowchart for read routlne 

STORE X ADDRESS IN XAOD REGISTER 
STORE YADDRESS IN YADD REGISTER 

STORE DATA IN DATA(HIGH) REGISTER 

STORE DATA IN OATA(lOV) REGISTER 

VRITE 0 TO RVPUlS REGISTER 

READ CHECK REGISTER 

NO 

(b) FLowchart forwrCte routlne 

174 
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AD=~~~- -.-[~.: --~~~~~~~;-~:.~~~~--.~ __ .~~:~~-~-_=~ __ . J 

. FC00 1__ LA~~!i DISt;! ___ i 
I i 

_--,-F~D0",,0.-+_. ___ . XH;lGH ~9DRES~ ___ ---' .. '--- . _._1 
I XLOY ADDRESS ---':"=;==-_.- .. -'-, ---_ .. _-_. __ ._. --------- -----._ .. 

__ L __ 'r!iIGH ADDR~~~ ______ . __ •. _____ ._ 
I 

J. . YLOY ADORE::::S:.=S'--__ 
, 

__ , ___ ~TOR~_SELECT (SSELECT) 

'---::...::.=-----.. -. - DATA REGISTER (lo~..!>Y~_~_L._ 

READ/YRITE REGISTER -_. __ ....... --" .. ~ 

F00A CHECK REGISTER 

F00C SNATCH REGISTE~R __ _ 

F00E __ --=CTRC REGISTER 

FOOF 

FD10 

Table B.1 

00 

RA4 

DATA REGISTER (high byte) '. 

1MHz. register address 

01 02 03 04 
I '" ; • I I I . f . 

ll,,_ 0: 0 fLll--,--l rLJLJuu~rUL 
. i . FIX:j 

CO~l 

FIXED CODE 'PLAY' CODE 

-~----ONe: .YORD (25.32 milliseconds) -"'1 

Figure B.4 Laser disc data format 

176 
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. .,~------~---. ---"--'-'. -.. ---.- ··t . 
01 02 03 I 04' . FUNCTION '; I--=-=---==-'f-=:""'-+--=-=--:"'-=:""'-- .. ---------.---.~.~ 
o 0' 0 ! 1 i )( 3 pJ OIJ forward ; 

00 

0 

0 
. -' . o 0 1, 0.: scan forward . 1 

0 0" i 0 I 1 -T-"l-1 slo~ forward-·· .. -·_; 
I--':'-;----=- -+-- .---.-.j--....•... -- ... j-.. --.. ---.. -----....... - .. ! 

o i 1 i 0., 0; step forward ' : 0 --T-------------.-----_. -.--~ 
0 o 1 0 1 I 1 I---=--..:...-..:...------i--,-.-... ---'--p __ ov _____ ......... , .. _ .... . 

o i 1 i 1. 0.')( 3 p I ay reverse 0 

0 

0 
1------

0
.
1
--.•. -... ~ 1---~"'''' .. ~ .. ~~ :::.~:::~::'-' . 

0 

0 

. t _ -------:------- •• 

1-_'---'-___ 1 . ..:_. __ ~_t-~ .. --_.-~----.-.st~-!:.'!~~r!! 
,1~ 0; 1 o pause 

0 
1---";':--1-:-"-0·-i~-·-1·--··'1-· ";;;~;:~h-'" .. 

• .!. __ ..... _. C. _ .. _ .... ! ...... --.-_ ....... - -.... --... -....... , 
0 

0 

0 . 

1 ,._ .. 1 .. ~.-,_ ..... ~_.~._. 0 ... _ .... c:t:'a~t<l,... 
1 1 -0 1 audio 2/R 

1 11 0 audio 1/L i , 
.-... i 

i 
1----_ .. _----._--- --.-.. --.--. - .. _.-.-.- ..... --.--.--.. 

1 ; 1 i 1 1 reject 0 . ! 1--1---0-;-0'!-0-'--0-"-"0(~~;~-")' .... - . 
. _----

10.0· 0 1 1 
I--~=_ __ ._ ... --........... _ .. L_ .• _ .-............. -.--- _ ... I 

1 
o 1 0 2 : 

I .---- .. __ e_ ~'..... • I 

1 0 0 1'1 1 3 . I 
1 ___ ----",----'-··-·---·--·---··-------------------] 

1 0 J 1 I 0 " 0 4 . i 
1 0 -l-"'l" ·t" '-0''' :·-·i .. -~-·5·-~-··-c .... -- -.... -·-····1 
1 0 -T-l-T-"-i'-~'--0"-:-"'6-"'-'-'" '·'-'-"-'-1 

1 o 

1--1-~0" -~""i-·I·--i'·~ .. ·1··;-·;· .. ·· .. -.. ·-· .. --·- ........ ! 
___ . ______ ._+-_. ___ ~.-- . ____ -.;._ .... __ . - ~ __ . :. __ .... ·e. -••••••• ___ •• _ ••• -. I 

1 1 I 0 I .0' 0 '8 ! 
••• __ • ___ ._._. ____________ •••• _ •••.. __ '0- ••• 

1 1 0 0,19 : I---.--r------ ---_. ---""T--- •. -- ---- - --- .-.. __ ._- _ ..• - - _ .. ' ... _- i 

. __ 1 __ I __ 1_L_.~ ____ .! __ 1 _._'!_~L.fra.~e ~.:..._ ....... _ ... _ .. _j 

Table B.2 Laser disc codes 
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; The )( register Is the outer 

delay loop counter while y register Is 

Inner delay loop •. 

; The delay time Is set by A register 

; If A register 

; = 1 ; delay time Is 1.05 ml II Iseconds 

= 2 delay time Is 2.11 III I I I I seconds 

. PULSE LOA &80.X 

SEI 

STA &FC00 

. LOOP LDY £&0E6 

. DELAY NOP 

NOP 

OEY 

BNE DELAY 

NOP 

NOP 

SEC 

NOP 

NOP 

sac El 

BNE LOOP 

DEX 

8NE PULSE 

RTS 

Figure 8.5 Listing of timing program 
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FRAME 0 FRAME I 

FRAME 2· FRAME 3 

i. 
F.RAME 4 FRAME 5 

FRAME 6 FRAME 7 

FF,AI1E 8 FRAME 9 
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FRAME 2 
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LUT =~ntrol I~rbo=rd . 
I I sot I ng 

IC no . . ~ Manufacturer 

24 7400 

17.32 74L500 

12.13.15.29.60 7404 

49.61 74LS08 --
/ 

30 74L510 

26.27.28 74L514 

31.55.56.74 74L532 

21.36.46.54.64 74L574 

41 74L586 

25.50 74L5123 

20.34~57 74LS138 

6.7.10 74L5153 

42.43.44.45.59 74L5157 
2 74L5158 

3.11.33.35.39.40 74L5161 
14.18.22.23 74L5242 

16.63 74L5244 
52.62.65.66.67 74L5373 
68.73 

1.4.5.19.51.53.71 74L5374 
37 25L52521 AMI 
72 745436 

47.48.69.70 IMS1420-570 INM05 
8 825128 TI 

9 EF9365 Thomson EFCI5 




