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SUMMARY

A major problem affecting the design of data compression systems
is that of employing a buffer of limited size and at the same time
prevent uncontrollable loss of data due to overflow, One method of
alléviating this problem is to employ an adaptive compression algorithm,
With this design appfoacﬁ when overflow is imminent the compression
algorithm is degraded which effectively reduces the input rate to the

buffer.

A method is proposed here, where by using a recirculating register
as the buffer the recirculating data controls the input rate and hence

the performance of the system,

The system has been analysed for a Poiéson input process, and
simulated using synthetic patterns similar to that encountered on sonar
displays. The results .indicate that this form of storage is quantitat-
ively similar to random-access storage but qualitatively superior due

to the random nature of the losses.

An experimental system has been built using dynamic MOS shift

registers for the store and a simple run-length coding procedure.
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INTRODUCTION

Previous ' analysis has shown that the averaée information cﬁntent
of radar and sonar displays is much less than the maximum information
‘rate of the system. However, any system which attempts to transmit
information directly must provide sufficient bandwidth to accommodate
the higher information rate.

For a conventional P.P.I, display there is a fast radial rangé
scan, repeating every pulse repetition period, and a slower rotating
bearing scan, synchronised with the antenné rotation. A typical air~
-craft surveillance radar has a scan period of 9 seconds and a sweep
period of 3000 microseconds. If.each sweep consists of 490 6-micro-
sécond.range bins, then the maximum information rate is of the order
of 150KHz.

In the B-scan presentation, range and bearing are présented as
orthogonal "X-Y" coordinates. In radar systems the range, or "X" scan,
is normally a fast time base, while the bearing‘or "Y" scan is slower.
In systems using within-pulse scanning, such as the electronic
sector-scanning sonarl, the beafing is the faster of the two time bases.
For the sonar model, the bearing scan time is of the order of 100
microseconds, The normal resolution requirements suggest a 3 micro-
second bearing resolution ceil; hence the maximum information rate is
of the order of 350KHz,

The acéepted methods of tyansmitting information about.target
positions at'a low information_rate follow a general pattern. Firstly,

some form of processing is done to remove redundant information. A



queueing buffer is then providéd betweeﬁ the processor and the narrow
bandwidth link. The buffer accepts information at a random rate, stores
this information until it is removed for tramsmission. Figure (I.1)
shows in schematic¢ form the principal components of such a system.

The design of the output buffer is one of the most important
tasks to be faced in iﬁplementing any bandwidth reduction system. The
overflow of the buffer, usually occurring during periods of peak data
activity, causes the loss of data samples. These losses are now e%en
more critical since the removal of redundant information has already
taken place.

The general method of overflow curtailment is to

(1) monitor the queue length of samples within the buffer, and

(2) use this information to control the redundancy removal

algorithm,
Hence, if buffer overflow is imminent, the accuracy requirements can
be relaxed thus reducing the input rate to the buffer.

This project is concerned.with a remotely positioned sector-
scanning sonar system; the video signals from the display are to be
transferred over as narrow a bandwidth as possible to enable the sonar
pictures to be reproduced on a single or on multiple displays.

A system has been designed? using analogue storage for the range
and bearing coordinates of each target., This system, although very
simple in implementation lacks flexibility due to its analogue nature.
A study of fish behaviour shows that fish usually travel in shoals of
random size and shape. These shoal distributions do not conform to
any random discrete distribution; hence this system would fail in

shoals when the overflow situation is most likely to occur.



It is proposed to use a digital sjstem in order to minimise this
effect. A Survey of several storage media was made3»* and it was
decided to use semiconductor shift registers. This decision was based
on the fact that it would fit in well in a clocked system, the size and
power requirements are iow, also with the improvement in fabrication
techniques the prices of integratedlcircuits have been falling rapidly,
while those of the other storage media have remained fairly constant. |

In addition, it is proposed to use a serial access store as the
buffer. Most bandwidth compression systems to date use.a "step—-down"
type storage device. In these systems inférmation enters the store
filling the first vacant position closest to the transmission end.
Information is removed at regular intervals from the head of tﬁe store,
all data in store being shifted down. Hence, with this method parallel-
in-parallel out facilities afe necessary.

The use of a serial access stofe would be advantaéeous since these
devices are cheaper than the random access types. However, the
main reason for this choice is due to the loss mechanism of such a
stdrage method. Information has to be recirculated between trans-
mitting intervals. Losses will occur when recireculating information
and new information seek entry to the. store at the same time. A
priority scheme builﬁ into the system will discard one set of information.
These losses could be of some advantage due to the randommess of the
coinciden¢e” phenomena. It is hoped that these coincidence losses will
provide an inherent queue control mechanism. During periods of high
data activity the coincidence losses will limit the input rate to the

system, but these losses being evenly distributed would produce a more



tolerable effect at the receiving end than with the normal overflow
losses.

This project therefore sets out to investigate the performance of
this storage mechanism both analytically and practically, Due to the
complex nature of the system and the lack of kﬁowledge of the dist:ibution,
of shoals, a Monte Carlo simulation is done to investigate its

performance under near-realistic conditions,
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Figure I.1l: Block Diagram of a typical Bandwith Compression System.
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1.1

1.2

CHAPTER 1

REVIEW OF BANDWIDTH COMPRESSION SCHEMES

Introduction

Data coﬁpression techniques have been used in many areas of
cémmunications such as voice, video, facsimile and telemetry trans-
mission. These techniques have acquired added significance with the
growth in use of digital computers for information processing, control
and transmission. Previbus_schemes vhich transmitted analogue data are
now converting their transmission processes to digital methods. These
new schemes however, result in the need for additional bandwidths due
to the high bandwidth requirements for digital trénsmission techniques.
For example, a 3KHz voice signal is normally converted to a 64KHz PCM bit
stream (8_bit samples at an B8KHz rate) for digital transmission.

Hence, the need for bandwidth reduction in these schemes is
obvious, Several attempts have been made to apply these techniques
to a number of systems. A sﬁmmary of some of these schemes is

reproduced below.

Bandwidth Reduction of Television Signals

Cherry and co-workersls2:3 have done extensive work on the com-
pression of television signals. They have developed an experimental
system and have been able to achieve a bandwidth reduction of 6:1.

In this method use is made of the correlation between successive
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picture elementé along a scan line; heﬁce a system of run-length coding
is used before feeding the data into the buffer. Two sets of data are
then transmitted, the brightness data and the run-length data.

The Picturephone (:) system® developed at the Bell laboratories
represents one of the few commercial applications of a bandwidth
reduétion scheme. This is the video—telephone system whereby visual
and aural communication is achieved over a 2-megabit/second channel.
In this system use is.made of the frame-to-frame correlation of thé
video signéls.first observed by Kretzmer3. By using a 67,000-bit
buffer they have been able to transmit this information at the reduced
Pandwidth. The direct transmission method would have required a 16MB/

second channel, hence a 8:1 reduction was achieved.

Telemetry Systems

Bandvidth compression techniques have been applied to aerospace
systems used in the transmission of telemetry data from ocuter space.
Compression is achieved in the conventional manner, bf a redundancy
removal processor followed by..a queueing buffer.

One process used to decide which data samples to transmit and which
were redundant was the "first-order interpolation™ metﬁod. In general,
interpolation methods consider data sampies over a predetermined interval
which do not exceed a prescribed tolerance level. The interpolator
then computes the average value of the set and transmits this value to
represent all samples within the set. All samples within the set are
therefore within the prescribed peak error tolerance of the transmitted

sample. If a sample value is found within the set which exceeds this
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limit, the processor considers éhly values before this sample. Several
orders of {nterpolation are possible, whereby higher orders are giveﬁ
more freedom in the selection of the startfingand end points of the
straight line., 1In the zero-order interpolator the transmitted value

is simply the average between the most positive and most negative
samples within a set. Each straight line starts from the end of the
preceding line,

Another processing method used in telemetry systems involves a
predictor algorithm. In this method the processor estimates the value
of each new data sample based on past perfﬁrmance éf the data. 1If the
new value falls within the tolerance raﬁge about the previous value,
it is rejected as redundant since it is known that the data value can
be reconstructed within the specified tolerance. Several variations of
this method are also possible; these are discussed in detail by
Kortman®.

After processing; data samples are fed into a buffér.' The problem
of buffer overflow is avoided by using an adaptive prediction or inter-
poiation technique. Hence the tolerance limits are relaxed during
periods of high buffer activity, thus reducing the input rate to the
buffer,

In a series of experiments conducted with real time data, compression

ratios of up to 20 have been achieved and reported by Medlin’.

Radar Systems

With the increased activity at most large airports, the limitations

of the human controller have resulted in a reduction in efficiency of
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air traffic control. This has led to increased interest in the
automation of radar target detection process. Eventually it is hoped
that these automation processes will extend to air defence surveillance
systems so that track-while-scan, aircraft identification, flight
control and collision avoidance functions can be accomplished more
efficiently by human operators aided by electronic computers. The
peak data rate from the radar video processor can be as high as 1 MB/s
hence the need for some form of bandwidth reduction.

Hinckley® has reported a system which digitally encodes the
coordinates data from a radar, feeds this information into a queueing
buffer and transmits the encoded data over a single telephone circuit,
This system provides a bandwidth reduction of about 500 but with buffer
capacity for 650 words.

In the previous system no analysis of the buffer requirements
was conducted hence a large store was provided to minimise data loss
due to overflow. A series of simulation runs by Bussard and Wilmot®
examined the buffer requirements for automatic radar target detection
systems. By simulating different éircraft flight patterns such as
randon targets, targets in formation or groups and targets inradial
corridors, they have investigated the behaviour of the buffer under
various conditions. The main conclusion of their study was that for the
complex target formations larger buffers would be required than for

randomly distributed targets.

Facsimile Systems

Digital coded facsimile systems have been developed employing
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bandwidth reduction techniques. Such systems include the transmission
of weather ﬁaps, new;papers and other typewritten documents.

A typical system consists of a flying~spot scanner which scans
the document. A photomultiplier receives a modulated signal which
triggers a position encoder,

Redundancy reducti;n techniques are applicable here since examination
of most black-and-white graphics such as drawings and weather maps
reveals that the number of black—and-white changes on a single scan
line are but a small fraction of the total number of resolvable
elements along the line. Run length coding as part of the encoding
process followed by a queueing buffer results in bandwidth savings of
up to 14:1.

One system reported by Rosenheckl® is capable of transmitting a
typical 8} by 1l-inch document at a resolution of 135 lines per inch
in 7 seconds over a 50KB/second group channel. This represents a
reduction‘of 5:1, In his method, use is made of the document as the
storage medium. A variable velocity scanner is used which changes its
speed according to the amount of information present. This process

eliminates the electronic storage requirements entirely,

Sonar Systems

The need has arisen in the fisheries field for a system capable
of transmitting target information from remote -sonar systems wiéh a
reasonable degrée of accuracy. Acoustic telematry systems suffer from
the fact that the maximum data rate possible is of the order of 10 K Biﬁs/

second. Direct transmission by other methods would require bandwidths
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of the order of 150KHz.

The requirements here are not as stringent as with the previous.
systems, as the targets being observed would be mainly shoals of fish,
Barratt}l has designed a system whereby analogue signals repfesenting
range and bearing are stored, then tfansmitted at a lower rate. His
gtorage device was a capacitor which was charged to a value proportional
to the analogue signal., His system was designed to operate with a 40KHz

bandwidth channel. This suggests a bandwidth reduction of about 4:1,
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CHAPTER 2

JINFORMATION CONTENT OF SONAR PICTURES

Introduction

The system under study is the electronic sector scanning sonar
system where information is presénted on a B-scan display. The
bearing scan is the féster of the two time bases. Since the system
will be a digital one, range and bearing information will be digitally
encoded. - One system usés a pulse Width of 100 microseconds which
corresponds to a range resolution of about 6 inches. Previous work
suggests that 32 bearing cells woula provide sufficient bearing

resolution; hence each bearing coordinate is a 5-bit word. The word

‘length for range coordinates will depend on the maximum . range covered.

For a range of 40 metres a 9 bit word is sufficient to represent range

data.

Evaluation of information content of sonar pictures

Let the fast time-base be of duration TY seconds, and the slow
{range) sawtooth be of Tx seconds. Also 1et‘there be ny resolution
cells along the fast timebase and n_ along the slow timebase.

Now

n, = Tx/Ty (2.1)

assuming the flyback times are small, If the signal has Q equally
probable brightness quanta and there are m significant changes of

brightness, then the total brightness information is given by
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H . = mn logs Q bits per frame _ (2.2)

The total information also contains information of the position.
of these brightness changes. Now the total number of resolvable elements

per frame is N, ,where

N = n n : (2-35l

Hence the number of possible independent positions of the m brightness

changes is given by

N=-1 = - 1 font "i"_ - '
tCm (Nt 1)./m.(N‘t m=- 1)!

The amount of information is given by logy of this quantity. It can

be shown that this expression reduces to

Hpos = (Ngl)logz(NEI) - m logom - (q;mrl)logg(NEm—l) (2.4)

Hence the total information per frame is

Hiot = m logsQ + (NEI)logz(NEI) - m logom = (q;m-l)logz(NEm-l) (2.5)
In order to find the maximum information capacity we assume cbmplete

independence of picture elemenis, hence the number of significant .

brightness changes is the maxiﬁum possible, that is Ngl. Equation 2.5

then reduces to

Hop = N.log2 Q . (2.6)

This indicates that no position information is required since all
resolution cells are being described.

From Equation,Z.s it is also possible to obtain an expression for
the avefage information content of the picture. If we consider the

extreme case of only one significant brightness transition per frame,
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such that m = 1, then

Ht0t= logaQ + (Ngl)logg(Nt-l) - (Nt—z') 1082(NE-2) ' (2.7)

For large N, logy(Nrl) and logz(Ng2) may each be taken as logyNg., thus
we get

H .= 10g2Q-+1og2Nt ' (2.8)

" The first term on the right is the information contained in the
single change of.brightness out of the Q possible brightness levels,
whilst the second term is the information of a single position out of
thossible positions. |

“To fiﬁd thae total information content we define eaéh of the m
positions independently, hence we obtain for the average information
content

Htot = m(logsQ +t10g2Nt) bits per frame - (2.9)

Comparing the maximum channel capacities for the two cases we find
that by sending information only when occupied positions are found
and sending none about the blank areas, a compression k is realisable

where

k = Nloga(Q+1)/(m logz(Q+l) x N} (2,10

If we are only interested in the presence or absence of targets then

there is no need to specify the brightness levels, hence Q = 1 and

k = Nt/m logyN¢ ‘ ‘ (2.11)

In the system under study it is proposed to use a 9-bit word for

range and a 5-bit word for bearing coordinates,
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Hence, Nt = n, ny = 16,384,

On a particular display studied by Barrstt! an estimated 250 targets per

frame were found. Thus

16,384

350 % log,16,384 -~ 43

-k =

This suggests that if the channel capacity is equal to the average
information rate from the display, then a bandwidth reduction of 4.5-
is possible. |

It is of interest to evaluate the channel capacity required for

direct transmission. Shannon's formula states

C = 2W log (1 + p/n) {(2.12)
where C = information capacity of channel in bits/second

W = bandwidth of channel in Hertz

p = mean signal power in channel

n = mean noise power in channel

The bandwidth of the channel should be such that adjacent elements
along the fast scan line are resolvable.  Hence, for direct transmission
of the video signal the minimum bandwidth fequired is i(n_/T ) Hz, since
‘ yy
. bandwidth of ) .
from the sampling theorem a/2W Hz is sufficient to transmit W
independent samples per second. If the signal has Q distinctive levels

of brightness, a signal-to—noise ratio of Q is required to distinguish

between them in the channel. Hence from Equation 2.12

(@]
]

2 n, logz(Q+l)/2Ty | ' (2.13)

n
Tl log,(Q+1) bits per second.

y
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Since there are 1/Tx frames per second, the channel capacity is given by

cC = Ry g loga(Q+1) bits per frame period

= Ntlogz(Q+1) bits per frame period (2.14)

This is similar to the expression obtained byrconsidering the
information confeht of the picture.. The significance of this is that
if all the elements of the display ére statistically independent,and
all levels equally likely, then the maxiﬁum channel capacity is
necessary and direct transmission is as efficient as possible.

‘ 0

Number of targets on typical displays

In an attemptlto estimate the average number of targets on a
typical display, Barrett! fpund that permanent echoes accounted for a
high percentage of the targets detected. In the situation he considered
the sector-scanning sonar was being used to observe the behaviour of
fish in the River Forth. The s&stem was placed in front of the cooling
water intakes at Kincardine Power Station. He found that of the 250
targets per frame, only 100 weré due to moving targets. The permanent
echoes in this case were due to bottom echoes, the intake piers, and
transmission interference. An increase in compression factor would
therefore be possible if these permanent echoes were removed from the
display. An attempt is being made elsewhere to apply frame subtraction
techniques to this problem in order to remove these unwanted echoesZ,3

However, the situation described cannot bte taken as a true

reflection of the number of fish likely in any other situation. The
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only deterministic criterion that can be applied to fish behaviour

is that the; usually travel in shoals, with a random number of fish
leaving the main shoal occasionally, The permaneﬁt echoes found on

a display would again depend én the environment. Some echoes, like
bottom echoes, reverberation echoes, and transmission interference,

are usually present,‘although not all these will be absolutely permanenf.

In‘a series of sea tfials using a sector-scanning sonar, Voglis
and Cc:olcl+'5 observed shoals of varying sizes and shapes during search
runs. Some shoals displayed a long thin ribbon-like structure while
others showed an elliptical shape. Also, in contrast to the compact
formations of these two types, there were others showing a distinctly
diffuse structure. These in fact ocbupied a sizeable portion of the
display.

in an attempt to arrive at an average number the author also
conducted several subsidiary experiments on stillé of actual displa&s.
This was done by scanning films of a variéty.of situations. The number
of targets recorded varied from 800for the thin shoals to 3000 for the
extended sﬁoals.

Since no definite statistical model for shoal distributions can-
be inferred from these investigatioﬁs, the only alternative is to apply
some form of adaptive coding to the system. The selected method could
be similar to one of those describe& in Chapter 1. The systemAcan
then be designed to handle 4 certain target density and the design

specifications relaxed during areas of high data activity,
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2.4 Possibilities for Run-Length Coding

2.4.1

" In Section 2.2, tﬂe average infogmation content of the sonar picture
was evaluated by defining the position of each of the m targets
independently. However, in sonar as in television displays there is a
certain amount of element to elemént correlation along a scan line; It
is therefore not necessary to define each position %ndependently; rather
it is possible to define runs of target positions. Cherry and co— -
workers6 have applied run-length coding to their experimental TV band-
width compression system. In practice the number of possible run lengths
is very large; however, to utilise this to the full capability would
create instrumentation problems, In addition, this information has to
be buffered before transmission, hence in the case of data loss due to
overflow, this may result in the distortion of the output if a long
run is lost. | |

7 ‘ -

Vieri and others have measured the run-length probability
distribution of data from television pictures and have found that tﬁese
signals have an exponential distribution with negative exponent, so
that an upper limit on the maximum permissible run length is possible.

In Cherry's system the method of run-coding is modified such that
permissable run lengths is restricted to a small subset of the original
distribution. Hence all other run lengths are brokenAup into suitable
combinations of these standa;d runs by insertion of additional redundant

samples,

Probabilistie Model for Run-Length Coding

Although several workers in the data—compression field have applied
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: 6,7,8
run-length coding to their particular systems ~ > 1o generalised

theoretical approach has been ﬁg%%: Run-length coding lends itself
readily to optimum codes of the Shannon-Fano or Huffman typesg;
however, since the efficiency of these codes is sensitive to the
probability distribﬁtion of the run-lengths, an empirical approach is
usually preferred to the theoretical approach.

Capon10 has attempted an analysis of run-length coding systems with
the aim of predicting more generally the bandwidth reduction possible,
He considers only black and white pictures and a binary digital trans-
mission channel., Since the process of scanning reduces a picture from
a two-dimensional array of cells to a one-dimensional sequence of cells;

a first-order Markoff process representation for pictures is
used. His treatment also depends to some extent on an a priori kn;wledge
- of the probability distribution of the run-lengths; however, some

general guidelines have emerged from his investigation. He has shown

among otheér things that:

1. for pictures which are equivalent to random patterns there is no
point in using run-length coding, as there is very little to be
' gained;
2. for pictures with long white runs (targets) very large savings can
be obtained;
3. for pictures which are either completely black or completely white

large savings can again be obtained.

Most of these results could be arrived at intuitively, but by determining

the several probabilities a quantitative insight is possible.
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2.4.2 Possibilities for Run-Length Coding of Sonar Pictures

Pictures from a fish detecting sonar display should lend them-
selves to run-length coding. Since the display will consist mainly
of shoals, this represents condition 2 in Capon's results described in

encoding
Section 2.4.1, that is, long target runs. Hence, instead/offeach tar-
get position independently, one could encode runs of target positions.
One simple method of implementation'would be to encode the first
L. the
- position and/ length of the rum,

Once again a knowledge of the probability distribution is
necessary to select the optimum code. In the absence of such data a
fixed length code can still be used.

In a subsequént chapter the results of simulations involving a

. simple run-length coding method are given,

“
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CHAPTER 3

BUFFER DESIGN FOR BANDWIDTH COMPRESSION SYSTEMS

3.1 Introduction

The design of the output buffer is one of the most important tasks
to be faced if an efficient syétem is to be implemented. After the
redundancy removal techniqués have been implemented, data from the system
will still arrive at a variable rate. The buffer accepts these data
samples, stores them to permit transmission at a constant rate. The
efficiency of the buffer, as wéll as the effectiveness of the redundancy
removal techniquz thus determine the amount of compression obtainable.

The main problem in designing this buffer is that of determining
the buffer size required to ensure a tolerable loss of data due to overflows
Overflow is even more undesirable {n bandwidth reduction systems since

: redundant samples have already been remoﬁed.

One important requirement for proper design isré knowledge of the
prcbability distribution of the input data. This'varies from source to
source and only empirical data can provide this information for a
particular system. A variety of systems have Poisson distributed input
sources, hence for ease in comparison this distribution will be used
in all analiyses. However, where the distribution of the input is

unnown or has been shown to be unlike any known distribution, a Monte

Carlo simulation has to be done. The approach is described in Chaptef 4,
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3.2 Elements of Queueing Systems

Since the design of buffers for bandwidth compression systems is
similar to that for any queueing system it is worthwhile examining the

elements of a queueing system.

The basic system consists of an input source, a queue, and one or

more channels or servers.

e
The inpu%?%gges rise-to inputs and is characterised by the time

distribution with which it gives rise to these inputs. Of the dist-

ributed sources the easlest to handle is the Poisson process, which

is considered the most random of all discrete processes.

While in the queue the input quantity is usually referred to as
a customer. A customer in a traffic queue would be a motor vehicle;
in a bandwidth compression buffer, a customer would be a digital word.
Queues may be infinite, whereﬂ& all customers can be accepted, but suffer
a waiting time, Congestion may occur in this situation but no customers
are lost. If the qﬁeue iength is finite, customers arriving to find
the queue filled will in most cases leave the system and be lost. This
is the overflow situation, and the m;in reason for this analysis is t;
examine the parameters at one;s disposal which will help to miniﬁise |
the probability of overflow. Special queues may be found where
customers return to test the system occaéionally to see 1f space is

available,

The output channels or servers are placed at the head of the queue,
The amount of time the customer spends in the channel is called the
holding time or the service time, Holding times may be constant or

distributed. The server is responsible for implementing the "queue
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discipline”, which is the order in which customers are served. Usually .
the "first~-come-first-served" discipline is used, but situations

occur where priority systems are introduced.

Queueing aspects of Bandwidth Compression Systems

In most bandwidth compression schemes the elements of the system
involve a distributed input source, a finite capacity store, and a
constant service mechanism operating on a "first-come~first-served"
basis. |

The input will be 2 digital word encoded to rebresent some position
or amplitude information.

The storage device is usually one of the accepted electronic storage
devices, that is, m:gnetic core, semiconductor shift-registers, etc.

The storage scheme may be of the step-down type where each bit enters
the store in parallel £illing fhe first vaceat position closest to the
service‘end. Information is removed at regular intervals from the
head of the queue, all words ip store béing shifted down accordingly.

If a serial access device is used as a buffér, the words in store
are recirculated u;til serv;ce is offefed. A word is entered into
store as soﬁn as a wofd space becomes available, and removed when
possible during a service intefval. 'Tﬁe queue discipline may be
described as pseudo- "first-come-first-served", since the channel
will accept the first word that appears when service is offered. However,
due to the recirculation of data the first word out may not be the first
one in. |

In addition, with the recirculating store there may be loss of
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data due to a new customer and a recirculating customer seeking entry
to. the store at the same time. This is the coincidence phenomenon,
and a priority system has to be implemented.

The server in bandwiéth compression systems is.u3ua11y a digital
clock operating at a frequency determined by the channel capacity.
Synchronous transmission is usually applied; that is, data are removed
from the buffer at each‘discreteiclock time. Data arriving at the head

of the queue during periods between clock times have to wait to begin

‘service at the next clock time, even if the service facility is idle

at the time of arrival.

Ihput Source Statistics of Bandwidth Compression Systems

The first step in any aralysis is to establish a valid statistical
description of the input' source. Although general formulae can be
déveloped for the design of the system as a whole, only tests on the

actual data input can produce any meaningful information concerning the

-

‘input distribution of any particular system. - _ ’

For telemetry data compression systems used on space vehicles,
buffers havelbeen designed by assuming that the occurrence of the dat;
samples entering the buffer is random and the time intervals between
successive events are indepehdent. fhis would ﬁroduce eitﬁer a Poisson
or Bingmial input distributioa. Simulation tests with actual telemetry
data indicate that the buffer input statistics agree very closely with
the Poisson distributionl.

In a television bandwidth compression scheme where run-length

2
coding is used , it has been shown that successive run lengths along a
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television scan line are independent, Buffer design has been carfied
out by considering the input as Binomially distributed. In addition
it was reported that these run coded signals exhibit "short-term"
stationarity, that is, the mean input rate undergoes "long-term"
variations only.

Bussard and Wilmot3 have investigated the queueing requirements
in an automatic radar target detection system used in air traffic |
control. Their systems models,which were described in Section 1.4,

covered the usual targef patterns found in aircraft flights. Their
results indicated that the complex target models created queues whose

mean and variance were significantly larger than that created by the

simplified model with all targets randomly located. Their conclusion

v AR SV

therefore was that the assumption of Poisson target arrivallfa;gs"can'
cause anfappreciable errbr:in modelling radar target detection
queueing systems,

Barrett's systemu for the bandwidth compression of sonar displays
was designed on the assumption that the input was Poisson distributed.
However, since the targets are usually fish shoals: a situation
similar to Bussard and Wilmot's close formation clusters is more.likely
to extst., The author has simulated a queueing system by generating

: 5
synthetic inputs typical of the shoaling situation

. It was found that
losses were greater when using the shoal-like inputs than with the
Poisson distributed inputs. The results of this investigation will be

discussed fully in Chapter 4.
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3.5 Analysis of the Step-Down Buffer

3.5.1 Expected Queuve Length

Following a method due to Kendall, it is possible to obtain an
expression for the mean queue length without specifying anything about
the nature of the input distribution, or the distribution of theholding
time, This method is described in detail by Goode and Machol6 and the
analysis 1s reproduced in Appendix 1.

By examining the expected queue length at an insfant of time
immediately after a word removal attempt, it can be shown that the

expected queue length is

E(n) = p + %rlﬁf'—pf—_, p‘<_1 (3.1)
where n represents the number in store, r the number of words clocked
into thé buffer during T, and p the traffic intensity of the system,
Equétion 3.1 hoids for arbitrary input distributions and holding times
provided these distributions are independent of n, and that statistical
equilibrium exists,

For a Poisson distributed input and constant holding time, Equation

3.1 reduces to

E(n) = Pé—f%—:——g-% , p <1 (3.2)

It is obvicus from Equations 3.1 and 3.2 that for equilibriuﬁ to exist,
p, the traffic intensity must be less than 1, In other words, the
output rate must be greater than the mean input rate, Figure 3.1

shows graphically the variation of E{(n) with p, and indicates the.rabid
variation as p approaches unity. ' Hence, to reduce E(n), p should be as.

small as possible, However, since the output clock rate varies inversely
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‘as p, a compromise must be reached since the eventual aim of the

system is to use the smallest bandwidth possible.

3.5.2 Queue length Statistics for Poisson Input and Constant Output Rate

In this section we consider the buffer behaviout for a . Poisson
input process with constant removal rate. The.problem here is that
given a finite capacity buffer and known mean input and output rates a
knowledge of the fractional word loss due to overflow is required, .

This is a particular case of the M/D/s queueing system, where
M indicates a Poisson input, D a deterministic service mechanism and
g thé number of servers. Prabhu7 derives expressions for the case of
the infinite length buffer with multiple servars. Several workers,

- including Dore, MEdlinl‘and.Schwarzg, have investigated the case of
‘the finite length buffer with one server. The essential aspects of
the deriﬁationsfbr the siﬂgIe server case are given below.

Let Q(t) be the number of words present in the queue at-time t;
hence - .

P () = P{Q(t) =n}, (n3:z0) - (3.3)

Now we can consider Q{t) over comsecutive intervals (0,t), (t+T),
by examining the state of the queue just before or just after a

sampling instant. Both approaches produce similar results. since

Probability of n words in queue just before a sampling instant =

Probability of n-1 words just after.

If we examine the queue just before each sampling instant then,
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L - n+l
Pn(t+T) = i£o Pi<t) k_(T) +i£2.Pi(t),k

(T) (3.4)

n+l-i

where Pn(t+T) Probability of n words in queue just before a

sampling instant

Pi(t) Probability of i words in queue at time t

kn(T) Probability of n arrivals during time T.

The first part of the right-hand side of this expression accounts
for the combined probability of there being i ¢ 1 words in the queue at
time t and n arrivals during time T. Hence one customer is served
and n enter the queue. The second part of the expression accounts for

‘ .  words | . .
the case where i 2 2/are in the queue at time t; one will be served

leaving i-1, hence n-i+! words must enter to give the probability Pn'

We shall assume that statistical equilibrium exists, that is,

Pn(t) Pn(t+T) = P . (3.5).

n

n+l

nJ
]

(Po + Pl)kn + (3.6)

Y Pk ..
122 1 n+l-1i

for 1 g mn ¢ N .

Since the buffer is of length N, then clearly the following

conditions exist,

Phyp = O - (3.7
and
g .
P. = 1 (3-8)
i=o * :

Equations 3.6, 3.7 and 3.8 describe the conditions which govern

the buffer behaviour under the constraints mentioned.



- 35 =

3.5.3 Derivation of Probability of Overflow

To find thg probability of overflow RN’ we note that the buffer
input rate is lower than the rate of word removal attempts by the -
factor p. Hence, for an infinite length buffer with no overflow the
probability that on any given removal attempt a word would be removed
from the queue would be p. For a finite length buffer, however, the
probability that a fraction will be lost due to overflow will reduce

this probability. Hence, for a finite length buffer,

?r {Removing a word } = p(l - RN)' . (3.9
.Thus |

Pr {Not removing a yord} = 1 -p(1 - RN) (3.10)

Now a word will not be removed from the buffer at time t + T if andonly
if at time t, n = 0 or 1, and there are no new entries during the inter-
val T.

Hence,
Pk, + Pk, = 1-p(l-R), (3.11)

Lut from Equation 3.4

s

Po(t + T) = Po(t)ko + Pl(t)ko (3.12)

Thus P, = l-p-Rr) (3.13)

or R, = Botp-1 : ' (3,14—)
o .

To determine P for each N use is made of the equations derived in "the
previous sectiocn. Equation 3.6 can be expressed in recursive form as

n

Pn + i = {Pn - (Po + Pl) kn -'122 Pi kn--i+1}_)/ko (3.15)

For the Poisson distributed input,

k = e-p Pn/ n! (3.16)
n



Probability of cverflow Ry

e T s -
p—+— S S OV A A 0 T vk I e S
HEUTJL,H.L%T]T*
HI H : ek H
- — +emnt +

1

1 M

i

Aok e it Sl i SRt s s Souit- SOy Sy

T

g o e o

e
ﬁ

Rt e
LI Sy N B
-f i H

et

— T

i S

hY
i e B @H.....mﬂh.l.r...rlw.hhg..\h“.lﬂnu‘.v Sy

IJIH ||||4||1Id |€I,: fi ‘n.._.lvl

SEREsEp=cE
e (o

.10

B e e et et O e e e B e e o e ot o T e e e s - ,M.U.

B R (UL O

20 30 40 50

Figure 3.2: Probability of overflow for a fixed length store.

o -

b o op



3.5.4

- 37 =

Equations 3.15 and 3.16 can be used to find P in terms of P, by
iteration. _Equation 3.8 can then be used to find Po solely in terms
of k.

Hence given N, values of RN can be calculated for various values

of p. Figure 3.2 shows a plot of RN against N for several values of p.

Digscussion of results

Tha parameters at the disposal of the designer are the mean
input rate, output rate, and buffer size, .The choice of adjﬁstable
parameters will dépend on the peculiarities of the system under
consideration. ' - |

For bandwidth compression systems the output rate is usually
fixed, its value being determined by the bandwidth of the channel. In
addition, varying this parameter would cause difficult synchronising
problems at the receiver,

The usual approach is to select a value of RN which would present
a tolerable reproduction at the receiving end, Once this value is
chosen there is a choice between selecting the store size for a given
value of p or vice versa. Assuming the channel capacity is given, and

the input rate is known, one chooses N by consulting Figure 3.2 to

satisfy the selected value of RN‘

The choice of RN again depends on the pecularities of the system.
For transmission of television pictures, loss of data samples, especially
during movement, produce distorted pictures, hence a low value of RN

is necessary. Transmitting information from a sonar display would
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not suffer from the same sensitivities, since the loss of an occasional
) 2

fish would not be very critical. Cherry and co-workers found

that a 1% overload probability was sufficient. In both these cases

which involve human observers the choice of RN has to be a subjective

one.

On close examination of Figure 3.2, it can be seen that increasing
the buffer size indefinitely does not produce a proportional decrease
in the overflow probability. As N approaches infinity, the probability
of overflow does decrease,.however, the mean waiting time increases. |
Philopyprou and Tzafestas10 have studied the buffer behaviour in terms
.of waiting times and have derived an expression for mean waiting time

as a function of p, RN and N. They have shown that

(To/Dpay = (V= DU - orp) =1 R ERT )

where I, is the meén walting time,

For example, for pr= 0.9, ('I‘w)];uax = 25T. The impli;ation here is that
for practical purposes there is an optimum value for N for a given value
of p. | .

Also, in deriving this expres;ion for Ry, statistical equilibrium
was assumed. However, in all these systems data bursu;éay'occur which
would temporarily overload the system. Once the buffer size is fixed,
with the output rate fixg&, the only adjustable parameter is the input
rate. The floating aperture redundancy removal techniqué overcomes
this effect by degrading the cémpression algorithm when overflow seems

imminent. One possible method of impleweﬁtation is to use an up-down

counter as buffer load detector; this could be used to trigger a change
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in the compression algorithm when the overload situation 1s being approached.

3.6 The recirculating register as a buffer

3.6.1 Introduction

New Input

Data > — N. - stage Buffer

Circuits

Cutput

'Circuits

Qutput

———=3 Data

Recirculating Data

LY

Figure 3.3 The recirculating storage system

Figure 3.3 shows in schematic form the basic elements of the

system. The buffer consists of an N-stage register being clocked at

a rate of lltS Hertz.  The Qutput Circuits contain s parallel registers

each capéble of receiving one word at the recirculating clock rate.

, - " : , ‘ t
The output circuits alsc consist of logic circuits which examine the N

storage location at the end of every Wts seconds. If a word is

h-.

present and one of the s output registers is vacant, then that word is

shifted into the vacant output register at the fast clock rate.

The output

clock operates in a similar fashion to the clock.system used in the step-
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down stores. It opens a gate every T seconds and shifts data from the
first occupied oﬁtput register at a rate of 1/wT Hertz if seriél trans-
mission is used or 1/T Hertz if parallel transmission is used. When
all s registers are filled all words are recirculated until the next
service period.

The Input Circuit controls the entry of data to the main register,
Data arrive from the source at a maximum rate of lltd_Hertz. Each
word is transferred in parallel to an input buffer wﬁi;h is identical
in design to each output register, The Input Circuit examines the
recirculating train and the input buffer at the end of every wt seconds.
If new and recirculating data seek.entry to the store at the same time
one word will be selected in preference to the other. It is immaterial

which word is accepted since the input buffer could be used to hold the

recirculating word,

3.6.2 Analysis for a Poisson input and a single output register

The main loss phenomenon in this system is that due to coincidence
b2tween the input and recirculating trains. As with the step-dowm
system overflow losses are also possible; however, wh;n this situation
exists there will be-a word in each of rhe recirculating word spaces,
thus coincidence always occurs., Hence, analytically there will be no
difference between the two loss phenomena. However, coincidenée undef
other circrmstances should be more random, The effects of these two

losses will be demonstrated in the simulation experiments to be discussed

in Chapter 4.
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The system can @e analysed by considering it as three queues
operating in series.: Data are accepted by the input buffer and aré
either fed directly into the main register or removed in a distributed
ﬁanner whenever an empty word space occurs in the recirculating train.
The output of the Input Circuit forms the input to the N-stage recirc-
ulating register; its output in turn forms the input to the output
buffer. The output buffer is in fact a simple step-down store; data
being removed at the output clock rate. The overflow of the output
buffer determines the amount of data recirculated.

| It is convenient to examine the state of the system at the
beginning or end of every output interval. During this time a
maximum of S words ;an be shifted out of the main store, Hence there
are 8 word spaces in the recirculating data train. Since the input
buffer synchronizes the input data with these word spaces then to
evaluate the probability of coincidence we need to consider the
distribution of data over the S word spaces.

It is obvious from the nature of the recirculating system that
the probability of coincidence will be a function of the statistical
behaviour of data in both input and recirculating trains. Since a
random input process has ﬁeen assuméd, then the behaviour of data in
the ipput train can be easily analysed, However, the distribution of
data in the recirculating train would be of a complgx nature dﬁe to
the feedback in the system. It is felt that there will be some
correlation between successive data samples in this train, hence the
suggested complexity. Attempfs to produce a rigorous solution proved
futile; however, since'thé aiﬁ of the investigation was to gain insight
into the performance of the system it ﬁas decided to use the following

approach which should produce an approximate solution.
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The first asgsumption is to consider the probability or coincidence

as a function of P, and P_; that is

I R
P; = F(PLP), . (3.18)
lwhere PC = Probability of coincidence
PI = Probability of occurrence of one or more data
samples in the input train
and PR = Probability of occurrence of one or more

data samples in the recirculating train.

We further assume that this function is of a product type, hence we

write,

P, = KP B, (3.19)

where K is some constant which would depend on the other parameters
in the system. If we make the simplifying assumption that K = 1,
which can only be justified in the light of agreement finally found

between theoretical and simulated results, then we can write,

-

Pc = PIPR s ) (3.20)

This equation, although derived by making gross assumpficns, produces

the expected result for PI or PR equal to zero. Also it gives roughly

the right kind of behaviour as either PR or PI varies.
Thus, if the amount of data in the recirculating train increases, one
would expect the probability of coincidence to increase and Equation

3.20 gives a variatiop.of this kind.
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In order to calculate P_, we note that,

I
PI = 1 - Probability of occurrence of no data in the input
train.
S
Now PI =j£1 Pj , (3.21)

where Pj is the probability of finding j words in the input train, and

= S, ] - 8-3
Pj iji (1 pi)‘ , . (3.22)
where Py = Probability of occurrence of data in an input word
space,
= - ]
Since PI 1 P(j=o) s _ (3.23)
then PI = 1 - (1 - pi) . . (3.24)
2
= Spi - 8(s - l)pi +  ieeees (3.25)

Since a random input process has been assumed, then p; can be evaluated

using the expression

_ mean number of inputs duxing T (3.26)
Py maximum number of iaputs during T °? ST

- A1/ ' - (3.27)

This expression is valid for T/S small and is applicable here since
the.recirculating rate will be much higher than the output rate.

Substituting for p; in Equation 3.25,v get,

Py = AT- (5 - 1')_(5\_1‘)2/.25 Foeeens (3.28)

For AT 1, we can ignore all but the first term on the right-hand

side of Equation 3.28., Since we do not propose to consider cases
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for AT > 1, we therefore use the approximation,

P, = AT, AT<1 : (3.29)

3.6.2.1 Distribution of data in the recirculating train

The distribution of data shifted out cof the stcre will be
difficult to analyse due to the problems outlined in the previous
section. However, if we assume randomness of data in the recircul-
ating train and use a technique similar to that employed for obtaining
PI we can obtain an expression for PR'

In order to calculate PR , we examine the mean number of words
shifted out during T. If E(n) represents this mean, then the mean
number recirculated would be given by RSE(n), where RS is the prob-
ability of overflow of the s-stage output buffer. We define a prob-

ability P. which is the probability of finding a word in a recircul-

ating word space. Using FEquation 3.26 we can write,

p, = EMmR/S ; _ ' | (3.30)
subject to the same restrictions as before. : . ‘
Hence we arrive at the expression for PR s

PR‘ = E(n)Rs s ‘ (3.31)
We can therefore write for Pc ’

= A : '
P, TE(n)Rs . _ o (3.32)

Hence we will take as the probability of coincidence for an N-stage
register, with a single input buffer, s-output registers and a system

traffic intensity p, the expression,

B, = SE(R_ - (3.33)
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Dérivation of E{n) and Rs

Thé values of E(n) will depend on the relationship between the
recirculating rate and‘the store size, Now depending on the recir-
culating rate, the time T may be less than, equal to, or greater.than
the major cycle of the store. The major cycle or recirculation time

is given by the expression,

£, = wNt, - - (3.34)
for a w-bit word. If T is greater than tr’ thenrduring the cutput _
period all N pgssible words in store can be‘shifted out, I£ T isl

less than tr’ then only 8 of the N possible words in store can be

shifted out. We therefore have to treat these two cases separately.

Case 1: § 2N

This means that the ratio §:N is such that the data in store may
be recirculated several times during the output interval, Now S may

or may not be an integral multiple of N, hence we can write

S = (j-1+2)N (3.35)

-

where j =1, 2, 3, ....... , and z can take on‘values from 0 to 1.

If S is an integral multiple of N then z = 1, In any case we examine
the system every T/j seconds; hence, after the first interval we can
write

n, = r/j + (1 - PI) n R (3.36)

where n, represents the number in store at the end of the first interval,

t new words are generated during T, hence r/j are fed into store, n,

words were in store at the end of the previous interval hence noRS
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words are recirculated, Only (1 —'Pi) of these can be accepted,
hence the expression for n,. We can continue this procedure over
successive intervals; .however, if we assume that étatistical equil-
ibrium exisfs then we can write

r

E(n,) = E(n) = E(n,) = E(n) | (3.37)

If we return to Equation 3.36 and take the expected value of

both sides of the equation then we can write

Bmy) = EG)/J+ (- PPEG)R (338
But from Equation 3.33 we can write
E(nj)Rs = PC/jp N (3.39)
Hence Equation 3,38 becomes
E(nj) = p/j. + (1 - PI)PC/jp (3.40)
= p/j+ (1 - p)PC/jp . (3.41)
since PI =p
p> + (1 - p)P ‘ '

Now Equation 3.42 gives the mean number shifted out after one of
j + 2 - 1 possible intervals, Hence to find the total number shifted

out during the time T, we write

i . 2 .
E(n) = cLJ'J.z =1y p ¢ ;1 = 0B, (3.43)

Hence if z = 1, and S = jN and

2
E() = & "(;'P’—P{: | | (3.44)
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3.6.2.4 Case 2: S < N

This means that oply S of the N possible woxrds in store can be
shifted out during time T. A similar treatment can be undertaken

by expressing N in terms of § by the expression
N = (j+z-1)s o (3.45)

where j and z have the same values as before.

If we examine the system after every T seconds, then we can write

for n,,
n, = r+(1- PI)noRs +gn + (z - L)n (3.46)
where n, = number in store at time t + T
r = number of new words generated in time T
n,6 = number of words in 8 word spaces at time t,

The extra factors gn_ and (z -.l)no account for those words which
suffer shifts within the store but are not shifted out. The factor

g is given by the expressibn
g = j - 1 N (3.47’)

Figure 3.4 shows diagrammatically the word arrangement for this

case,
le_,S word ; g8 ﬁ
gpaces word spaces '
r Input ~— = —p-- - - -
inputs | : z - 1n
PA225 Buffer ‘1 n, words. gn  words ( . o Ly
' wor

. Figure 3.4: Distribution of data in store for S < N (z # 1)
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If we again assume that equilibrium exists then by taking the

expected value of both sides of Equation 3.46 we can write

-

E(ny) = E@)+ (1 - PI)E(nj)RS + gE(nj) + (z - l)E(nj), (3.48)
where E(nj) = mean number in store after any shift,
and E(n3 = mean number in any S word spaces.

Now the number shifted into the first S8 word spaces represents the

-

]

mean value of n) when equilibrium exists, Hence we can write,

E(nj) = E(r) + (1 - PI)E(“j)Rs ._ (3.49)

and from Equation 3.48 we obtain

E(nj) = (g + z)(E(r) + (1-PI)E(n§)Rs) s (3.50)
= (g+1z) (p+ (1~ p)Pc/p) ; (3.51)
since.E(n;)R; = PC/p, E(r) = p and Pp = p.

Also since g = j - 1, Egquation 3,51 becomes

2 .
(e + 4 - pIF) - (3.52)

E(nj) = (j+z- o

This expression is for the mean number in store after each T second
interval. To find the mean number shifted out of store, we take a

fraction 1/j of this. Therefore we can now write for E(n),

(+z - 1) + (1 - pIP,)

3 | P (3.53)

E(n) =

This equation is identical to Equatiom 3.47
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3.6.2.5 Derivation of probability of overflow

In order to calculate the probability of overflow, use is made
of some of the expressions derived in Section 3.5.3. Equation 3.13

gives as the probability of not removing a word the expression,

1"p(1"'RN)o
In this situation the probability of not removing a word from the

output buffer is,

1-E@) (- R) (3.54)

since E(n) represents the traffic intensity of the output buffer.
Again this condition exists only if the store is empty just before

service begins. Hence

P(0) = 1-E@)(1-R) (3.55)
or R = PFO)E?ﬁﬁ(n) -1 (3.56)
We can therefore write the complete expression for Pc as,
Po = pE(n)RS
= o{P(0) + E(n) - 1} A (3.57)

Equation 3,537 gives the probabllity of coincidence for s output
registers, To find the value for a particular case we need to find

that particular value of P(0).
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Single output register

From Section 3,5.3 we make use of Equations 3.7 and 3.8 and write,

P(s+1) = O ' (3.58)
: S
and T RE) =1 (3.59)
i=0

If the output buffer consists of one register then s = 1 and

Equation 3.59 becomes

P(O) + P(l) = 1 (3.60)

Also if we examine this register at the beginning of every output

inte