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SYNOPSIS

A computer simulation model has been developed of a mamufactur-
ing system which produces a multi-style, multi..size product range,
and which utilizes multiple stations machines. Manufacturing systems

of this type can be found in the shoe and textilc industries.

The model has been used to examine such a svstem in relation to its

major variables, and under different operating and control rules.

The utilization of a factorial design has allowed the identification
of the main effects and interactions between the major variables,
which provided information about the mechanisms governing the system's

_behaviour.

Heuristic priority scheduling rules have been specially developed to
fit the characteristics of such & system. Those rules have been tested
against other priority rules which are known to perform well in more
traditional batch manufacturing systems. A simple priority rule
developed for this class of systems (FIFOMB) was shown to perform
best in relation to the other rules.

Different strateqgies for capacity manipulation have been studied, both
in terms of variable inputs, such as inventory, additional shifts, and
overtime, and also in terms of capital input such as the acquisition

of extra tools and machinery. Trade-off curves have been constructed,

which allow operatiional decisions and comparisons between strategies,
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to be made in a three dimensional decision grid, which have capacity
costs per unit produced, delivery performance, and length of delivery
promises as its parameters. Results indicated that the relative

performance of different strategies depend on the values of the

parameters chosen in the three dimensional decision grid.
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INTRODUCTTION
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1,1 - Initial considerations

The planning and control of manufacturing systems in general and of
batch production in particular, have attracted the attention of
research workers over the years. The advent of computers and the
development of computer simulation techniques in the past 15 to 20
Yyears, have created new scope for investigatlion which makes possible
the study of the more complex problems of batch production systens,

which could not be dealt with by analytical metheds,

A large number of problem areas in batch production have been studied
through the use of computer simulation medels, chief amongst  them
are the problems of Jjob scheduling, inventory control and design of
-production lines, In order to allow the results of the studies to be
transferable +o as wide a range of situations as possible, many
research workers have used absiract models, which are designed +to
represent a general ciass of batch production systems, Unfortunately
some batch production systems have characteristics so different from
the ones assumed in those abstract models, that conclusions obtained
from them cannot be easily transferred. One such class of systems can

be found, for example, in sectors of the shoe and textile industries.

In this study a class of production systems producing in batches and
having unique characteristies, is investigated through the use of a
conputer simulation model. Three of the major characteristics  which
makes this class of production system unique among the general class

of batch production systems axe:

r
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i) The pattern of demand, which is characterized by the fact
that orders arriving at the system require the production
and quick-delivery of a multi-size product range. The
quantities required for individual product sizes being

different from each other.

ii) The manufacturing units composed of multiple  station
machines which are able to manufacture different products

at a time, and which require setting up.

iii} The tooling requirement which is characterized by the fact
that every product requires a special tool (mould)}. This,
combined with the fact that the system manufactures a multie
style, multi-size product range, makes availability of tools

a major variable in the system.

In order to conduct a thorough investigation on the problems of planning
and control of this class of production system, a fairly powerful simu-—
lation model was built, based initially on information cbtained from

-

an industrial company.

One éf the major short term decision (control) 'tools' in a batch
shop environment is the use of priority scheduling rules for choosing
the s=zquence in which jobs should be processed in the machines. There—
fore one of the first objectives of this investigation was to deve-
lop and test priority scheduling rules specially designed to  fit

the characteristics of this class of system. Tou this end the invest-

igation with the model was divided into twe  phases. The first phase,
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which was exploratory in nature, had the objectives of generating
information about the system's characteristics, with the aim of
devising the priority rules and other control procedures, and of

ldentifying the major parameters of this class of systems.

The second phase of investigation was designed with the preliminary
results in mind, and consisted of three major sets of experiments,
involving the testing of the priority scheduling rules, the study of
the sensitivity of the system to changes in the values of some of
its more relevant parameters, and the study of different strategies

for capacity manipulation.

The variables whose effect on the system were analysed included the
load factor, the number of tools (moulds), the mean value of
setup times, the average size of orders and the ratio between the

numbexr of product styles and the mumber of machines.

The study of priority scheduling rules'consisted of comparing the
performance of the rules developed in the first phase of experiments
with well known priority rules, which have been shown to perform weil
in traditional batch manufacturing (or job shop) systems, over a range
of system configurations generated by changing the values of the major

parameters of the system.

"The study of capacity manipulation consisted of comparing different

strategies obtained by the variation in some of the model's capacity
parameters, i.e. the number of moulds, the number of working hours

per week {both overtime and extra shift) and the use of strategic




inventory, To this end a series of trade-off curves relating capacity
costs per unit ito dellvery performance were built for the different
strategies. Apart from allowing a compariscon between strategles,

such curves were also lntended to demonstrate how to provide mana-
gement with information which allows decision-making in a three dimen-
sional grid which has costs, level of delivery performance and length

of delivery promises as the decision parameters,

Leading wup to the presentation and discussion of results obtained,

a series of preliminary pointsare discussed, including a literature
survey (paragraph 1.2), the presentation of the system's character-
istics (chapter 2), the description of the simulation model (chapter
3), a discussion of the experimental design (chapter %), and a
discussion of statistical and tgétical problems in simlation expe-
riments, including the results of a pilot study designed to choose an

efficient sampling procedure (chapter 5)

The presentation and discussion of results are presented in chapters

6, 7 and 8, followed by conclusions and recommendations in chapter 9.




1.2 Literature Survey

The Intention of this seection is to examine available litera-
ture on the area covered by this study.

As a first step towards this objective, an attempt will be made to

classify the study in relation to the spectrum of problem areas to

which it 1is related.

This study is concerned with an investigation of a particular type of
manufacturing system, producing in batches, in which a computer simula-
tion model is used to study the effect of various system parameters and

operation contrel varlables on the performance of the system, In  the

course of investigation, such aspects as queueing priorities, plant
capacity manipulation and inventory control are considered. Since
this is a manufacturing system which produces in batches, comparison

with traditional bvatch manufacturing system is desirable,

There seems to exist a lack of uniformity between various authors when
classifying production systems. As Edwards (1974) points out: "The terms
used in productlon textbooks such as process, job, batch, flow, mass,
groups and the 1like, often seem to have different neanings for different

authors, moreover,words themselves are often used in an imprecise manner",

A close look at some of the classifications used by different authors
will tend to confirm this. Coales {(1971), for example, divides pro-
duction systems into three classes: Batch, Continuous and Quasi-batch;

Lockyer (1974), defines three main types and calls them job, batch and

’
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flow production; Moore and Jablonski (1969) divide them into  two
major groups which they call Job lot and Mass production; Starr (1972)
confirms +the difficulty of the classification problem by pointing to
the highly specialized nature of each industry and even of companies
within industry. He divides production systems into three different
groups called flow shop, Job shop and project. Finally Buffa (1972)
uses two major groups: Continucus and Intermittent, and subdivides the
Intermittent group into three subgroups called closed job shop, open

Job shop and large scale one time project.

The situation gets even more confusing when the definitions glven by
different authors are compared.

Considering this wide variety of terms and definitions, it 1s important
to make sure what is meant by a batch manufacturing system, As Hollier
and Corlett (1966) pointed out: "Although the term 'Batch Production’
may at ?irst sight appear too familiar to need further definitlon,

any discussion of batch production planning and control methods requires
that the activity it describes shall be clearly distinguished from one-
off or jobbing work on the one hand and flow production on the other.
Since batches may vary in size from two or three components to many
hundreds. or even thousands, this distincticn may not always be obvious”.
They then define batch productlon as:'"The processing of discrete groups
of a particular component or product through a series of operatlons at
a production rate exceeding the average demand, in anticipation of

repeat orders which will Jjustify the provision of special production

equipment and, possibly the holding of finlshed stocks".
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If a comparison is made between the system being analysed in this study
and batch manufacturing systems it 1s possible to say that there are
major similarities ahd some differences, The major difference concerns
the flow of work. While a traditional batch manufacturing systen is
usually supposed to produce a comporent through & series of operations,
the system considered here produces components thrcough a single opera-
tion. The major consequence of this difference will be in relation to
the complexity of work flow and the problem of work in progress inven-
tory, which 1s a serious problem in traditional batch preoduction sys-

tems, and is almost non-existent in the system under study.

However major similarities can be found, such as the existence of a
nunber of different components in various proportions, uncertainty in
customer's demand, wide variation in batch sizes, the necessity of

meeting delivery dates, ete.

l1.2.1 - Organizational aspects of batch manufacturing systems

Much attention has been given by research workers to the various aspects
of organization and control of batch manufacturing systems. This is
Justified by its importance in relation to other methods of production
and the complexity of the problems it generates. Hollier and Bhattacha -
ryya (1974) expressed this polnt well:"Batch manufacturing systems
are among the oldest, the most common and the most complex methoeds of

manufacture",

Research on batch production systems covers a wide range of problenms




that spans from the long-term problem of organization of production,
to the very short-term, day=-to=day problem of loading jobs to indivi-

dual machines.

Among all the areas studied over the years, the problems of job
schedule, organization of production and inventory control seems to
be the ones which have received the most attentien from research

workers.

Crganization of production is the way in which production facilities

and jobs are organized in order to manufacture the desired products.

Traditionally, batch manufacturing systems have been organized by
process layout, and a large amount of research has been devoted to
developing techniques which could help to improve its effectiveness.
Optimization models have been developed in order to optimize scme of
the parameters of performance, the most common of all being the trans-—
portation cost. El-Rayah and Hollier (196%), present a good survey on
the subject.

More Fecently, a large effort has been devoted to developing and imple-
menting the concept of Group Technology which is said to eliminate most

of the difficult problems of traditional batch manufacture.

The evidence of such interest in group technology can be seen by the
large amount of research published in the last few years, dealing with

many aspects, such as techniques for implementation, economic factoers

and human aspects. Gombinski (1967}, Opitz and Wiendahl (1971), Burbidge
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(1971), Carrie (1973), Gallagher et al. (1971), Knight (1974),

Edwards (1974) and Fazakerley (1974 and 1976), are good examples of
recent research on different zspects of group *echnology.

Although regarded as being able to minimize most of the more serious
problems of traditional batch manufacture, group technology has had a
limited applicaticn. The great majority of bhatch manufacturing systems

still use the process layout type of organization.

The major problem affecting production control in traditional  batch
manufacturing systems seems to be the complexity of its work flow, which
is reflected in long throughput times, high work in progress, and poor

utilization of man and equipment in productive activities.

Hollier and Corlett (1966) have analysed the actual work flow of samples
of batches in the shoe and machine tool industries with the chjective
of identifying causes of delay and their effect on production control.
They have fouﬁd, for example, that batch size had no detectable effect
on throughput time, that total load on the factory influences through-
put time and amount of work in progress, and that control of work flow
c¢an have a large influence on the volume of output and its performance

in terms of delivery time.

Cne of the most effective ways of controlling the flow of work and
consequently the quality of delivery performance is by making use of
scheduling procedures. Particularly in queueing situations such  as

the ones found in batch production systems, the use of priority dispa—

tching rules has enabled improvements in delivery performance.
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1.2.2 - Scheduling in batch manufacturing systems

A considerable proportion of all research dealing with planning and
control of batch manufacturing systems has been dedicated to the pro-

blem of shop scheduling.

Two major distinctive lines have been followed: one theoretical, the

other experimental.

The theoretical approach assumes a statlic situation in which n jobs

or batches are to be processed in m available machines,

The possible routings can vary from the pure 'job shop’ situation,

which assumes that all the jobs are to be processed in all the machi-
nes, following any desired sequeﬁce, to the pure 'flow shop' situation
which assumes that all jobs are to be processed in all machines follow-

ing the same predetermined sequence.

Many analytical methods have been developed, which are able to opti-
mize some single parameter objective function, like the totzl makespan,
in the theoretical 'job shop' and in particular the pure 'flow shop'
problems. )

Typical examples of such analytical techniques are mathematlcal -pro-
gramming, both mixed and integer formulations (Bowman, 1959; Wagner,
1959; Manne, 1960), branch and bound algorithms (Lomnicki, 1965;
Eastman, 1964; Brown and Lomnicki, 1966; Iggnall and Schrage, 1965),
and heuristic algorithms (Johnson, 1954; Campbell et al., 1970; Palmer,

1965) .
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The main problgm with these thecretical approaches is the gap between

theory and practice created by the very restrictive assumptions made

by most of these models. Most important among them are the assumption

that the shop is a static entity in which all the Jobs are known prior

to scheduling, that the order of processing of the job is the same on

each machine, that machines do not need settinzg up, and that splitting
of jobs 1s nct allowed. As King (1976) pointed out, "fundamental di-
fficulties in solving the real practical problems led to so much sim-
vlification that,in some cases, has reduced the problem to a shadow

of reality”.

The experimental approach sees the problem in quite a different way.

Instead of considering a stati% situation with n jobs and m machines,
it consliders the shop as a network of interrelated queues of Jobs
awalting service by the available machines, in which jobs arrive at
a certain rate, and join the respective queue, in accordance with
predetermined routing. With such a viewpoint, the problem reduces to
that of determining what form the priority rule should take, in order

to minimize certain desired criteria.

To check the efficiency of different r;les, experimental studies are
usuafly conducted in which different priority rules are used and their
efficiency commared, To this end many computer simulation experiments
have been conducted in which the performances of different priority

" rules have been compared using different shop characteristics.

The works of Conway et al. (1960, 1962, 1965) are among the earliest

in the area, and have undoubtedly influenced many other research

workers. In his experiments he made use of a hypothetical shop, which
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is now considered a classical Jjob shop model. The model assumes that
Jjob Interarrivals and service times follow exponentlal distributions,
Jjob routings are completely random, machines can produce only one
Job at a time and never stop for setup or breakdown, and there is no

batch splittirg or transportation time between machines,

Many other authors (Eilon and Coterill, 1968; Aggarwal et al. 1973;
Oral and Malouin, 1973; Elvers, 1974; Day and Hottenstein, 1975), have
used this basic Job shop model. llany priority rules have been tested
and compared in relation to different criteria. They are usually sim-
ple heuristic rules based on such variables as oxder of arrival (FIFO,
FCFS, LIFO), characteristics of individual jobs (SPT, LPT), due date
(SLACK, SLACK/OFN), etc. The mog} common criteria used for measuring
the performance of the rules have been average throughput time, machi-
ne utilization, capacity for meeting due dates, total tardiness, amount
of work in process, and sone measures of variance in delivery perform-
ance. These studles have also analysed the effect of some parameters
like the overall load factor, and tigzhtness of due dates on the rela-

tive performance of the rules,

The SPT rule, which gives priority to ;he job with the shortest process-
ing £ime, has performed well in these investigations, when measured in
terms of average throughput time and work in process inventory. It has
done reasonably well even when its performance is measured in terms of
its ability to nmeet due dates, Tts main disadvantage is that it tends
to generate high variance with respect to flow time, meaning that some

jobs are delayed for quite a long time, Attempts have been made (Conway




and Maxwell, 1962; Eilon and Cotterill, 1968) to modify the SPT rule
in order to avoid such large variances, by having a cut-off point
such that if a job is too late or has waited too long in the queue,
then the priority is suspended for a period of time until the delay-
ed jJjobs are through., Only then the priority comes back to operation.
Results of such attempts have not been conclusive, because of a
trade-off which seems to exist between variance and mean flow time,
As the variance 1s reduced by the cut-off procedure the mean flow

time tends to increase and so wipe out the advantages of the rule,

Many other studies have been conducted in connection with analysis
of priority rules, which have lifted some of the main restrictions of

the classic Job shop model.

Hollier (1968), for example, considered a shop in which only a limited
number of different parts are processed, each having a flxed process

routing, The parts are processed in batches of varying sizes and they
may require setup, and have a transit time when moving from one machi-

-

ne to the next.

Eilon and Hodgson (1967) considered a shop with two identical machines
in which Jobs required only one operation in any of the machines, and
in which the main objective was 1o measure the effect of different due

date tightness on the effectiveness of the rules.

Others based their investigations in real world job shops. Rochette
and Sadowski (1976), conducted their study usinz a model based on the

needle trade industry, in which orders arrive at the begining of the
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work day and each order follows a predetermined routing through the
shop which may include assembly operations. The model also considers
workers as a limited resource, which can move between machine centres.
They found that the SPT rule performed best in relation to some tardi-
ness based criteria, Hosein and Ross (19?5), on the other hand, con-
ducted their investigations using a job shop based in an electroplat-
ing environnent, which had constant operatlon times, a flxed number
of operations and a constant sequential job routing, They fowmd that
an LPT rule, which gives preference to the job with the lonzest pro-
cessing tim;, and is the catithesis of the SPT rule, performed best in
relation to the average throughput time, average lateness, and devia-
tion from due date.

Other aspects of the problem which have been Investigated are: The
offect of schedulling rules on the combined performance of shop and
inventory systems for a shop which produces both for inventory and
orders (Berry, 1972, and Berry and Rao 1975); the effect of shop size,
Labourflexibility and machine limitations (Fryer, 1975); and the effect
of setup times (Wilbrecht and Prescott, 15569).

No definite conclusion can be drawn from all those studies, Although
they.have showm that the use of slimple priority rules can greatly im-
prove the performance of batch manufacturing systems,there is no clear
winner as to the best rule when the many aspects of efficiency are
considered, However, the studies have greatly helped to develop a
better understanding of the mechanisms which influence the behaviour
of such systems. They have also helped in finding some conclusive ans-
wers for more specific situations which unfortunately cannot be general-

ized,
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1.2.3 -~ Stock control and batch manufacturing systems

The presence of some sort of stock in any baich manufacturing system
is almost inevitable, either as raw material, work in process or

finished products.

The existence of stocks of finished products depends largely on the
policy followed by each individual company which usually have the
cholce of either producing in advance of future demand with the obJject-
ive of providingiwmediate delivery out of stock, or producing only
under customer's order and so incurring a delivery delay. The deci-
sion will of course be influenced by the market in which each indivi-

dual company is cowpeting, and can be seen as a strategle decision.,

Unlike the stork of finished goods, the existence of work in progress
stock 1s not something which depends only on company policy, but is
highly dependent on the manufacturing process itself. Although its
general level can be contrelled, it is almost impossible to avoid it
altogether in a typical batch production system. Similarly with raw
material inventory, although its level can be monitored, it is very
difficult, If not impossible, to avoid~it altogether,

In fact this presence of stock of one kind or another is a phenomenon

which -occurs in any productive system, whether manufacturing or not.

The almost unavoidable presence of stock in almost all productive acti-

vities must be one of the reasons for the irmense amount of research
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dedicated to the problem of stock control.

Lampkin (1967) in a survey through the relevant journals covering a
twelve-year period from 1954 to 1965 found a total of 394 papers

published on the subject. In the nine years since his survey, the
trend has continued and a very conslderable number of publications

have been added to that initial nunmber.

It is interesting to note that from the point of view of controlling
stock, the questions to be answered are quite sinple: which, when,and how
much new stock to order? The situation gets complicated when one de-
cides to find values for the parameters which will optimize the chosen

objective criteria.

The problem of how much to order had its first analytical solution
more than 50 years ago with the development of the well known  EEBQ,
or econonic batch quantity formula, which optimigzes the combined cost
of ordering and keeping the stock. The first analytical approach to
the question of when to reorder was made about ten years later (Wilson,
1935) and consisted of analysing events between stock being re-ordered
and the order being received. It was assumed that a probability dis-
trib;tion for demand during lead time could be estimated, and that
through this probability distribution one could choose the correct
value s for the reorder point, to glve any required degree of cecrtainty
that +there would not be a stockout during the lead time, This degree
of certainty is often called the service level.

The combinatlon or both approaches gave rise to the stock control pro-

cedure known as the reorder point method or two-bin system and usually
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Tepresented by the symbol (s,Q).

This method, in spite of its known weaknesses and unsuitability for

many practical sitvations is still widely used in many companies,

The major weaknesses of this method are caused by the series of
simplified assunptions it makes: demand is considered to occur at
a constant rate, lead times are constant and independent for different
ltens, ordering costs are constant and independent of the order size,
Apart from that, the 'service level' approach is not a very sensible
measure of service. In fact, the probability of a stock shoirtage be-
tween ordering and recelpt of the order does not depend only on the
reorder level, but is a functio% of both the reorder level and the
reorder batch size., For the same value of the reordexr level a bigger
value for the reorder quantity Q@ will result in a smaller probabili-
ty of stockout. This being so, the 'optimum batch size' formula must
underestinmate the best value of @ , since in calculating the optimum
lot size, one is weighting onlythe reduction in ordering cost for a
higher Q against the increase in stock holding costs. If one considers
also that an increase in Q Iimproves service, the best value of [*]

a

may be increased considerably.

-

It was in order to reduce the shortcomings of the (s,Q) procedure that

the mathematical theory of inventory theory was advanced,

Most of that literature has dealt with=a class of policy called the

{s,S) procedure, which tries to find a combined optimum value for s

and D, in vhich s is the reorder point and D = § - s, is the reorder
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quantity, S being the maximum stock level which 1s only reached when
no demand occurs between reorder and arrival of the order. The com=-
plications involved in obtaining the optimum parameters for  this

procedure can be seen by the Increasing sophistication and large

number of mathematizal models which have been developed over the years.

Although they have contributed a great deal to the understanding of
the problem, they have sometimes reached such a level of mathematical
sophistication that makes them either too abstract or very complex to

operate.

Aggarwal (1974), who presents a good review of current inventory theory
and its espplications, makes a clear distinction between the theoretical

models and the models bridging the gap between theory and practice.

Cn the thecretical models he makes the following comments: "The large
rumber of research studies and the models available have covered a
large number of situations, but they do not in any way exhaust the
possibilities of formulating the possible millions of additional models.
However, they do indicate that virtually for each group of similar
items, there must Le a specific inventory policy suiting individual
items stocked by a company". He also points out that in order to opti-
mize inventory operations the companyuneeds to determine optimum para-
meters for each of its items, and considering that most of the system's
uncontrollable parameéers like demand,costs, and supply change  from

time to time, it means that these changes must be continually monito—

red and the optimum parameters recalculated after each change. He
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then goes on..."Even with the present high speed computers, so wide a
use of all the different models by a company seems impractical because
it is highly unlikely that the company's analysts will be easily able
to programme the computers for deciding for eac£ item, when to switch
from one type of an inventory model to another type of inventory model.
Further, to incorporate all the optimizing models in a single inventory
system can be an extremely costly propositicn'. He concludes by saying
that the costs which may be incurred by trying to maintain an optimum |
inventory control will most likely offset the savings resulting

from the extra effort made.

In order to close the gap between the thecry and the practical problems
encountered in most manufacturiné systems, a number of studies have

been conducted in the last few years, in which an experimental approach,

usually a computer simulation model, have been used.

Berry (1972), for example, examined the interdependence between the
preblems of prierity scheduling and inventory control. The main cbject-
ive of the experiment was to test the gains on the combined performance
of a shop and its assoclated inventcry system, achieved by the use of
inventory data in the decision process of some priority dispatching
rules. The inventory system was controlled by an (s,Q) policy, where

g was the reorder point and Q the fixed order size, and the perform—
ance of three different priority rules using the inventory information
were compared with two other commonly used rules, SPT and FIFO. The
results indicated that the scheduling rules incorporating inventory
information improved the performance as regards the total inventory

related costs and percentage machine utilization. But it was also found
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that the performance obtained by the FIFO rule, which does not use any
Inventory information, was very close to the others which dc use such
information. He points out the practical importance of such a result.
Because of the simplicity of application of the FIFO rule, one should
carefully evaluate the cost of processing inventory information for use

in making scheduling decisions against the benefits which it could

bring.

Oral et al. {1974) used a simulation model based on a large concern
manufacturing power transmission equipment. The obJective of the study
was to find optimal wvalues of the parameters for an inventory policy
of the (Q,s,R) type where Q is the constant size of replenishment orders,
s is the reorder level, and R the upper limit indicator for backlegged
demand., The model also incorporated a routine which takes into conside-
ratlion the "impatience" of the customers in relation to delivery delay.
The measures of performance were the amount of demand satisfied, number
of customers fully satisfied, total cost and discounted cost. A search
procedure was used to find optimal values for S and Q. It was found
that the optimal solution wlth respect to cost ecriteria is different
from the optimal solution with respect to service level criteria.

Eilon and Flmaleh (1968) is a further example of the use of an experimen-
tal approach to study inventory control systems. The paper is concerned
with a dynamic inventory situation in which demands are subject to wide
fluctuations, seasonal pattern and trends. The objective 1s to compare
five alternatlve inventory control policies in relation to thelr perform-
ance, which 1s obtained by the use of a computer simulation model incor-

porating a forecasting rule that takes account of seasonal and  trend
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factors., The results show that of five policies tested, a procedure
called (T,s,S) was the most promising. The (T,=,S) policy relies on

a cyclical review every T perlods, when the stock level is replenished
to an upper level S, but if in between reviews the stock declines
below a lower level s, it triggers a2 reorder gquantity equal to 5 - s,
Among the other control methods tested were the well known (s,Q) and
(s,T) policies, which are still used in many companies.

By comparing the theoretical and experimental approaches it can be
seen that a very large amount of research has been done into the mathe-
matical theory of inventory control and a large number of cases have
been examined. Nonetheless their use in practleal situations seems
to be restricted and this might be explained both by the difficulty in
detawniningandrnahﬁhhung" the oﬁtimal parameters of control, and also
by the restrictlve assumptions on which +the models are based, in order

that 2 mathematical solution can be obtained.

The experimental approach on the other hand, has the advantage of being
able 1o 1ift most of the restrictive assumptions made by the mathemati-
cal models. However it has some disadvantages, chlef amongst which 1is
the fact that the simulation model usually needed to perform the experi-

mentitions can be expensive in modelling and operating.

Finally, it should be noted thal most studies on inventory theory look
at stocks just as a component of production systems which needs to te
controlled at an optimum level. In reality stock can and should be
‘1boked at not as an isolated component, but as an alternative way of
manipulating capacity, in the same way that plant, work force and amount

of working hours are manipulated.
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1.2.4 - Capacity planninz in batch manufacturing systems

The problem of capacity planning is baslcally a strategic decislon as
opposed to tactical or short-term decisions such as the daily activi-

ties of lcading machines and contreolling inventory.,

The level of detail involved in capacity planning can vary from highly .
aggregate declsions which bypass the details of individual products

and the detailed scheduling of facilities and men, to very detailed
decisions involving the locad imposed on a single machine or group of

machines.,

At the high level of aggregatign, usually called ‘aggregate planning'
or 'aggregate scheduling' one is usually interested in finding an eco-
nomic talance between the general level of work force, inventory and
working hours, with the objective of meeting a forecasted demand, usual-

ly having a fluctuating or seasonal component,

Various models have heen developed for determining the parameters of

an optimum plan,

There is, for example, a linear programming application (Hanssmann and
Hess, 1960), a transportation algorithm (Bowman, 19%6), and a  linear
decision rule (Holt, 1955) to name just a few. Most models in this area
consider a system which producas inventoriable items, and has a fixed
amount of plant investment, and where a cost trade-off is made between

ithe amount of finished goods inventory and employment level,

‘
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At the other end of the scale, there 1is the problem of planning the
capacity needed for a single operation in a nachine or a group of
machines. In this éase the problem is usually dealt with as a queueing
or wailting line situation,

The most common objective in such cases is to study the behaviour of
the queue in relation to such aspects as its size, the delays caused
to its members and the level of machine utilization. With this inform-
ation an economlec decision can be made, which could result in  the
provision of extra orwmore efficient equipment inthe case of bottle-
necks,or an increased load on the facility in the case of under utili-

zation,

Queneing problens, if they are not too complex, can be mathematically

handled, But ‘if several factors work together to produce effects, then

mathematical solutions become quite complex and very difficult +o handle,

On these occasions computer simulation models can be used. This is ceriain-

ly the case in complex batch manufacturing systems in which the queues
are interrelated and a mathematical nodel of the complete system would
be impractical. Various studies of capacity planning using computer
simlation models have been reported in the literature,

Cantellow et al. {1973), for example, present a case study of a Treal
machine shop, in which a computer simulation model was used to analyse
the effect on the performance of the shop of increases in both demand
and nominal available production capacity, in terms of machlnery and
nunber of working hours.

A

The problems facing the shop were high Invesiment in work in progress,
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throughput time consistently longer than planned and a future increa-
se in demand. Performance was measured in terms of costs, made up
of three components, viz.

1) interest cost of machine investment

11) wages

131) 1interest cost of work in prozress inventory

By adding new machinery and men, and by increasing the number of
shifts the resultant total costs could be measured, and bottlenecks

elimlnated, until the total demand could be iully satisfiecd,

Dolton and Moody (1975), describe a simulation model which represents
an aero engine's repalr and overhaul cycle, and the way in which the
model has been embedded in the planning and control of an engineering
workshop.The model consists of a workshop, the stock of both unservi-
ceable and serviceable engines and parts, and the pool of engines
actually in service, In the case of a stockout of serviceable engines,
the capacity of the shop can be Increased by the utilization of over-
time, In order to shorten the normal repalr time. The model is simu-
lated on a regular basis such that plans can be made in advance to
match capaclty to requirements, and to evaluate the costs of different

-

alternatives.

Further examples of the experimental approach to capacity planning

can be found in Lipton (1969) and Aley and Zimmer (1974).

These studies of capacity planning show that important relationships
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exlst between different components of productlon systems, and how
they can be manipulated.

These also show that capacity can be varied in a number of ways, and
that a2 smaller load on the system can be a hetter zconomic propeosi-
tion than a higher load, as long as the spare capacity is chesen in

the appropriate way.
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1.3 - Summary

In this chapter an introductory explanation of the problem under study
was made, and a survey was presented on the available literature on

the areas related to this study.

A discussion of the typical problems of a traditional batch manufactur-
ing system was followed by detailed analysis of three of the most
important problems of planning and control in batch manufacturing systen,

viz. shop scheduling, inventory control and capacity plamning.

The relationship between the work reported in the literature and expe-
riments carried out in this investigatlon are drawn ocut in subsequent

chapters.



CHAPTER 2

DESCRIPTTON OF THE PRODUCTION SYSTEM
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2.1 -~ Introduction

Although the intention of this study is to analyse a class of pro-
duction systens which can be found in the shoe industry and might

be relevant to the textile industry as well, the c>iginal information
which led to this research was obtained from one paxrticular company

within the shoe industry which manufactures shoe components.,

In order to define the area of lnvestigation, the original production
systen, as it was found in the particular company from which the
information was first gathered, will be described in detail. This will
be followed by a formal characterization of the class of production

systems, and the identification of the relevant variables.

3
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2.2- The actual production system

For the purpose of description the production system will be divided
into three major ccmponents: the products, the production process

and the demand or orders input,

2.2.1 - The profucts

The products manufactured by the company ars injection moulded shoe
insoles, produced in different shapes and sizes. Each particular shape
is called a style and is made up of a range consisting of up to 13
different sizes, This range of product sizes results in the need for
a range of sizes of iujection moulds. Because of product design and

a policy of standardization, it l1s possible for a mouwld of a certain
size to be used in the manufacture of insoles of both its nominal
size and half size above it. The design of the product 1s relatively
simple, consisting of a half split fibreboard in which plastic is
inserted between the split parts through an injection moulding pro-

cess (for technical specifications see Johnson, 1974).

Figure 2.1 is a schematic representatlon of an insole, whilch shows how
pPlastic is inserted into the half split fibreboard. A major character-
istie, as shown in view BB, 1s the fact that plastic injection takes
place only in the back pert of the insole. This means that although
this part must be standardized to fit the mould, the front part 1s
independent of the injection moulding process and consequently of the

mould design. This characteristic of the product design allows a
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mould of a certain size to be used in the manufacture of insoles one
half-size bigger than that size. It also allows a greater flexibility
in the design of the front part of the insole, meaning that a mould
of a certain style can be used in the manufacture of insoles of the
same class of style. but with different front part shapes. By using a
system of standardization for the backpart of the insole, the company
is able to limit the number of mould styles without corresponding
limitations in the insocle style (front part shape). This is of great
importance as injection moulds represent one of the major investment

costs in the production process.

2.2.2 = The production process

a) Process description

The production process consists of the injection moulding of plastic
into a previously cut fibreboard, the cutting operation being a minor
one in relation to the major operation of injection moulding. This is
true both in terms of production time, which 1s about 1/100 of the
moulding operation, and in the simplicity of the operation, which is
reflected in a relstively minor investment cost. As a consequence there
is a decoupling between the two stages, caused by a buffer stock, which

in practical terms eliminates interference between the two operations.

The injection moulding operation is executed in multiple stations ma-
chines, which require a single operator for each machine, A schematic
representation of one of these machines, together with the operator's

cycle is given in figure 2.2.
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The whole injection mouldins operation can be best understood by

looking at the machine and operator cycles individually.,

The machines have twelve stations laid out on a ecircular turntable
which noves around its axis in such a way that, after a conplete ro-
tation, each station has been in the position to receive an
injection shot. The machine cycle is made up of two phases: The in-
Jjection phase, in which a screw ran injects plastic into the mould,
and the movenent phase, in which the table moves around its axis +to
position the next station in front of the =crew rzm for the injection
cycle, The duration of the machine ¢cycle can be adjusted to fit  the

requirenents of productlon.

The operator cycle has three phases, represented in figure 2.2 by

dotted lines. Phases 1 and 2 are vroductive phases, and correspond res-
pectively to the operations of unloading and loading +the machine with
the fibreboards. Phase 3 is a non-productive phase and represents  the

operation of changing moulds and setting up the machine.

Phases 1 and 2 of the operator's cycle are coordinated with the machine
cycle, so that the operator should be able to unload and load a station
during the interval of time taken by the screw ram to execute an inject-
lon ecycle. In practice, because of variability in tﬁé cperator's cycle,
the operations are never perfectly coordinated, reculting in either the
operator or the machine waiting for each other. The start of the table's
movenent is dependent on the operator finishing his operations, so that
the machine will always wait,’ if the operations of unloading and load-

ing are longer than the injection cycle. On the other hand, if the
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operator finishes before the injection cycle is over, he then has to

walt for +the machine,

- At this point, attention should be paid to the effect of another

important cycle time on the process, which has not yet been mentioned.
This cycle time is represented by a full rotation of ihe table which
contains the stations, and corresponds to the interval of time which
elapses from the loading of a station with a split fibreboard by the
operator, to the unloading of a finished product from that same station,
This cycle, which also represents the manufacturing time of an indivi-
dual product, will be called 'process cycle time' as opposed to  the

'production cycle time' given by the machine/operator cycles,

It is inmportant to note that while the 'process cycle time' represents
the mininum time to complete the manufacture of a component on the
machine, the 'production cycle time' represents the production rate of

the machine.

It should be noted that any mould can be fitted to any statlon, so that
at any point in time the machine could be producing up to twelve differ-

ent preducts,

b) Moulds
A major feature of the production process is the injection moulds.
In oxder to produce a product style in its full size range, a2 range of

moulds must be provided.
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The different sizes in a style correspond to the rTange of sizes of
shoes manufactured by companies and inecludes full and half sigzes. As
described in 2.2.1, the design of the products is such that a mould
of a certain size can produce insoles of both its nominal sigze and

half a slize above it. There is however an exception for the extreme
lower sizes. In these cases a mould can manufacture its nominal size,

a half-size %below nominal size, and a half-size above nominal size.

The mould and product characteristics, together with the fact that
noulds are desligned to produce both right and left foot simultaneously,
neans that six moulds are sufficient, in terms of technological require-

nents, {0 produce a full range of thirteen sizes in any one style.

2-2.3 - The dem.a-nd

In relation to demand, the policy of the company is to produce only
against customer's order, This is partially justified by the fact that
it produces components for manufacturers belonging to a fashlon indus-
try, viz, ladies and men shoes, However the effect of fashion on the
components is partially minimized by a policy of standardigation, and
the product design, so that insoles with different front part shapes can,

in many cases, be nanufactured by the same set of noulds.

A major characteristic of demand is that when a customer orders an
insole of a particular style, he usually requires the full size range,
with varying quantities for each size, In terms of production this means
the manufacture and joint delivery of up to 13 different batches of com-

ponents.
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Previous studies (HcKay‘1929) show that the distribution of foot siges
for adult men and women follow a normal distribution, and so it would
be expected that the statistics for demand according to shoe sigzes,
should also fit « normal curve. However when actual data from sales
are plotted and compared with data from actual foot sizes distribution
(figure 3.3), it shows a drop in demand for half sizes, when compared
with full sizes, These results agree with a similar comparison with

mens shoes maéz by llcKay (1929).

Although the general level of demand for different sizes follows  the

above reported distribution, the total quantities ordered in each order

vary considerably, resulting in a large variatlion in batch sizes for
production., In spite of such variations, there is a need for a speedy
delivery which is usually set at 3 weeks, from the posting of an order

to the final dclivery.
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2.3 - Formallzation of the problem and identificatlon of variables

In order to conduct a systematiec analysis of the problem, and to
identify the relevant variables affectinz the system a graphical nodel
of a production system with its information and material flow is going

to be used,

Figure 2.4 is a simplified model of a production system, where bdblocks
represent subsystems, single lines represent information flow, and
double lines represent material flow. Six blocks or subsystems are
represented in the diagram of figure 2.4. Four are internal components,
while the other two are external and represent the inputs to the system

in terms of material and information flow.

In the model the flow of information generates and controls the flow of
naterial. The whole process starts in the subsystem representing the
pool of customers, which from time to time places an order on the
production system. This order is received by the subsystem ‘'contrel’,
which after checking the information on the state of subsystems 'raw
material stock', 'machine shop' and 'finished goods', takes a declslon
which will generate a flow of material starting somewhere in the system

and finishing with a delivexry of finished goods.
During the whole process a continuous flow of information is processed
and decisions made by the control system. These decisions can vary

from loading machines to plamming overtime or exira shifts.

By using this model it is possible to identify variables and define the
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characteristics of the class of production systems under study. This

will be done by analysing each of the component subsystem in turn,

2+3.1 - Customers and the order input

The type of order input, together with the machine shop, are the major
characteristics of the system under study, It is assumed that only a
limited munber of different product styles are ordered during any

interval of time. Each style S, 1is made up of a range of sizzs, and

i
a component of size J and style 1 1s represented by Zij

Each order which arrives at the system can be specified by two variatles:
the style, Si, required and the individual demands, qj, for cach of the
gizes, Zij' where qj 2 0 and @ =1 qj is the total amount demanded.
It is assumed that the values qj in an oxder are not completely inde-
pendent because of a relationship which exists within j. This relation-
ship can be better expressed by the proportions p(j) = qj/Q, where

0 $p(3) €1 and I p (j)=1. The values of p(j) ., when plotted
against j gives a histogran similar to the distribution desecribed in

2.2.3 and dependent on the particular class of style.

Both the total quantity demanded and the interarrival times follow
probability distributions, which are also dependent on the particular

class of style.

Delitery delay is a najor feature of the system and customers rely on

a2 short and precise delivery date which, within certain limits, is
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fixed independently of the quantity demanded. A delivery can only be
made after all the batches zij in an order have been completed, i.e.,
customers require a full range of sizes to be delivered together.

2.3.2 - Machine shop subsystem

The machine shop is in the heart of the production system and is

represented by machines, men and tools.

The machines are multiple stations,and @ble to produce different
compenents at the same time. Each is manned by a single operator. The
cycle times of machines and operators are two variables in the sub=
system, which need to be identified. Machine cycle time is determi-

nistic, but operator - cycle time is variable.

All components are manufactured in batches of varying sizes, through
the same process, by the multiple stations machines.Each one of
the different components requires a specific mould for manufacture,

and any mould can be fitted in any station on the machines.

In relation to moulds, two variables need to be specified: the list
of moulds available in the system, and the specifications which will

determine which components each mould 1s able to manufacture.

Each time there is a change of a mould, the machine has to be stopped,
and consequently all products being produced in the other stations are
delayed by a period corresponding to the time spent in executing the

mould change. Setup times for mould changes are random variables which
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follow a probability distribution,

2.3.3- Bau material stock and supply systen

Stocks of raw maierial are maintained in order to create a buffer
between suppliers and production. If they are weil controlled, the

chances of a stockout should be small.
In this study it is assumed that raw material stocks are such that
stockout never occurs, and raw materials zre always readily available

for production.

2.3.4 - Finished products

Finished products are the physical output of production systems. A
company is usually free to choose, as a matter of policy, whether to
start manufacture of a product, only after a firm order is placed by
a customer, or alternatively it can produce in advance of customers
orders, with the expectation of future demand., In the latter case a
stock of finished products will be created, and this will help to

shorten delivery delays.

In the system under study it is assumed that the usual policy is +to
start production only after the receipt of a firm ordex, However the
effect of a change in this policy is zlso considered, as an alternative
to improve delivery performance, In this case stock will be maintained
for individual ccnponents, and this will inply the reed of o pollcy

to control the stocks. A policy can be established by the determinatlon
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of three parameters: which components to stock, when to order a new

batch for stock, and how large a batch should be.

2.3.5 - Control system

The control sysiem can be considered the brain of the production systenm.
It is responsible for the application of rules which guide the day-to-
day operation of the production system. In general terms it is respon-
sible for providing answers to the questions of what to produce, how

to produce and when to produce.

This is done through the use of such tools as priority rules, the se-
lection of batch sizes, the utilization of overtime and extra shift,

the control of stocks and the selection of moulds.

One of the obJectives of this study is to determine effective policies
for the control system in order to obtain a high efficlency of the
production system under study. Some guestions which this work aims to
answer are: what sort of priority rules should be used; whether to
split large production orders lnto smaller batches; which and how many
moulds to have available; whether to use overtime and/or extra shifts;

vhether to hold stock, and if so, which is the most efficient control

policy.



=30

2.4 - Summary

In this chapter the problem under study was presented, and.its

characteristics Aiscussed,

A description of a particular production unit, from which real inform-
ation had bern gathered, was used in order to identify a class of

production systems.

Finally an akstract model of a production system was used in oxder +to

formalize the problem and identify the variables which characterize the

class of production systems under study.
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FIGURE 2.2
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CHAPTER 3

MODEL DESCRIPTION
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3.1 ~ Introduction

From the description given in the previous chapter it is evident

that the system under study involves among other things a queueling
problem with strong stochastic components., It is known that queueing
problems,if they are not too complex, can be mathematically modelled,
and their behaviour analysed through the model. However, in cases
where several factors work together to influence the queueing process,
the use of a mathematical model can become infeasible, due {o the
complexities involved in medelling. This is certainly the case for the
system under study. The characteristics of the arrival process, and
the complexities of the production activity, invelving multiple sta-
tions machines, special tools, and possibly stocks, makes mathematical
modelling an infeasible proposition. It is therefore necessary in this

investigation, to use a computer simulation model.

This chapter describes a computer simulation medel, which ropresents a
class of production systems, with the characteristics of the system
described in the previocus chapter. The model is fairly flexible in
respect to the variables influencing the system, which can be easily

varied,

In order to program the model for computer runs, a general purpose
simulation language (CSL), which is a package provided by ICL, was
used. From the point of view of programming, CSL has the advantage of
being based on Fortran, which means that apart from offering its own
internal simulation routines, it allows the introduction by the user
of most of the Fortran facilities. A full listing of the computer pro-

gram, together with detailed explanations are given in appendix 1.



From a macro point of view the model can be seen as an input-ocutput
cycle, in which customer's orders arriving at the system are the input,
and delivery of components are the output. & macro block diagram of this

Input-output cycle is given in flgure 3.1.

For the purpose of examining the components of this input-cutput eyecle,
the model will be divided into five major olocks: demand or order input;
machine shop; inventory subsystem; operation conirol system; and output

variables.
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3.2 - Order input

'Order input' represents the demand for the products manufactured by the
system, As described in paragraph 2.3, the system manufactures only a
limited number of preduct styles, with each style having a range of

product sizes.

The arrival of a customer demand results in the generation of orders which
are input to the machine shop, if no stock is being held The whole pro-

cess for a non-inventory system can be sees as a three stage cycle:

1) Generation of the interarrival time and requirements for next
customer demand.
11) Arrival of a customer order,
11i) Issuing and input to the machine shep of production orders to

satisfy customer requirements,

For the execution of this cycle the model makes use of three classes of

temporary entities called 'style', 'order' and 'job’.

Entities 'style' are used in the first phase of the cycle, to store the
values of interarrival times and requirements of demand. Each class of
product style is represented by an entity of the class 'style', such

that generation of interarrival times and requlirements of demand can be

]

made independently for each 'style'

Bach 'style' has assoclated with it three probability distributions

corresponding respectively to interarrival times, total quantity demanded
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per oxder, and proportlon of the total quantity which is required for
each of the product sizes in the range. Each probability distribution
is accessed by an independent stream of random numbers, and the model
allows for the use of elther theoretical distributions or empirical ones

provided by the user, in the form of histograms.

The generation of Interarrival times and total quantity demanded is
executed by sampling from the respective probability distributiorsihe
procedure bveing repeated each time a new demand arrives at the system.
However, the determination of the proporticns of the total quantity that
are required from each preduct size in an orxder, is a more complex pro-

cedure and needs detalled description,

As explained in paragraph 2.3 the proportions ordered in each customerx
demand are not completely independent, but follow a certain pattern which
is representatlive of the general 1level of demand for the different pro-

duct sizes.

It is assumed that when customers make a decislon to order a certain
style, they first decide on the total quantity to be ordered, and then

decide on the proportions for each size.

The distribution of proportions in an order can be represented by the
variable p(j) where 0 < p(3) < 1, Ip(j)=1, for j=1, nwith n
representing the number of different sizes in the range. Theoretically
there are infinite combinations of p(j) which satisfy the above cons-
traints, In practice, however, it is assumed that only a limited number

of combinations are used, following predetermined patterms.
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In the model, each style has assoclated with it a limited number of com-
binations of p(j), each combination being called a 'pattern’, which is
input to the model by the user, Bach 'pattern' 1s in turn assoclated with
a probability corresponding to its chance of oteurrence, and has a correct-
ion factor for the total demand, to take account of the number of different

sizes ordered.

The whole process of demand generation can be represented by the follow-
ing procedure, which is independently repeated for each different product

style.

(1) Generate the next arrival time of demand from the corresponding
distribution of interarrival times;

(11) Generate the total quantity @ required for the next demand;
(1i1) Select the 'pattern' of proportions required for the product sizes;
(iv) Adjust the value of total quantity Q, correspondingtothe ‘pattern’
selected, and calculate the quantities q; required from each in-

dividual size in the range:

(v) Store this information, (i) to (iv), until the arrival of the
demand at the system, when they are transferred to other entities
which are created;

(vi) Repeat the whole procedure as from the first step, after each

arrival.,

The second stage of the 'order input' cycle is the arrival at the system
of a customer order which 1s represented by the event called 'demand’.
At each 'demand' the model generates and inputs to the system a temporary

entity of the class ‘order', which represents the set of requirements made



=45

by a customer, Each 'order' is characterized by four attribules repre-
senting respectively the style, the total quantity, the number of differ-
rent sizes ordered, and a serial number which identifies each 'order'.
An 'order' stays in the system until all its xequirements have been

satisfied, with no partial delivery being allowed.

The third and last stage in the cycle is the generation and input to

the system of production orders for the reguired product sizes. The

procedure at this stage depends on whether or not the system holds =

stock of finished goods., If the answer 1s no, then immediately after the
generation of an entity 'order' the model generates and inputs to the ma-
chine shop a series of temporary entities of the class 'job', where each
'job' represents a production order for a batch of components of a parti-
cular size, as required in the customer order, If the system holds stock
of finished goods, then, before the 'Jjobs' are generated, a check is made
to see whether the order requirements can be satisfied directly from
stock, The procedure used in this latter case will be explained when the

inventory system is discussed.

Fach entity 'job' is characterized by five attributes, namely the 'job'
serial number, the serial number of the 'order' to which it belongs, the
product size it represents, the quantity of items required, and a code
number to identify the tools which can be used in the manufacture of the

'job',

The whole procedure for demand generation is represented in figure 3.2

by a maero block diagram of the process.




3.3 «~ Machine shop

The machine shop is represented in the model by machines, mould$ and

a queue of 'jobs' waiting to be processed.

'Jobs' on arrival join a queue, and wait there wuntil they are selected
to be processed on the multiple station machines. The selection of a
'job' depends on the availability of both a free station and a suitable

mould, and on the priority scheduling rule used by the model.

3.3.1 - Multiple station machines

-

Machines are represented by two classes of permanent entities called
'machine' and 'station' respectively. Each 'machine' is linked to a
nunber of 'stations', where each 'station' represents a specific

station in the multiple station machines.

a) Entity 'machine’

All 'machines' are identified by six parameters and two loading states,
viz.,'idle' and 'busy', which are represented in the medels by two
distiné; queues called 'idle' and ‘busy's. It is assumed that a 'machine’
can operate both fully loaded (all the 'stations' loaded), or it can
operate partially loaded ( at least one station unloaded), in which case
it will be in the idle state and join the queue 'idle'. In both cases
the machige will join the queue 'busy'. The only occasion in which the
machine is not in the queue 'busy' is when all stations are unloaded.
Apart from the idle and Dbusy states each 'machine' is characterized

by the following parameters:



(1) A +ime cell which keeps the record of time events;
(i1) An identification serial number;
(111) The muber of stations loaded at a certain instant of time;
(iv) A parameter to determine whether the 'machine’ is operative or
not in an experiment;
(v) Two parameters used to determine the ‘'process cycle time' as

defined in 2.2.2.

The time cell is used to record the times of the events which represent
the completion of a Jjob by one of its stations, The identification serial
number, which has an unique value for each machine, is used to link a
'machine' to its correspondings 'statiens', The third parameter is used
as a record of the number of loaded 'stations' in a machine, at a certain
Instant of time, as it 1s assumed that a machine can operate partially
loaded, The fourth parameter is to ‘'switch off' a 'machine' in an expe-
riment., If in the initialization period of a run the value of this para-
neter is set to 1 the 'machine' will be operative, otherwise it will be
'switched off' and left out of the experiment. The last two parameters

are used in connection with the specification of the 'process cycle time',

which is the manufacturing time for a single component.

As described in 2.2.2 each machine is manned by a single operator who
has the function of unloading and loading, and who has partial control

over the machine as far as 'production cycle time' is concerned. That
is, each machine has a fixed cycle time which i1s overruled only when the

operator's cycle is longer than the machine cycle.




In oxder to define the problem of cycle time, one has to consider the

following variables:-

N - mumber of stations per machine

NSL - number of loaded stations in a machine in a glven instant of
time; NSL S N

OCi - operator's cycle time

OC - mean value of operator's cycle time

MC ~ machine cycle time
PC, - ‘'production cycle time'
FC - averege value of 'production cycle time'

Operator's cycle times OC, have a variability, and their distribution

i
tends +to be skewed. The machine cycle time, on the other hand, is a
deterministic variable. If the meodel was to simulate the manufacturing

operation, cycle by cycle, the following procedure would be used:

i) generate an operator's cycle time oc,

11) if 0C, > MC, make PG, = OC, , but
if 0C; € MC, then PC, = MC

If the machine was manufacturing the same preoduct in all of its stations
in a given production run, then the averaze 'production cycle time' ¥C
world be equivalent to the average production rate of the machines, which
would be the main parameter of Interest. However this is not so. Usually
the stations are manutacturing different products, and although & can
still be seen as the general production rate, the variable of major inte-
rest 1s now the production rate of each station, because a batch of a
certain product is allocated to a single station, and one is interested

in deternining the processing time for that batch, which on average 1is
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equal to (N * IC * vatch size) where N is the number of stations per
machine. For a batch size equal to S the processing time would be de-
termined by simula%ing N * § 'production cycles', as a station takes
N ‘production cycles' to manufacture one component, If one considers,
for exanple, that N =12 and S = 150 are typlcal values for the
system being analysed, this would mean the simwlation of 1800 cycles
for a typleal batch. Since the variable of major interest in the

process 1s the time taken for the completion of a full 'oxder', which

means the completion of the last batch ('job') belonging to that 'order',

iLt seems reasonable to assume that 2 'cycle by cycle' sinmulation of
the manufacturinzg process would result in an extremely high computa-
tional effort, which would not be jJustified by the additional precision

that would be obtained,

In order to increase the computational efficiency when running the mo-
del, the 'cycle by cycle' simulation approach was substituted by a
'batch manufacturing time' approach, in which mean values Instead of
individual sanples are used. This approach is based on the utilization
of the 'process cycle time' which is the time that elapses fr;m the
loading of a 'station' by an operator, to its unloading after W 'pro-
duction cycles'. The model assumes a linear relationship between 'ave-
rage process cycle time' and the number of stations loaded, which is

given by the following expression:

PCT = N * MG + I * NSL v 31
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where:
PCT - 'aversge process cycle time'
N - number of stations in a machine
MC - nmachine cycle time
I - T - M, is the difference between average ‘'production cycle

time' and "machine cycle time', and measures the average
interference of 'operator cycle time' in the 'machine cycle
time',

NSL - number of statiens sthich are loaded in a machine

The reascning behind this equation is based on the following assumptions:
i) 'Stations" will always be subject to the machine cycle timef
whether or not they are rumning loaded.
1) 'Stations' are subject to operator cycle time, only if they are
running loaded,
13i)  'Production cycle times' PCi are given by either operator cycle

time OC, or 'machine cycle time' MC, whichever is bigeger.

i

If NSL 'stations' are running loaded, the 'process cycle time' of each
'statlon' is given by NSL 'production cycle times' plus (N - NSL) 'ma-
chine cycle times'. Rearranginz equation (3.1):

——

T = PC * NSL + MC * (N - NSL) eee 3.2
The two extreme loading cases would be:
PC * N

NSL PCT

)
=
.

.
.

NSL = 1. ECT

|}

Me * (N - 1) + B¢
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Expression 3.1 is used to generate manufacturing times for individual
batches, and MC and I are the parameters of each machine which will
determine the 'process cycle time' PCT, used to calculate batch ma-

mufacturing times.

b} Entity 'station'

The second class of entities used to represent the multiple stations
machines are the 'stations'. Each 'station' is identified by six
parameters and two loading states, represented by two classes of
queues called 'loaded’' and 'unloaded'. For each 'machine' there is
a corresponding pair of ‘'loaded' and 'unloaded' queues, such that
when a station is running loaded it joins the 'loaded' queue corres-

onding to its 'machine', otherwise it joins the correspondin
P g ’ P g

'uhloaded queue’.

!
The following six parameters are used by each individual station:

i) a serial number used as an identification for each 'station'
ii) the identification number of the 'job' which is beiny manufact-
ured by thé 'station’
iii) the identification number of the mould which is setup in the
station
iv} a time cell used to record the completion time of 'jobs'
vy,vi) two parameters which are used in connection with the updating
of the programmed completion time of 'jobs' allecated('loaded')

to the station

The first parameter is a unique identification number for each 'station'
and is used together with the 'machine' identification number to 1link

each 'station' to its corresponding 'machine'. The second and third
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paraneters are used in order to identify which 'job' and mould are loaded
in the station at a given instant of time, as they change from time to
time. The fourth pérameter is used to record the value of expected con-
pPletion times of 'jobs' allocated +to the station. The last two parame-
ters are needed bhecause of the varlabllity assoclated with PCT, the 'ave-
Yage process cycle time' which, as defined in (3.1), has a linear relation-
ship with NSL, the number of stations loaded in the 'machine'.As NSL in
each 'machine’ changes from time to time, then PCT will also change and,

as a consequence, the programmed completion time of 'jobs' allocated

in the stations which reumain 'loaded’, will also be changed.

When a 'job' j is committed to 2 'station' its expected completion +time
is determined by mltiplying its batch size S by the 'average process

cycle time', TCT. The first step is the determination of BCT, as it 1is
a function of the number of 'stations' loaded, NSL. By determining HSL

and using equation 3.1, PCT is calculated, and the expected completion
tinme tj can be determined., If to represents the time at which production
starts on 'job' j, then At = tj - to represents the expected processing

time for 'job' j.

During A+t the number of 'statlions' loaded, NSL can be modified by
either an 'unloaded' station becoming 'loaded’ or vice versa. In both
cases, the production rate of the remaining loaded 'stations' would be
modified due to the change in the value of FCT. The consequences of such
chanzes are reflected in the value of the expected completion time, tj'

which have to be revised.
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If a change in the value of KSL happens at lnstant ti' where to< ti<'tj,
then tj and all the other expected completion times on that machine will

have to be recalculated, To do this, the following procedure is used:

i) Calculate AS = (ti - to) * ﬁo , where A S measures the amount
produced during the interval (t1 - to) and ?E%o is the value

of FOT at Instant to.

i1) Calculate 8, =8, - AS, where Sy

from the original batch So'

is the outstanding production

1ii) Calculate the new value PCT using equation 3.1 with the new

i!
value of NoL,.

iv) Calculate t:j =5 ¥ 7?5‘171 + t;, vhere t'j is the revised

expected completion time for 'job' j

= ' —
v) Replace the values of to' tj and So by ti' t 3 and Si respecti

vely

In order to execute this procedure each 'station' needs to record the

values tj' to and S° which are atributes of each 'station'.
3-3-2 - MOUJ.dS

The second group of components in the machine shop are the moulds used in

the manufacture of different product sizes and styles. They are represen-
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ted in the model by a class of permanent entities called 'mould’ where
each 'mould' is characterized by an identification serial number and
a 1ist of products’it is able to manufacture. A mould is elther set up
in a 'station’ or it is free, in which case it joins a queue called
*free'., It is assumed that a 'mould’ only leavecs a 'station' when there
is another ‘'mould' to be set up in its place, otherwise it stays in the
'station' even if it is 'unloaded', Every time a new mould is setup in
a station a setup time is generated from a probability distribution and
its value is added to the expected completion time of all 'jobs' 'loaded’
in the other 'stations’ in the 'machine’, The model allows the use of
both an empirical distributlion of setup times, which is provided by the
user in the form of histozram data, or a theoretical one, In which case

it is assumed that setup times follow a normal distribution.

3.3.3 - Queues

The third and last component of the machine shop is the 'queue' used by
'jobs' during waiting times, from arrival until start of production. It

is assumed that all 'jobs' join the same queue, and that they wait there
until they are selected for manufacture in any station of any one of the

'machines’', in accordance with the priority scheduling rule in operation.

Because of the characteristics of the arrival process which generates
simul taneous arrivals of 'jobs' at the shop, and also for computational
necessity, the model actually uses two ‘'queves' called 'inqueue' and

‘atqueue’, to handle these simultaneous arrivals.
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At the moment of arrival all 'jobs' join 'inqueue', which is an empty
queue, such that they can be orsanized in segquence following the prior-
ity rule in operation. If there are one or more 'stations' 'unloaded”’,
the model tries to allocate as many 'Jjobs' as possible to the stations,
and this is done by matching 'jobs' to 'available' moulds, using the
priority system 4in operation., After all possible 'jobs' have been loa-
ded, the remaining ones are taken from 'inqueue' and transferred to
‘atqueue’ where they wait until a 'staéion' and a proper 'mould’' becomes
available, If at the moment of the 'Jjobs' arrival there is no 'unloaded’
'station', the 'jobs' are transferred straight .from 'inqueue' to

*atqueue’,

The activities in the machine shop are generated by the occurrence of
two major events, namely the arrival of 'jobs' to the shop, and the com-
pletion of 'Jjobs' by the machines, In order to describe the logic of
these activities, two macro block diagrams of events 'job arrival' and

'job completion' are presented in figures 3.3 and 3.4 respectively.
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3.4 - Inventory subsystem

Although the production system under study i1s baslically a non inventory
system, in the sense that customers expect a delivery delay in comple-
tion of their orders, an inventory subsystem is provided by the model,
which can be 'switched on' and off between consecutive experiments. The
obJjective of using inventory in this study is not to eliminate or de-
crease the length of delivery promises, but instead to improve the

efficlency - in those promises,

The inventory system is defined by four groups of variables, where one
group 1ls used to keep the record of the stock levels, and the other three
are used to controi the level of stock, by detemining which products to

stock, when to place a replenishment order, and how many to order,

If 1 represents a particular style and j a product size in that style,

then the following varlables represent the inventory system:

STOCK (i,j) - A one-zero variable used to indicate whether or not product
(1,3) is an inventory item,

QTSTCK (1, j)- A variable used to record the value of stock levels, If
STOCK (4,3) is zero, then QTSTCK (i,j) remains always zero.

EPOINT (i,j) A control variable used to record the values of reorder
levels for each individual product,

#8Q (1,3) - A control varlable used to record the values of reorder

batch quantities, for each individual product.

For experiments in which the Inventory system is not used, it can e

'switched-off', sinmply by setting the values of all STOCK (i,j) to zero.
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The inventory system can be ‘'switched-on’ for any of the products by

setting the value of STOCK (1,j) to one.

¥hen switched on for any of the preducts (i,j), the inventory sub-system
has a strong influence on the general behaviou. of the production system,
and in particular on the machine shop, which has to produce 'jobs' for
both customers and stock replenishment orders, The interference of in-
ventory in the behaviour of the model starts at the moment of genera-
tion of 'jobs' after the arrival of a customer 'orxder', As described in
3.2, in cases where the inventory is 'switched-off', the arrival of an
'order' causes the immediate generation of 'jobs' and their input to the
machine shop. However if the inventory is 'switched on' the procedure

is changed, and before a 'job' is generated the model checks the inven-
tory subroutine to determine whether or not the requirements that would
be contained in that 'Jjob' can be satisfied from stock. Four alternatives

ecan happen when this check is made,

i) The component required is not kept in stock, meaning that STOCK
(1,3) is set to zero.
i1) The component required is kept in stock and there is enough stock
to fully satisfy the demand.
111) The component required is kept in stock but the present stock
level can only partially satlsfy the demand.
iv) The component required is kept in stock but the level of stock at

present is zero.

For each one of these alternatives a different course of action is taken
and full description of the procedure is given in the block diagram of

figure 3.5
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Another aspect of the inventory system worth mentioning is the problem
of priority scheduling when there are both 'stock' and 'customer''orders’,
competing for the same facilities, Any procedure used will inevitably
Interfere with the whole behaviour of the system as far as delivery per-
formance is concerned, and the design of effective procedures could on
its own be the subject of a full Invesiigation., However, as far as this
study is concerned, there was not much scope or time for such investiga-
tion, and so a decision was made to use a single priority scheme, in
which customer 'jobs' are given absolute priority over inventory replc-
nishment *‘jobs' such that an ‘inventory job' is loaded in a machine only
when there is absolutely no customer 'job' available for 'lcading'. The
detalled procedure is described in the section where scheduling rules

are discussed.
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3.5 - Control system

The control system is represented in the model by decision variables
whose values are selected by the experimenter in order to study their

influence on the behaviour of the production system.

Five areas of control are conslidered in the model:
1)  the use of priority scheduling rules

11) the splitting of jobs into smaller batches

331)  the selection of extra moulds and machines
iv)  the use of additional working hours

v)  the control of inventory

3.5.1 - Priority scheduling rules

Priority scheduling rules are used in connection with the process of
selecting 'jobs' from queues in order to 'load' them into machines. As
described In paragraph 3.3 'Jobs' can be selected from queuzs on  two
occasions: firstly when they arrive at the shop, if there is an 'unloaded'
station, and secondly when a previously 'loaded' station completes a 'job'
and becomes 'unloaded'. In both cases, when the number of jobs in the
queue is bigger than the number of stations available and/cr the number
of suitable moulds, a priority rule 1s used in order to decide which

'job' should receive 'loading' priority.

As discussed in 2,2, a considerable amount of research has been directed
towards the problem of shop scheduling, in whicn both theoretical and

experimental approaches have been used. Of particular interest to this
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study are the experimental investigations carried out with the objective
of comparing the performance of different heuristic priority rules. A
mmber of relatively simple rules have been propesed and analysed for
a varlety of situatlons, and results have shown that they are able to

influence the delivery performance of productlon systems.

In oxder to analyse the effect of heuristic priority rules on the perfor-
mance of the system under study, this model was provided with facilities
for vsing any of eight priorlity rules. Three of them, namely SPT, SIACK
and FIFO are well known rules, and the other five, viz. FIFOB, FIFOM,

FIFQOIB, SPTM and SIACKM are modificatlions of the original three,

Before describing the procedures followed by each of the elght priority
rules, it is worth mentioning the partlcular characteristies of this
production system which make schedullng procedures slightly different

from most of the models described in the literature.

Firstly there is the arrival process. In mest models 'jobs' arrive indi-
vidually at the machines as independent entities, while in this model

they arrive in groups. 'Jobs' in each group are related to each oithex by
the fact that they are part of the same 'customer order' and must be

delivered together,

Secondly, there is the problem of mould (tool ) requirements and setup
times. Most models which considered the problem of setup times have
assumed that thelr expected values, as well as their actual values, depend

on either the 'job' or the particular machine in which it is Dbeing
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'loaded’'. It is also assumed that tools are always available. In this
model the availability of suitable moulds (tools) is as important as
the availability of machines (stations). They are both restrictions
that must be satisfied before a 'joh' can be 'loaded'. Furthermore,
the expected value of setup times is constant ard does not depend on
the 'job' being 'loaded'. Every time a change of mould takes place
an actual setup time is generated from the same prcbability distri -

bution, irrespective of the 'job' being 'loaded'.

Finally there is the prcblem of the method for setting due dates. Most

studies have assumed that lead times used to fix due dates are vari-
able and a function of the amount of work required by a 'job'. In this
study lead times are assumed to be constant and independent (wathin

certain limits) of the amount of work required by the 'jobs'.

These differences bhetween models lead to a series of modifications 1in
the procedure for selecting 'jcbs' and loading them into the machines.

These changes are due to the following factors:

i) In models where tools are not a restriction, the order of select-
ion of a 'jeb' from a queue depends only con the availagbility of
a free machine and the position of the jcb in that queue. This
means that 1f a '"job' is the 'first' in 'queue' at the time a
machine (station) becomes free, it will be immediately selected
and 'loaded'. In this model, however, because of mould res-
triction, the fact that a 'job' is the 'first' in the queue
does not necessarily mean that it will be the first to be select-

ed and 'loaded', when a machine (station) becomes free. Unless
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a suitable mould is also 'free', the 'job' can lose its
priority and bte overtaken by another 'job', for which a 'free'

mould ecan fe found.

11) The characteristics of the arrival preccess on this model, to-
gether with the mould restriction, means that the activitles
which follow the arrival of a 'job' are different from a 'tra-
ditional' model, In both cases the two options for a 'job' at
its arrival are either to join a waiting queue or be 'loaded' in
a machine (station). However, the circumstances in which either
of these options happens differ for the two models. In a ‘'tra-
ditional' model, due to the fact that 'Jobs' arrive independen-
tly and do not require special tools, a 'Job' will always be
loaded at the moment of its arrival, if it finds a free machine
(station). This happens because there is no other 'job' to com-
pete with it for the facility, and so there is no need to con-
sider priorities. In this model however, due to the fact that
'jobs' arrive simultaneously and require specifie moulds, a Job
will not necessarily be 'loaded' at the moment of its arrival,
even if it finds a free station. Before being selected for 'load-
ing' a '"job' has to compete with other 'jobs' for both a station
and a2 mould, and the selection is decided by using the priority

Tules In operation,

A final point worth mentioning,before the deseription of the priority
rules, concerns the moulds, As described in 3,3, there 1s always a

mould set up in every station, whether the station is 'loaded’ or not,
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It is assumed that when a station finishes a 'job', it retains its
mould until there is a need for a change. This means that at arrival
2 'job' could find'a station free with a suitable mould already set up,

and so no setting up would be needed.

The problems raised above point to the need for considering two stages
of decision in the scheduling process:
1) how to sequence the 'jobs' in the queue

11} how to select 'jobs' and moulds to 'load' a stationm.

The first stage of declsion is a straightforward procedure., After the
ceriterion for queue priority is chosen, jobs are arranged in sequence in

accordance with that criterion.

The second stage considers the probtlem of finding suitable moulds for
the 'jobs'. The problem arises because there are three states in which
a mould can be found,
1) it can be set up in a 'loaded’ station, in vhich case it is said
to be 'unavailable’
i1} it can be set up in an 'unloaded' station in which case it is
said to be 'available’

1i1) 1t can be out of station, in which case it is said to be 'free'.

The states of the moulds are not considered in the first stage of the
scheduling procedure which is only concerned with sequencing the 'jobs'
in the queue. Only in the second stage is this aspect considered.Because

of this, a 'Job' which gets the highest priority in the queue is not
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necessarily the first one to be selected and 'loaded'. In the second
stage, because of mould considerations, priority for 'loading' could
be given to a job which is behind in the queue,
In the section which follows all eight priority rules are defined, by
describing thelr procedure in each one of tbe ti'o decision stages:
a) SET
i) organizes the queue by giving highest priority for the job with
the minimum imminent processing time, In case of a tie it chooses
the job with smallest generation serial number.
11} selects the first 'job' in queue for which a mould can be found

either in the 'available' or 'free' state.

b) SPTM -(is a modification of the SPT)
1) organizes the queue in exactly the same way as in the SPT rule.
ii) selects the first 'job' in queue for which an 'available' mould
can be found. If no such mould can be found, selects the first
'job' in queue for which a 'free' mould can be found.
c) SLACK
i) organizes the queue by giving priority to the job with the mini-
mum slack time for the due date. In case of a tie it chooses the
'job' with minimun arrival serial number.
11) selects the first job in queue for which a mould can be found

either on the 'available' or 'free' state,

d) SIACKM - (modification of SLACK)
1) organizes the queue in exactly the same way as the SLACK rule
11) selects the first 'job' in queue for which an 'available' mould
can be found. If no such mould can be found, selects the first

'job'in queue for which a 'free' mould can be found.
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e) FIFQ
1) orzanizes the queue by glving prierity to the first 'job' to
arrive at 'queue', In case of a tie chooses the 'job' with
smallest generation serial number
1i) selects the first 'Job' in queue for which a mould can be found

either in the 'available' or 'free' state.

£) FIFOM (modification of FIFQ)
1) orsanizes the queue in exactly the same way as FIFO
i1) selects the first 'job' in queue for which an 'availzble' mould
can be found, If no such mould is found, selects the first 'jJob’

in queue for which a 'free' mould can be found.

g) FIFOB (modification of FIFO)
1) organizes the queue by giving priority to the first 'job' to arrive
at 'queue'. In case of a tie chooses the 'job' with the largest
imminent processing time

11) selects the 'job' in exactly the same way as FIFO

h) FIFOIB (modification of FIFOB)
1) organizes the queue in exactly the same way as FIFCB

11) selects the first 'job' in queue for which an avallable mould can

be found. If no such mould is found, selects the first 'job' in

queue for which a 'free' mould can be found,

Attention should be paid in the FIFO class rules to the fact that jobs

belonging to the same 'order' arrive simultaneously at the 'queue'. For

-
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the FIFQ and FIFOM rules this means that the tles decislons are depend-
ent on the sequence in which 'jobs' in the same 'order'are generated,
In this model it is assumed that generation of 'Jobs' in an 'oxder' are
made in sequence, starting with the smallest product size and finishing
with the largest one., Foxr the cases of FIFOB andi FIFCIB rules the tie
decision means that production of an 'order' should always start from
the 'job' with the largest batch size. This 1s justifled by }he fact
that no partial delivery is allowed, and so an 'order' tends to be
delayed by its largest 'job'. By giving preference to this particular

'job' it would tend to minimize the 'oxder' walting time.

Another important aspect which should be noted refers +to the fact
that all the eight rules described above are designed for a non-inven-
tory system. For the cases in which the inventory system is 'switched
on', the procedure is as follows:
1) separate the customers 'jobs' from the inventory replenishment
' jobs'
11) apply the priority 'loading' rule in operation to tihe 'custo-
mers' 'jobs'., If no such'jodb'can be 'loaded', apply the prior-

ity rule to the 'inventory replenishment''jobs'.

3.5.2 - Splitting of 'jobs' into smaller batches

Quantities demanded in each customer order vary considerably from order
to order. They 2lso vary for the different product sizes belonzing to
the same order , meaning that some of the 'jobs' require much longer

nanufacturing times than others., This tends to create an imbalance in




5T

the completion times of 'jobs' belonging to the same oxder .

One possible way of controlling this is to split large 'jobs' into
smaller batches, stich that production of two or more batches of the
same original 'Jjob' could be running simultaneously in different sta-
tlons, For this 10 be possible there must exist at least one replicate

'mould' of the same style and a suitable size of the 'job' to be split.

This model is supplied with a facility which allows the user to decide
which 'Jobs® should be split into smaller batches., This is done through
the use of control variables, whose values are input as data, such that
they can be changed between experiments, The first of these wvariables is
an array whose elements correspond to individual product sizes, If the
value of an element is zero, 'jobs' for the corresponding product size
are in no circumstances considered for splitting, whereas if the valune
1s 1 'Jjobs',whose batch sizes are bigger than a certain linit, are split

into snaller batches,

The second control variable (IIAXLOT), is used to set the 1limit mentioned
above, such that all 'jobs' whose baich sizes are bigger than MAXLOT, and
whose corresponding array element is one, are splitinto smaller batches,
The number of batches into which a job is split, is obtained by dividing
the 'job' batch size by !IAXLOT and approximating the result to the next
integer number, This means that batch sizes for 'split batches' are 1limi-~

ted to values between MAXLOT/2 and MAXLOT.

Splitting of 'Jobs' occurs during the process of 'order' arrival, and
before 'jobs' are semt to the queue in the machine shop. The whole proce-

dure is shown as a block diagram in figure 3.6.
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3.5.3 - Selection of extra moulds and machines

In order to study the effect of extra nmoulds and machines on the per-
formance of the system, the model allows the user to 'switch' machines

and moulds on and off. between experiments.

As described in paragraph 3.3.1 2 machine can be easily ‘'switched-on'

or off by setting one of its parameters [IACHINE. I (1)] to one or zero
respectively. Considering that all machines are equivalent, in terms of
production capability, the decision is limited to choosing the number of

machines in operation.

The decision about moulds is more complex because they are not equivalent
to each other., Apart from deciding on the number of moulds, one has also
to decide which moulds to select. As described in 2,3.2, each product
requires a special mould, so that for each product style, there must
exist a2 minimum number of moulds in oxrder to satlsfy the technological
requirements of production. However this minimum technological require-
nent may not be enough to satisfy the capacity requirements of product-

ion,

Because moulds play such a vital role in the production process, it is
important to analyse the effect of extra moulds on the performance of
the system, This is made possible by the use of control variables which
determine the number and specifications of the moulds in operation. After
fixing the total number of moulds for a given experiment, the user can
specify each one of them, using one of the mould's parameters described

in 3,2.2, i.e., the 1list of products that 2 mould is able to manufacture,
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The right selection of moulds is an important decision and one of the
objectives of this study was to devise a2 procedure which would allow
rational decisions to be taken in this area. This procedure is based
on the use of information from some of the output variables, and carried

out externally to the model, For this reason, discussions about the
procedure will be left until the section in which the output variables

are discussed (paragraph 3.6.1).

3.5.4 - Use of additional workinr hours

In order to study the effect of overtime and an extra shift on the
performance of the system, the model is provided with a facility for
modifying the number of working hours per day. This is done by the use
of a control variable (VCONV), which is input as data, and specifies in
ninutes, the actual amount of working time per day. The procedure is
based on the utilization of a correction factor obtained by the ratio
between VCONV and the number of minutes in a normal working day, which
is applled to 21l time-based -varlables such as interarrival time and

delivery delay.

To be able to make comparisons with industrial data, the concept of real

time was used, such that a normal working day ls equivalent to 540 units

(minutes), and a week is made up of five days. By varying the value of
VCONV, for instance, from 540 to 1080, one would have a correction factor
of 2, which would be applied to all time-based variables, such that the
actual amount of working time per day would be 1080 minutes, which is

equivalent to two shifts of 540 minutes each.




3.5.5 - The control of inventory

Control of inventory is effected by 3 sets of variables, whose values
are input +to the model as data such that they ecan be easlly changed

in between experiments.

The first set, as described in 3.3, is composed of the variables STOCK
(1, 3), which are used to specify whether or not a product of size 1
and style j will be kept in stock. If STOCK (i,j) is set to one, the
itenm is a stock item, otherwise its wvalue should be set to zero., When
the values of all STOCK (4, ) are set to zero, the inventory subsystem
is completely 'suitched off' from the model, The last two variables,
RPOINT (i,3) and EB3Q (1,3), are used to control the level of stock
[ QTSTCK (i.j)] , by establishing the value of the reorder point, and
the reorder batch quantity respectively. The values of both RPOINT({, )
and EBQ (i,3) are chosen externally by the user between experiments.
The use of the reorder point methed for contrelling inventory means that
every time a demand causes the inventory level QTSTCX (i,j) to drop
below the reorder point RPOINT (i,j), an inventory replenishment

order of batch size equal to EBQ (i,j) is issued to the machine shop.

Issue is executed by generating an 'inventory Jjob' representing product
(1,3). Mo other'inventory Job' will be generated for product (i, J) until
the original 'job' has been completed, so that at no time Willthere be
more than one ‘inventory job' for a product (i,3). If after the receipt

of a replenishment batch the level of QTSTCK (%,j) is still below
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RPOINT (i,J), a2 new 'inventory job' of batch size equal to EBQ (4,j)

is generated and Input to the shop.
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3.6 - The output variables

The output variables are the response of the system to the various inputs
placed on it. They can be divided into two groups: one 1s made up of vari-
ables which measure the internal behaviour of the system, and the other
of variables which measure the performance of the system in terms of

delivery performance.

3.6,1 - Measures of internal behaviour

In order to have a plcture of the internal behaviour of the system, the
model outputs a series of diagnosis variables. Some of these variables
were particularly useful in the initial stages of the study when the
model was being validated and decision rules were being devised. Beldw
is a 1list of these variables, which is follewed by the explanations of
how they are calculated:

a) Average number of 'Jobs' waiting in the gqueue

b) Standard deviation of number of 'jobs' waiting in the queue

¢) Average 'process cycle time'

d4) Standard deviation of 'process cycle time'

e} ‘'Average load factor' on the system(actual)

f) Total demand

g) Machine idle time due to setup (percentage)

h) Machine idle time due to lack of work (percentase)

1) Mean waiting time in queue

) Standard deviation of waiting time in queue

k) Mould's idle times (percentage)

1) MNean processing time of 'jobs’

m) Total production delivered

n) Average level of stock
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a,b) The average and standard deviation of the number of jobs in
queue is obtained by taking samples of the number of 'jobs'

waiting in fueue every time the state of the queue is modified.

c,d) The averaye and standard deviation of 'process cycle time' is
obtained by taking samples every time a 'job'‘is completed in
a station. Each sample is obtained by dividing the 'job' pro-

cessing time by the 'jcb' batch size.

e) 'Average load factor'is cbtained by the ratio between production
requirement and production capacity. Preduction requirement is
calculated by multiplying total demand by the average 'process
cycle time', and production capacity is obtained by multiplying

the total simulation time by the number of available stations.

f) 'Total demand' is cbtained by adding the total quantities

required in each customer's order.

gl 'Machine idle time due to set up' is calculated as a percentage,
obtained by dividing the total time spent in setting up, by the
result of the product of the total simulation time and the

number of machines.

h) 'Machine idle time due to lack of work' is calculated as a
percentage, cobtained by the ratio between stations idle time,
and total production capacity. Stations idle time is cbtained
by adding together the times of all the 'unloaded' pericds of
the stations and total production capacity is obtained by mul-
tiplying the total simulation time by the total number of sta—

tions.




k)

1)

m)

n)

T4

Average and standard deviation of walting time in queue is
calculated separately for each individual product. They are
cbtained by measuring the waiting time of all 'jcbs' for

each product, and calculating their mean and standard deviation.

Mould's idle time is calculated for each single mould, and is
expressed as a percentage cbtained by the ratio between total

time that each mould stays idle, and the total simulation time.

Average processing time of 'jobs' is calculated individually
for each product size, and is cbtained by taking samples of

rocessing time each time a 'job' is completed in a station.
p g ] P

Total production delivered is calculated by adding together

the batch sizes of all orders delivered to customers.

Average level of stock is calculated separately for each class
of style., Their values are cbtained by taking samples of the
level of stock and the time between variations, each time there
is a variation i1n the level of stock. The average value is ob-
tained by weighting each steck level sample by its correspond-
ing interval of time, and dividing at the end by the total
simulation time,

If T = total simulation time

dt, = interval between instants t, and t,
i i b
Q = stock level between instants t. and t.
1 i i=1

then, Average stock level =1 I Q. .dt
T i*71
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A few comments should be made on the uses to which some of the measures
of internal behaviour were put. Chief among them is the use of the vari-
ables, mean and standard deviation of waiting time in the queue, moulds'
idle times, and average processing times of Jobs, in the execution of a
procedure for selecting extra moulds. In paragraph 3.5.3 the importance
and characteristics of the selection problems have already been discussed,

and now the selection procedure is descrited,

The selection procedure is based on the fact that an 'order' is held
back from delivery until its last 'job' (product size requirement) 1is
completed. If the distributions of throughput times for the different
product sizes could be determined, it would be possible to calculate the
probabilities that each will have a throughput time bigger than the pro-

mised dellvery time.

These probabilities could then be compared and the product sizes classi-
fied in accordance with their probabilities of delaying the delivery of
orders. Based on this classification, moulds could then be selected. One
problem however is that it might be not very easy to identify the distri-
butions of throughput times for the product sizes, and a solution would
be to build histograms for each product size, However in orxder to build
these histograms, a very large amount of information would have to  De
stored, One way of avolding this 1s to use parameters of +two distribu-
tione which make up the throughput time, viz, waiting time in queue and
processing time. The use of these two distributlons provides more infcr-
mation than the throughput time by separating the waiting time, which
can be reduced by providing extra moulds, from the processinz time,

which cannot be reduced by extra moulds (for the same batch size).
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The selection procedure staris by analysing the gutputs from an initial
experiment in which the machine shop is provided with the minimum possi-
ble number of moulds, which are necessary to satisfy the technolozical
requirements of production, as described in 3.5.3, For thils first expe-
riment, there is no problem in chcoosing between moulds, because the
selection is bound by the technological requirements. However from this
point on a decision about extra moulds shculd take into consideration
the contribution that each mould would make towards Iimproving the dell-
very performance of the syster. This can be done by looking at the late-
ness probabilities of the product sizes, together with their distribution
of walting time and the percentage utilizatlon of each mould. Preference
should be for duplicating moulds which have a high utilization level
and whose corresponding product sizes have a long walting time and
a high probability of lateness. After each selectlon a new experiment,
including the additional mould, could be executed, and the new results

analysed.

3,6.,2 - Measures of performance

In order to measure the performance of the system, such that different
configurations and operation rules can be evaluated, the model outputs
the following variables:

a) Averaze delivery delay of orders

b) Standard deviation of delivery delay of orders

¢) Average delivery delay of 'production'

d) Percentage of late orders

e)  Tardiness index of orders

f) Percentage of ‘production’' delivered late

g) Tardiness index of 'production’




a,b)

c)

o] T

The average and standard deviation of delivery delay of orders
are calculated from the samples obtained by measuring, for each
order which i1s completed, the time elapsed from the arrival of
the order at the system to its delivery. The delivery corres-
ponds to the completion of the last 'jeb' belonging to that

order.

Average delivery delay of ‘production'is a weighted measure of
the delivery delay of oxrders. For each order which is delivered,
the model measures the time it spent on the system, and weights
this measure by the total quantity delivered with that order. At

the end of the simiation the welghted measures are averaged.

Percentage of late orders 1s calculated by the ratio between the
mimber of orders delivered after the due date, and the total num-

ber of delivered oxrders.

Tardiness index of orders 1s a measure of lateness dispersicn.
It is the summation of tﬁe products of the proportions of orders
late and the number of days late.

If 4

promised delivery delay (lead time) (days)

i

actual delivery delay (days)

p(1) = proportion of orders with delivery delay equal to i

days, then
=]
Tardiness index of orders = I (i-d) * p(i)
1=a+1

In practical terms it is assumed that 45 days is the 1limit of

lateness,
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F) Percentage of 'production' delivered late 1s a weighted measure
of the percentage of orders delivered late. It is calculated
by the ratio between the number of items delivered after their

due date,and the total amount of delivered items.

g) Tardiness index of 'production' is a weighted measure of
lateness dispersion. It is calculated in the same way as  the
tardiness index of orders, with each order weighted by the

total quantity delivered.

Apart from these measures of delivery performance which are output

direct from the model, other measures of performance involving costs
are also used, but are calculated outside the model. For this reason
they are not described here and will be discussed in a later chapter

together with the experiments in which they are used.

The measures of performance, percentage of late orders; tardiness

index of orders; percentage of 'production' delivered late; and
tardiness index of 'production', are calculatedasa function of a deli-
very promise (lead time) which is always the same for all orders. The
value of these promises however, can be varied from, say, eight days
for all orders to, say, ten days for all orders, and in fact the
model calculates the above measures of performance for seven different

|
values of the delivery promises (lead times).

t
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3.? - Smﬂ.m&;!

In thls chapter the characteristics of the simulation model used in this

study are presented and discussed.

For the sake of explanation, the model is divided into five major compo-
nents, viz. order input, machine shop, inventory subsystem, operation
control systems and output variables. The characteristics of each of these
components are explained in detall, and a series of block dlagrams are

used to help the explanation.

Details of the computer prozram used to implement the nodel, and which

was written in C3SL, are given in appendix 1.
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FIG/RE 3.2

MACRO BIOCK DIAGRAM OF ORDER INPUT
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MACRO PLOCK DIAGRAM OF ARRIVAL OF *JOBS' AT MACHINE SHOP

FIGURE 3.3
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FIGURE 3.5

MACRO BLOCK DIAGRAM OF PROCEDURE FOR GENTRATICN OF 'JOBS!', WHEN
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FIGURE 3.6

MACRO BLOCK DIAGRAM OF 'JOB' SPLITTING PROCEDURE
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CHAPTER 4

PRELIMINARY INVESTIGATICN AND EXPERIMENTAL DESIGNS
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4.1 = Intreduction

The investigations carried ocut with the model can be divided into two
phases. The first phase {(in which empirical information obtained in
a particular company was used), was exploratory in nature. The main
objectives of this phase were to validate the model and identify the
major characteristics of the system, in order to determine typical va-
lues for the parameters, and work out possible control rules  which

might be appropriate to the characteristics of the system under study.

The secondphase of the investigation consisted of a more formal set

of experiments, which were designed with the cbjoctive of generating
informaticon which could lead to a more general set of conclusions about
this class of production systems. To this end three different sets of
experiments were conducted, in which individual experimental designs
were organized. The first set of experiments was relsted to the study
of priority scheduling rules. The second set was related to the study
of the effects of some of the system's parameters on the system's
behaviour. The third set consisted of the study of operation stra-

tegies for capacity manipulation.

The two phases of the investigations complemented each other, in the
sense that the choice of parameters and the experimental designs of
the second phase were largely based on the information cbtained from
the first phase of the investigation. This chapter is concerned with
the description of the results cbtained from the first phase of the
investigation and with the discussion of the experimental designs of

the second phase of the investigation.
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4.2 = Preliminary investigation

To validate the model and gain an insight into the behaviour of the
system, the model was initially run with information cbtained from

an industrial comnany which was intended to reproduce as close as
possible the conditions of that production unit. At this time, the
actual production unit was in its early stages of development and
only a relatively small amount of information was availcble, concern-—

ing the distributions of demand.

During development of the model more comprehensive data was collected
which, although rnot used in this initial phase, formed the basis
of the major experimental programme. At this point 1t should be noted
that the initial information was found to be sufficiently represent—
ative, since the . conclusions from these initial experiments were
confirmed during the major series of tests. Some of the parameters

used in this preliminary investigation are:

a) Products: There were three classes of styles, where two
were made up of eleven sizes and one made up of thirteen
sizes. The mean values of interarrival times were 11.6 days,
6.07 days and 4.10 days respectively, vhile the average size
of orders were equal to 2404, 1971 and 1611 items respects
ively. The three distributions of interarrival times
plus the three distributions of order size and the

distributions of proportions are given in appendix 2.



b) Machines: there was one twelve station machine. The
value of average 'process cycle time' is given by

PCT = (3.0 + 0.1 (NSL)) minutes (L

c) Moulds: there were 26 moulds covering the three classes

of styles. A list of moulds is given in appendix 2.

d) Setup time: the mean value of setup time was 8 minutes.

The distribution of setup times is given in appendix 2.

e) Working hours: normal working hours were 5 shifts of

9 hours (45 hours} per week,

£) Due date: due dates were established in accordance with a
fixed lead time  which meant that any order which spent
more than eight days in the machine shop was considered

late.

g} Stocks: production was initiated only after the receipt
of a customer order, i.e. no stock of finished parts

was held.

(1) For description of 'process cycle time' see paragraph 3.3.1
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Because no formal ériority rule was in operaticn in the company,

it was decided to use the FIFO priority rule(2) in the initial
runs. It was also decided not to give much consideration to tactical
and statistical problems in these preliminary runs, and a single
long run, equivalent to a period of three years was used, in which
statistics obtained from the first eight weeks of simulation were
discarded, to allow for stabilization of the model. A full study

of tactical and statistical problems was however conducted for  the

second (and major) phase of experiments, as reported in chapter 5.

4.,2.1 - Validation-runs and analysis of internal behaviocur

With the model fed with the above data and before any long runs were
made, a series of short runs were executed, in which the program was
instructed to output information at the cccurrencecf every event, such
that the logic of the model could be checked and compared with empi-
rical information. This procedure was repeated each time a new modi-

fication was introduced to the model (program).

After careful checking that the leogic was correct an initial long run

was conducted in which the general pattern of demand and the delivery

(2) For description of operation procedure for FIFO rule see paragraph
3.5.1
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performance were compared with available information from the company.
This initial run . also provided useful information about the inter—

i

nal behaviour of the system.

Information output by the model included the histograms of mean wait—
ing time in queue, and mean processing time of 'jcbs'; the level of
mould utilization; the percentage of time spent setting up the

machine; and level of delivery performance cobtained by the system.

The histograms of mean processing time of 'jobs' and mean waiting
time in queue are shown respectively in fagures 4.1 and 4.2. -Bach
figure shows three histograms, where each histogram represents the
range of shoe sizes belonging to a particular shoe style. As should be
expected, all three histograms of figure 4.1 have bell shaped formats,
similar to the distributions of demand (see paragraph 2.2.3), for
the shoe sizes in a style. On the other hand, the histograms of
figure 4.2 (mean waiting time in queue) differ markedly from each
other, The histogram for the product sizes of style one, is similar
to what would be expected from the use of the FIFO priority rule.
As discussed in paragraph 3.5.1, the FIFO rule gives priority to
the 'jobs’' having the smaller arrival serial number, which means
that 'jobs' belonging to  the same 'order' are given priority

in accordance with the product size they represent, The smaller
product sizes get preference over the larger product sizes, as this

is the sequence in which they are generated. This priority scheme



means that 'jobs' representing the larger product sizes would

tend to wait longer in queue, than 'jobs' representing the smaller
product sizes, This effect is confirmed by the first histogram

which represents product sizes of style one, However the other

two histograms (for styles two and three) do not show the same effect.
Although there 1s still a tendency for longer waiting times for the
larger sizes, the two histograms do not follow the same smooth pattern
as histogram one does. What characterizes those two histograms is the
fact that a few product sizes in each style (4-1/2 and 6-1/2 for style
twos 4=1/2 and 7 for style three) have distinguishably longer waiting
time in queue than the other product sizes. The reasons behind this
effect will be shown later to be related to the restricted number of

moulds for those particular sizes,

Another histogram of interest as far as delivery delay is concerned,
is the histogram of average throughput time of 'jobs' representing
the different product sizes in a style. This histogram can be obtained
by adding the histogram of mean processing time of 'jobs' to the his-—

togram of mean waiting time in queue.

In figure 4.3 the histograms of average throughput times for the differ-
ent product slzes, for each of the three styles are presented. They
show that for each style, there are few product sizes (5, 5=1/2 and 6
for style one, 4, 4-1/2, 6 and 6-1/2 for style two; and 4-1/2

and 7 for style three) which have markedly higher throughput times

than the other product sizes in the corresponding range. The impli-
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cation iz that the product sizes with the higher throughput times have

a large share of the delivery delay of orders for their style.

In order to detect possible reasons for the long waiting times suffered
by some of the product sizes, an analysis was made of the level of
mould utilization. It is known from paragraph 2.2.1 that a mould of

a certain size can be used in the manufacture of more than one product
size. Take, for example, product size 5 of style one. In accordance
with the list of moulds hcld by the company (appendix 2), there are
two moulds of size 5 and two moulds of size 5-1/2. Considering that
a mould of size 5 can manufacture product sizes 5 and 5-1/2, and

that a mould of size 5-1/2 can manufacture product size 5-1/2 and 6,
it means that there are four moulds available for the manufacture of
product size 5-1/2, where each mould is shared with another product
size. When relating mould idle capacity to individual product sizes,
this fact must be taken into consideration. As described in 3.6.l1-e,
the model outputs the percentage of idle time for each individual
mould held by the system. By analysing these outputs it is possible to
calculate an index to represent the percentage of mould idle capacity
available for each product size, This index will: be called ‘'index
of idle capacity'. Take again the case of product. size 5. The outputs
from the initial run ShOW  the following percentages of idle time

for the four moulds rzlated to it,

MOULD MOULD PRODUCT SIZES PERCENTAGE OF
SERIAL SIZE RELATED TQ IDLE TIME
NUMBER MOULD

5 5 5; 5-1/2 68.85

6 5 53 5=1/2 88.84

7 S5~1/2 5-1/2; 6 65.52

8 5-1/2 5-1/2; 6 65,28
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When calculating the 'index of idle capacity' allocated to each
product size, it is assumed that the percentage of idle time of
each mould is equally shared by all the product sizes it is able

to manufacture. In this way, the 'index of idle capacity' for pro-
duct size 5 will be equal to 143.37% ( 68.85/2 + 88.84/2 + 65.52/2
4+ 65.28/2). This index can be similarly calculated for each product
size, and then compared with the walues for mean waiting times in

queue for individual product sizes.

In figure 4.4 three histograms arelpresented, which show the 'index
of idle capacity' allocated to each product size, for each of the
three styles. It can be seen that, in general, there is a fair a-
mount of idle capacity in terms of moulds, but some of the product
sizes (3-~1/2, 7-1/2 and 8 for style one; 4, 4-1/2, 6 and 6-1/2
for style two; 4-1/2, 5, 6=1/2 and 7 for style three) have a much-
smaller share of the 1dle capacity than some of the others. The
average level of mould utilization was equal to thirty two per cent,
i.e., there was sixty eight percent of mould idle capacity, most of

which alleocated to style 1.

In figure 4.5 the histograms of 'index of idle capacity' per product
size (figure 4.4) is superimposed on the histogram of mean waiting
time in queue (fig. 4.2). An analysis of figure 4.5 indicates a
relationship between mould idle ;apacity per product size and average
walting time in queue. This relationship is clearer for product
sizes 4~1/2 and 6-1/2 of style two and 4-1/2 and 7, of style three.

In those cases, although the amount of idle capacity is still nearly
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twenty percent, the fact that two product sizes had to share a
single mould (see iist of moulds in appendix 2) meant that one of
the product sizes had always to wait for the completion of the other
before it could Le 'loaded' in a station.

!
Other interesting information cbtained from the initial run refers
to the 'percentage of machine idle time due to setup', which was
relatively small (three percent), and the 'machine idle time due to
lack of work', which was relatively high (thirty percent). It is also
interesting to note that although there seemed to be plenty of spare
plant capacity, the delivery performance was relatively poor: twenty
percent of the corders were late, with a tardiness index of orders
equal to 0.73, and thirty five percent of production was late, with a

tardiness index of l.17.

4.2.2 = Development and iniftial tests of priority scheduling rules

In view of the information cbtained from the initial run, it was de-
cided that more experiments should be made in order to test the pos-
sible effects of different operation control proccedures, on the be-

haviour of the system,

One possible modification of the control procedure 1s the use of

priority scheduling rules better suited to the characteristics of
this production system. To this end three modified versions of the
FIFO rule (FIFOB, FIFOM, and FIFOMB) were devised and compared a-

gainst two well known priority rules (SPT and SLACK) and modified
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versions of them (SPTM and SLACKM), The description of each of

these priority rules have already been given in paragraph 3.5.1l.

Before discussing the results obtained by using these priority
rules, a few comments should be made cn the reasons behind the mo=-
difications introduced to the FIFO rules, which were later partial-
ly extended to the SPT and SLACK rules. The idea behind the FIFOM
rule, and by extension, the SPTM and SLACKM, was to reduce the amount
of time lost with setting up (changing moulds}, by giving an extra
pricrity to 'jdbs' which could be 'loaded' in a machine without
the need of changing moulds. Although the results from the initial
runs suggested that only a small percentage of time was spent with
setting up, it was thought that the reduction in the number of
mould changes could bring some improvement on the performance of
the system. The idea behind the FIFOB rule was to give priority to
'jobs' with larger batch sizes, over their companion 'jobs' in the
same 'order', which have smaller ‘'batch sizes'. This procedure would
tend to reduce the waiting time in queue for the 'jobs' belonging to
the high demand (large batches) product sizes, with a possible re-
duction of their average throughput time. To check the veracity of
this assumption an initial run was made with the FIFOB rule, in which
the histograms of mean waiting time in queue were analysed. Fig. 4.6
presents the three histograms of average waiting time in queue, each
corresponding to a different product style. A comparison between fi-~
gure 4.6 and figure 4.2, which presents similar histograms for the

FIFO rule, shows that the use of the FIFOB rule has caused a desir-

able modification in the shape of the histogram for style cne. The
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new histogram is now U shaped, with the high demand (high process—
ing times) product sizes having a smaller mean waiting time in
queue, and the low'demand (low processing time) product sizes having
larger waiting time in queue. This U shaped waiting time histogram,
combined with a bell shaped processing time histcgram, would tend
to create a more uniform histogram of average throughput times. For
style two and style three, however, the U shaped effect did not
occur, and their histograms have maintained their original shape.
This might be explained by the small number of moulds available for
style numbers two and three, which most probably has hindered any
changes iIn the 'loading' sequence which was brought about by the

FIFOB rule in the case of style number ane,which had more moulds avail=

able.

Finally the FIFOMB priority rule was designed in order to combine the

characteristics of both FIFOB and FIFOM priority rules.

The results of delivery performance (3) and percentage of machine idle
time due to setup, obtained by the use of the eight priority rules are
presented in table 4.1, From the results it appears that introduction
of modifications in the FIFO rule can bring some improvements in the
system performance. All the three modified versions, FIFCB, FIFCM,

and FIFOMB, have produced slightly better results than the FIFO rule
in all five measures of performance, with FIFCMB producing the best

results among them. The differences however are relatively small and

¥

(3) For definition of measure of performance see paragraph 3.6.2
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might not be statistically significant.When FIFOMB is compared with
the other rules (SPT, SPTM, SLACK and SLACKM) it performs quite well.
Apart from the result of percentage of late orders, in which it comes
third to SPTM and SPT, the FIFOMB rules comes first in all the other
measures of performance used. It is interesting to note that although
SPT and SPTM did well in relation to percentage of late orders, they
did particularly badly in terms of lateness dispersion (tardiness in-
dex of order and tardiness index of production), which indicates their

tendency to delay certain 'jobs' for a very long time.

Another cobservation which came out of this series of experiments was
that although the use of priority scheduling rules could have some
positive effect on the performance of the system, the general level of

performance was still poor.

4.2.3 = The effects of 'job splitting'; extra machines;and new demand

pattern

Te further explore possible ways of improving the delivery performance
and to get more information about the nature of the system, another
series of three experiments were conducted:

i) The first experiment consisted of using the control procedure
which would allow the splitting of larger 'jobs' into smraller
batches, such that it would be possible (in cases where there
was more than one suitable mould availcble), to mamufacture
more. than one batch of the same original 'job' simultaneously

in two different stations. By doing so, one would hope to re—

-




ii)
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duce the average throughput time of 'jobs' (batches) belong-
ing to the high demand (high processing time) product sizes.
As explained in 3.5.2, two variables are used in order to
control the splitting of jobs: the first variable, SSTYLA (I,J),
is used to specify which products should have their jobs con-
sidered for splitting, and the second varisble (MAXLOT)} is
used to determine how large a 'job' should be before it is
split into smaller batches. It is evident that in cases where
there i1s conly one mould suitable for the manufacture of a

certain product size, the 'jobs' belonging to that product

" size should not be split, because the gplit batches would

have to wait for each other, as no partial delivery 1s allow-
ed. The decision taken was therefore to split all 'jobs' for
which there were at least tweo suitable moulds, and which have
a batch size bigger than four hundred and fifty components
(MAXLOT = 450}. The choice of four hundred and fifty for
MAXIOT was based on the results obtained from the previous
experiments, which had shown that the longer mean waiting
times in queue varied between four and five days. Therefore
if the batch sizes for 'jobs' are limited to four hundred and
fifty items (between three and four days productien), there
should be a better chance of delivering orders inside the

eight days promise,

The second experiment consisted of modifying the demand
pattern, though maintaining the same level of demand. The

idea was to look at the influence of the total amount required
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per 'order' on the delivery performance of the system.

This can be done by modifying both the distribution of
interarrival times (by halving its mean value) and the
distribution of total quantity per order (by also halv-
ing its mean value). This modification in the demand
pattern means that twice the number of orders would be
arriving at the system but the average size of orders would

be half that of the order size in the original experiments.

i1i3) The objective of the third experiment was to observe the
effect on the shop delivery performance, caused by a large
increase in machine capacity, brought about by the addition
of an extra machine to the machine shop. This would mean
doubling the overall production capacity and halving the load

factor.

Each experiment was completely independent from one another. In all
three experiments the FIFOMB rule was used as the scheduling rule,

The results cobtained are shown graphically in figure 4.7 and numeric-
ally in table 4.2. Figure 4.7 presents the distribution of lateness
for the three new experiments, compared with the same distribution for
the previous experiment using the FIFOMB rule. Table 4.2 shows the nu-
merical results of the 'average delivery delay of production', 'percen-
tage of production delivered late', and 'tardiness index of production'

for the three new experiments and for the original FIFOMB experiment.
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The results of table 4,2 and figure 4.7 suggest the following:

i)

ii)

iii)

The splitting of jobs in the present shop configuration (1
machine, 26 moulds} has almost no effect on the delivery
performance. The percentage of 'production delivered late!
came down from 31.11 to 29.94 percent and the tardiness
index has not changed. This 1s probably due to the limited

nurber of moulds for style numbers two and three.

The inclusion of an additional machine had a lcrge impact
on delivery performance. The percentage of productiva deli-
vered late came down from 31.11 to 1.80 percent and the tar-
diness index changed from 1.C5 to 0.04. This was due to a
large reduction in the average waiting time in queue, which
came down from 1.96 days to 0.79 days, a drop of more than
50 percent, and also to the reduction in the average value
of 'process cycle time', which came down from 4.47 minutes
to 3.50 minutes, a change of =21,70 percent. This reduction
in the 'process cycle time'(4)can be understood by the fact
that its wvalue is a function of the number of stations
'loaded' and the amount of setup time. As the load factor
went down, the average number of stations 'loaded’ also went

dovm.

The new demand pattern also had a large effect on the deli-
very performance of the system, showing that for the same

level of production there could be large improvements in

(4) For definition of 'process cycle time' see paragraph 3.3
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delivery performance, if the pattern of demand was favour—
able. The 'percentage of production delivered late' came
down from 31.11 to 4.65 percent and the tardiness index
was reduced from 1.05 to 0.13. The main reason for this
improvement is that smaller orders mean smaller batch sizes
for the 'jobs' and consequently smaller ‘processing time' on
the machine, Although there is an increase in the average
waiting time in queue, and the amount of time spent in sett-

ing up, they are not large enough to offset the decrease in

the 'jobs' processing time.

4.2.4 - The influence of moulds and of MAXLOT (Job splitting parameter)

on the behaviour of the shop

In crder to complete the preliminary investigation two additional se-
ries of experiments were devised in order to throw some light on two
questions.

The first question relates to the possible influence that the value of
MAXLOT could have on the effectiveness of the splitting procedure. The
second question relates to the influence exerted by the moulds on the

delivery performance of the system.

The first series of experiments had the cbjective of getting information
on the influence that the value of MAXLOT and the 'mould restriction'(5)
had on the delivery performance of the system. This was done by making

a small change in the model which eliminated the 'mould restriction’,

(5) The expression 'mould restriction' is used to express the fact

that 'jobs' have to find a suitable mould before they can be
*loaded' at a station.
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such that 'jobs' would always find a suitable mould available. This

is theoretically equivalent to having an infinite number of moulds.

With such modifications implemented it was possible to isolate the

effect caused by MAXLOT values from the effect caused by the 'mould

restriction'. This series consisted of 10 experiments in which the

value of MAXLOT was changed in steps, from one hundred and fifty to

one thousand and then to infinity {no splitting at all),

Results of these experiments are presented in figure 4.8 and table

4.3. Figure 4.8 shows the variation on the 'percentage of production

delivered late' caused by variation in the value of MAXLOT. In table

4.3 the results of 'percentage of production delivered late';

'tardiness index of production'; 'average number of 'jobs' waiting

in queue'; and 'percentage of idle time due to setup', are presented

for each of the ten experiments. From the analysis of the informa-

tion, the following cbservations can be made:

i)

ii)

'Mould restriction' seems to have a large influence on the
delivery performance of the system. The 'percent;ge of pro-
duction delivered late', which was equal to 31.11, in the
case vhere the 'mould restriction' was in operation {(table
4.2), came down to 13.30 percent when the 'mould restrice
tion' was lifted, a reduction of two thirds. The same e-
ffect was cbserved for the tardiness index of orders

{down from 1.05 to 0.27).

The splitting of jdbs seems to have a positive influence

vhen there is no 'mould restriction'. There was a drcp from
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13,30 percent to 6.30 percent in the percentage of 'pro—
duction' delivered late, when 'jobs' were split with a

MAXLOT value of 350.

ther the curve of 'percentage of production delivered late!'
has a point of minimum, which occurs when the value of
MAXIOT is between 250 and 350. The results also show that
the 'percentage of production delivered late' is not very
sensitive for values of MAXLOT above 350, but is quite sen-
sitive for values below 250. For example, for a value of
MAXLOT eqgual to 450, the percentage of 'production delivered
late', changed from 6.30 to 6.70, a difference of only 0.40
percent, which most probably is not statistically signifi-
cant. On the other hand, when the value of MAXLOT was put
at 120, there was a sharp increase in the percentage of
production delivered late, which moved from 6.30 percent
to 8.50 percent, a change of 2,20 percent, w%ich i1s still
not a large difference in absolute terms, but which is
considerable in relative terms. The reason for this sudden
increase can be explained by the sharp increase in the ave-
rage number of 'jcbs' waiting in queue, which went up from
13.1 to 32.1, when the value of MAXLOT changed from 250 to
120. This increase in the number of 'jobs!, resulted in a
large increase in the percentage of time spent with setting
up the machine, which went up from 3.71 percent to 6.1l per-

i3i) An analysis of figure 4.8 and table 4.3 seems to indicate
|
\
|
cent, a relative increase of nearly sixty percent.
|
|
\
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The second series of experiments in this last phase had the inten-
tion of following up from the results cbtained in the above series,
by going back to tﬁe more realistic 'mould restriction' situatiom.
The idea was to get information sbout the effect that variation

in the number of moulds might have on the delivery performance of
the system. This was done by having a series of seventeen runs in
which the number of moulds was increased in steps of one, from
eighteen (which is the minimum technological requirement as descri-
ted in paragraph 3.5.3) te thirty two, and then from thirty two
to forty five in a single step. The selection of moulds for all
seventeen experiments was made through the use of the procedure des—
cribed in paragraph 3.6.1. The FIFOMB priority rule was used through-
out the experiments, and apart from the last experiment in the series

(forty five moulds), all the other experiments were executed without

'jobs' being split into smaller batches.

Results obtained from these experiments are presented in table 4.4,
which contains the results of 'average delivery delay of production';
'percentage of production delivered late'; and 'tardiness index of
production', A graphical presentation of the results i1s also given in
figures 4.9 and 4.10 which show respectively the 'percentage of
production delivered late', and the 'tardiness index of production',
as a function of the number of moulds, The following observations
can be made from the results:

i) There is a clear relationship between the number of moulds

and delivery performance of the system. By locking at fi-

gures 4.9 and 4.10 it can be seen that the curves obtained
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have a shape similar to a negatively exponential curve,
which means that increases in the number of moulds result
in a large decrease in lateness and tardiness, when the
nurmber of moulds is small (between 18 and 26). However,
vwhen the number of moulds gets larger (above 27), in-
creases in the number of moulds result in very small de-
creases in lateness and tardiness. For example, when the
number of moulds was increased from eighteen to  twenty
seven (a net increase of nine moulds) the 'percentage of
production delivered late' went down from 64.3 to  20.9
percent, a relative drop of 67.50 percent, and an absolute
drop of 43.4 percent., However when the number of moulds
was increased from twenty seven to forty five ( a net in-
crease of eighteen) the value of the 'percentage of pro-—
duction delivered late' went down from 20.9 to 18.0 percent,
a relative drop of only 13.9 percent, and an absolute drop
of only 2.9 percent. The same kind of cbservations are true
for the tardiness index and average delivery delay of pro—

duction.

In experiment 17 with the number of moulds equal to forty

five, 'jobs' were split into smaller batches with a value

of MAXIOT equal to 450, When the results of experiment 17

are compared with the results of experiment 16 (which also
had forty five moulds, but no splitting of 'jobs') it can
be seen that splitting of jobs caused a drop in the 'per-

centage of production delivered late' fram 18.0 to 12.7

percent, an absolute drop of 5.3 percent and a relative

drop of nearly 30.0 percent.
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iji) When the results of experiment 9 (which had twenty six
moulds, selected by the procedure described in paragraph
3.6.1), are compared with the results cbtained from a pre-
vious experiment (table 4.1 -~ FIFOMB) in which the select-
ion of moulds was the one used by the company from which
data was obtained (also twenty six moulds), it is possible
to sce that using the twenty six moulds selected by the
described procedure caused a drop in 'percentage of pro-
duction delivered late' from 31.11 to 25.9, an absolute
drop of 5.2 percent and a relative drop of nearly 17.0

percent.

iv) Finally it should be said that forty five is a very large
number of moulds for this situation. An indication of this
is the fact that some of the moulds were hardly used, with
a level of idleness above 99 percent. This was true even
for the case when 'jcbs' were being split, and also when
different selections of moulds were tried. The average mould's
utilization factor in this situation was equal to only 18.0

percent.

It should be said that apart from helping a better understanding of
the system, the results of these preliminary experiments were also
used as a2 first quideline to the particular company from which  the

initial data was gathered.
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4.3 - Experimental designs

The information obtained from the preliminary runs suggested three
areas of investigation to be followed in order to get a better under-
standing of this class of production systems and to suggest possible
ways of efficiently running the system. The first area consists of
the analysis and comparison of the scheduling rules described in
paragraph 3.5.1 and which were initially tested in the preliminary
runs. The second area is cuncerned with the analysis of the effects
caused to the system by variations in some of its parameters 1like,
for example, the mean value of setup times, the load factor, etc. The
third area refers to the study of strategies for capacity manipula-
tion, where options like increased number of working hours per week,
extra moulds, and the use of finished product inventory are compared
in terms of costs and benefits {(represented by better delivery per-

formance).

4.3.1 ~ Experimental design for the study of priority scheduling rules

The preliminary tests with the priority scheduling rules, reported in
4.2.2, have produced some results which, although useful, were by no
means conclusive. This is because of two main reasons. Firstly, the
dafferences between soime of the results were too small in order to
allow any firm conclusion to be made without the backing of a statis-
tical test. Secondly, and more important, the priority scheduling

rules were tested for a single system confiquration, and as a conse-
quence, any conclusion which might have been reached, would be restricte

ed to that single situation.
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Ideally one would like to test the priority scheduling rules under
as many different system configurations as possible. For example,
cne would like to see how the rules behave for different values of
setup times, different load factors, different nunber of moulds,
etc. As far as the model is concerned, it would be possible to
analyse the priority rules for an almost limitless number of system
configqurarions, simply by modifuing the parameters of the variables
provided in the model and described in chapter three. However, be-
cause of time and cost considerations one has to limit the mmumber
of experiments to a manageable size. As Bonini (1963) points out,
when the nunber of changes that can be made is quite large, one must
select some for study and ignore ;thers. When referring to his par—
ticular study he says: "Since there is no concreteness of "bound-
edness" about the universe of all possible changes, we shall have

to take a judgment sample, that is, we shall use ocur own judgment

in deciding which changes in the firm to study™.

Judgement was also used in this study in order to select the varia-
bles whose values were to be changed. After considering such aspects
as the amount of time and experimental effort which would be required,
the information available from industrial data, and the usefulness
of the conclusions which might be obtained, it was decided that the
pricrity scheduling rules should be tested for a muber of system con-
figurations, which would be obtalned by varying six of the system's
parameters:

i) the load factor on the system

ii) the mean value of the distribution of setup times
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11i) the number of moulds
iv) the mean value of the distribution of total quantity
de&anded per order (order size)
v) the value of 'MAXLOT' for splitting jobs
vi) the ratio between the number of product styles and the
nurber of machines (stations)

Because the second area of investigation was concerned with measuring
the effects on the system of variations in the same set of variables
it was at first thought that it might be worthwhile to combine the
first and second series of experiments in a single experimental de-
sign. In order to analyse such a possibility it was necessary to decide
how many different values (levels) each variable (factor) should have,
and the actual values for each variable (factor). Here again judgment must be
used, In relation to the pricrity scheduling rules the number of le--
vels is limited to a maximum of eight (the eight priority rules des-
¢ribed in 3.5.1). Alsoc there is no problem in settmg'thg Barticularlevel
0f the apprepriate Variabk({ado{)) as priority scheduling is a qualita-
tive variable. On the other hand, for the cases of the other six
variables, there is no limitation on the number of possible levels as
they are quantitative variables. However 1if one is mainly interested
in analysing the effect of changes in fhevariaﬁlesjlt is possible to
limit the nunber of levels to two. For example, it would be possible
to measure the effect of load factor by comparing the results obtained
from the model when the system was subjected to a low load factor, as
opposed to the results cbtained when the system was subjected to a

high load factor.

In view of the objectives of this part of the study it was decided that

the use of two levels for each of the six variables (factors) would
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be sufficient to generate the necessary information and give gene-

rality to the results.

If the two areas of investigation were to be combined in a single
experimental design, a possible solution would be to have a factorial
design, in which priority scheduling rules and the six other vari-
@bles would be the factors, and their values, the levels of the
factors (Davies, 1967 (1)). A full factorial experiment for this

6. 8), which would

case would require a total of 512 experiments (2
be too large a number as far as time and computer rescurces availa-
bilityare concerned. For this reason consideration was given to

another experimental design which could econcomize on the number of

experiments, such that the study would be kept within manageable

size, and still generate sufficient informaticn.

In order to plan a more economical experimental design, two questions
had to be answered:
i) is it necessary to test all the eight priority schedul-
ing rules?

ii) is it necessary to compare the priority scheduling
rules for all the possible system configurations which
will be generated from a full factorial design?

To answer these questions, the objectives of the experiments with the
scheduling rules should be considered. In the main, these cbjectives
are to compare the efficiency of the priority scheduling rules,
specially developed for the characteristics of this class of product—
ion system, against rules which have shown to perform well in tradi-

tional 'job shop' or batch manufacturing systems. It is also the
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intention that these comparisons be made over a range of situations
created by variations of the vyalue of some of the system
variables. This can be obtained by taking a 'sample' of the total
system configurations which would be generated, by a complete fact~
orial design. It was also thought that not all the eight priority
scheduling rules needed to be tested. The FIFO and FIFOM rules could’
be left out of the experiments as FIFOB and FIFOMB are no more than
modifications of them, and as far as the evidence of paragraph 4.2.2
shows, performed better, and are based on more logical principles

(as far as this system is concerned).

After all the above considerations it is now possible to devise the
experimental design which will be used in the study of the priority
scheduling rules, There are six priority scheduling rules to be
tested (FIFOB, FIFOMB, SPT, SPTM, SLACK and SLACKM), under a range
of system configurations which will be génerated by varying six of
the variables which might have an influence on the system. The
variations are based on two levels for each variable. Below is a
summary list of the changes (levels) that will be made in each of
the six variables:

i) Load factor: a low average load factor (65%) against a higher

average load factor (85%). It should be pointed out that these

values of load factor are nominal average values. The
actual values will change depending on the system configu-
ration being simulated. As described in paragraph 3.6.1, the act-
ual average load factor is a direct function of the 'process
cycle time'. The 'process cycle time' on the other hand,

depends on the amount of time spent in setting up, which in
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turn depends on the mean value of the distribution of setup
times and the number of changes of moulds. Considering that
the mean of the distribution of setup times is one of the
variables vwhich is changed, and that the mumber of changes
of moulds depends on the relation between the mumber of
moulds and the number of stations{which also changes), it

is expected that the actual 1load factor will vary consi-
derably around the nominal values of 65% and 85%. Because
of this it was decided that 85% should be the upper average
value, in order to avoid thé possibility of thz model
'blowing up' with a load factor too close or above 100%,
which could happen for some of the tighter system
configurations. The choice of 65% as the lower average level
was made because of two main reasons. Firstly, to allow

a large enough difference between the two values, such

that any effect could be easily detected, and secondly, in
order to keep 1ts value close to 70% which was the actual’
value at which the company referredto previously was workings
Finally it should be said that the variation in the nominal
average load factor is obtaiﬁéd by changing the mean of

the distribution of interarrival times.Eight different mean
values have to be used in order to take account of the number
of machines, which (as will be seen later) vary between one
and two, and the average size of orders which will also vary.

ii) Setup time: A lower value for the mean setup time (8 min.),

against a higher value (16 min.).The choice of 8 minutes and

16 minutes was made in order to keep within the bounds of

this ¢lass of production system. The difference between the
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values should be large enough in order to allow any possible
effect to be detected, but not too large, such that the var-
iations in load factor would become too wide (see relatione
ship between setup times and load factor above).

ii) Number of moulds: a medium number of moulds (27 moulds)

against a large number of moulds (42 moulds). The decision

on the number of moulds was based on the results cbtained
from the preliminary investigation (paragraph 4.2.4) which
showed that the addition of extra moulds after 27, had
little influence on system performance for that parti=-
cular system confiquration. The idea was to check whether
this lack of effect would hold true for a wider range of
situations. Considering that at 45, some of the moulds were
not used at all, a decision was made to have 27 and 42
moulds.

iv) Mean value of the total quantity demanded per order: a lower

(1000 items), against a higher value (1600 1tems). The choice

of these values wWasg based on the analysis of actual data from
the industrial company which showed that the average order size
varied between 1100 and 1900 for different product styles.(See
appendix 3). The choice of values far away from those two,
were incompatible with the range of lead times which is
expected from this class of production system.

v} Splitting of 'jobs': The two situations tested were !

first — 'jobs! were never split (MAXLOT = o)

second ~ 'jobs' were gplit (MAXLOT = 450)

The idea was to check whether 'splitting of jcbs' had any
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effect at all on the system's performance. The choice of
450 for MAXLOT was based on the results cbhtained from the
preliminary experiments reported in paragraphs 4.2.3 and
4,2.4.

The ratio between number of styles and number of machines:

a lower ratio {(3:2), against higher ratio (3:1). The choice

of these two ratios was based on the actual situation found
on the industrial example and reported in paragraph 4.2. It
should be noted that the variation in the ratio is cobtained
by maintaining the number of styles constant and varving the
nurber of machines. Fer this reason, and for simplicity of

expression, from now on, reference will be made to both the

ratio and the number of machines (two or one).

In order to make further references and manipulations easier, the

variables and their values will be tabulated and associated with

letters and abbreviated names, as shown on the table below.

Values of the variables' parameters

0 1

Variables to be changed Symbol  Standard values Alternative values

A — nominal load factor a 65% 85%

B - Setup time b 8 min. 16 min.
C -~ Number of moulds c 42 27 ’
D - Size of orders d 1000 1600

E - Splitting of job e ' 450 Co ]

F ~ Number of machines f 2 1
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It can be seen on the table above that the values of the variables
have been divided into two groups: the first group is called stand-
ard values and is denoted by a zero, while the second group is
called alternative value and is denoted by 1. The intention of
doing that is to facilitate reference such that a system con-
figuration in which a = 85, b = 16, ¢ = 27, d = 2600, e = ® and

£

4

1, can be denoted as abcdef, while the system configuration

a=65,b=8,c=42,d=1000, e = 450 and £ = 2 will be denocted
(I). This means that when a variable is at its standard value, it
is associated with zere and the letter which represents the vari-
able does not appear on the denomination of the system confiqura-
tion. However when the value of a variable 1s set at its alterna-
tive value, the variable is asscciated with one and its symbel
(letter) appears on the denomination of the system configuration.

In this way 1f one starts from the standard configuration (I), and
then change the value of a from 65 to 85, the new system configu-
ration will be denominated a. (For further reference to this method
of referring to variable changes, see Davies, 1967 (2)). It should
be noted that the parameters of the variables were divided in such
way that (I} and abcdef would represent respectively the most 'loose'
system configuration (low load factor; low setup time; large number
of moulds; small size for the orders; more favourable ratioc stvle/
machine),and the most 'tight' system configuration (high load factor;
high setup time; smaller number of moulds; large size for the orders;

less favourable ratic style/machine).

Using the notations introduced above it is now possible to propose

an experimental plan for testing the priority scheduling rules. The
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idea is to test them for a set of system configurations which will
include the two extreme cases, (I) and abcdef, and some 'intermedi-
ate' cases obtained by the joint variations of 'some' of the other
variables. In other words, the rules will be tested over a set of
system configurations, which represent a sample of the total number i

of system configurations, which would be cbtained if a full factorial

design were used,

In order to limit the amovnt of experimental work, the number of
system configurations will in principle be limited to six. This will
allow the testing of the two extreme cases and four intermediate cases
(samples), cbtained by varying three parameters at a time. This design
will not allow the systematic study of the influence of the variables
on the scheduling rules, but will allow the comparison of their per-
formance for a range of situations, which is representative of the
situations which would be otained by a complete factorial design.
However in the second part of the investigation, the influences of

those variables on the system behaviour will be fully analysed.

The six initial system configurations chosen as a 'sample' of the

6
universe of sixty four (2 ) possible system configurations are:

i) (1)
ii) abe
iii) def
iv) bhdf
v) ace

vi) abcdef
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The experimental design will consist of testing each one of the six
priority scheduling rules (FIFOB, FIFOMB, SPT, SPTM, SLACK, SLACKM)
for each of the six system config;rations dbove, giving a total of
thirty six experiments; At the end of these thirty six experiments

results can be analysed, and a decision can be made on whether or

not more experiments should be carried out.

4,3,1.1 = Digcussions on the choice of parameters for the variables

Before describing the experimental designs of the other two phases

of experiments, there is a need to discuss all the other wvariables

of the model vhose = valu€s have étill to be determined and just-—
ified. In accor?ance with the descriptions of chapter three, there
are a total of eighteen different variables, somc having more than
one value , In order to determine each of these values |, the
variables will be listed in accordance with the subsystem they belong

to in the model, as described in chapter 3.

a) Variables belonging to the demand or order input subsystem

i) the number of product styles was fixed at three, as it was in
the industrial example. It should be considered that three pro-
duct styles already represent a total of thirty nine product
sizes and ag least eighteen moulds. To increase the nmumber of
styles would result in a large increase 1in the program core
size. However by varying the number of machines it is possible
to assess the effect which might result from o different nmuwber

'
of product styles, because then the ratio between product style
and number of machines (stations) is modified.

ii) the number of product sizes in each style was fixed at thirteen

as this is a typical number of sizes for ladies and men's shoes.
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iii) the distributions of quantities demanded for the different
product sizes in each style and which are represented by
a distributién of proportions, were fixed in accordance with
the values of the histograms of figure 2.3, which was dis-
cussed in paragraph 2.2.3. For details of the distrabution
see appendix 3.

iv) the distribution of total quantity demanded per order wasone
of the variables whose parameterswould be varied. However
-as a probability distribution it has a qualitative parameter
(the type of distribution) and quantitative parameters (mean
and variance}. In order to determine those parameters, the
Kolmogoreff-Smirnoff goodness-cf-fit test was applied to the
industrial data referred in paragraph 4.2 (the details of the
goodness~of-fit test are shown in appendix 3). The test showed
that the distributions of total quantity demanded per order
fits an exponential distribution. It was therefore decided
that an exponential distribution should be used for the gene-
ration of total quantity per order. The quantitative parameter
of the distribution (the mean} is one of the parameters varied
in the model, assumng values of 1000 and 1600. The distribu-
tions however have their tail cut at 5,000 in order to take
account of the way in which due date is fixed. As described in
2.3.1 and 3.6.2, due dates are based on a fixed delivery delay
promise which is independent (within certain limits) of the
total quantity demanded. It is assumed that this limit is 5,000,
and that any order which might be larger than that would in
fact be processed as two independent orders, with different due
dates, as this seems to be the practice of the company from

which data was obtained.
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v) the distribution of interarrival times of orders is one of
the variables whose parameters are modified. In order to
determine ité qualitative parameter (type of distribution)

a Kolmogoroff-Smirnoff goodness-of-fit test was performed

on the industrial data, and it was found that the data alsoc
fits an exponential distribution. It was therefore decided
to use exponential distrabutions to generate the interarri-
val times of orders. Its quantitative parameter (the mean)
is fixed for each experiment in order to generate the desired
load factor on the system. Details of the goodness-of-fit

test are shown in appendix 3.

b) Variables belonging to the machine shop subsystem

i) the number of stations per machine was fixed at twelve, in
accordance with the industrial data. It should be noted that
this variable might have a considerable influence on the be-
haviour of the system. For this reason, considerations were
given to the possibility of including this variable in the
list of variables whose values were going to be changed du-
ring the study. However, the modification of the value of
this variable would require a series of economical and tech-
nological considerations, for which data were not available.
For exanple, if one were to compare one twelve-station ma-
chine with two six-stations machines (to maintain the same
production capacity), the following points would have to be
taken into consideration: what would be the difference in
capital and operation costs between one twelve-station ma-

chine and two six=station machines? Would two six—statior
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machinesrequire two operators as compared with one operator

for a single twelve—séatlon machine? What would be the
technological consequences in terms of '"process cycle time!

of having- a machine with six stations? Would the 'curing’
time interfere with the possible reducticn in 'process cycle
time'? Unfortunately this information was not available, and
the amount of gquesswork would have to be so great as to make
any comparisons very doubtful. It might however be an inter-
esting area of investigation, in order to help the machine
manufacturers to decide on the design of these multiple
station machines.

tha 'process cycle time' was left constant with the same va-
lues as the industrial example, which was described in para-
graph 4.2, It should however be noted that there is a
relationship between the mean value of the total quantity
demanded per order, the delivery delay promises, and the 'pro-
cess cycle time'. Considering that both, the mean value of

the total quantity demanded per order, and the delivery delay
promises are varied, this relationship can be assessed.

the product sizes that each mould can manufacture were main-
tained constant, in accordance with the principle that each mould
of a certain size can manufacture a component of both its normal
size aﬁd half-size above the nominal size. For further details
see paragraph 2.2.1l. The main consequences of changing this
variable would be economical, meaning that more or less moulds
would be needed in order to satisfy the minimum technological

requirements as described in 3.5.3.
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iv) the distribution of setup times was assumed to follow a normal
distribution, with the tail cut at three standard deviations.
The parameters of the distributions (mean and standard de—
viation) varied during the runs, but the ratio between the
standard deviation and mean was kept constant and equal to

0.20.

c) Variables belonging to the inventory system

The inventory system was 'switched off' in all the experiments
concerned with this phase and the second phase of experiments.
It was 'switched on' only in the last phase of experiment re—
lated to the study of capacity manipulation. Its contrel pa-
rameters, viz. list of products to be manufactured for stock,
the reorder point for each stock item, and the reorder batch
quantity, are discussed later, when the last series of expe-

riments are discussed.

d) Variables belonging to the operation control subsystem

The priority scheduling rules; the values of MAXLOT; the number
of machines; and the number of moulds, are all modified in this
series of experiments and their parameters have already been
discussed. The only point which should be stressed is that the
selection of moulds is made by the use of the procedure descri-
bed in paragraph 3.6.1. The other variable of the cperation
control subsystem is the number of working hours per week which,
in this experiment, was maintained constant and equal to forty

five hours per week. Its value is however modified for the third
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series of experiments, and discussions will be conducted

when those experiments are analysed.

4,3.2 —~ Experimental design for the study of main effects and inter—

actions of some variables on the behaviour of the system

The main objective of this part of the investigation is to cbtain
informaticon about the sensitivity of the system to variations in
some of its variables, In the last paragraph the six variables to be
analysed have been defined, and a notation introduced in order to
represent the different system configurations which are generated by

making changes in the valueg  of the variables.

The methed of experimentation consists of making changes in the

values of the variables and then analysing the effects of these changes
upon the behaviour of the system. In order to conduct the study in a
systematic way, it is necessary to decide upon the proper method of

analysis, viz. the experimental design.

It would be a relatively simple matter to make a series of independent
alterations in the variables, one at a time, and to note the effect of
each of those alterations in turn. Such a procedure however has two
drawbacks. .
i) Interaction effects would be ignored. It is possible that a
change may have an effect upon the system only if some other
change is also effected. For example, a high number of moulds
may have an effect upon the delivery performance of the system,

only if the ratio (number of style/number of machines) is low.
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Such interactions might be important, and should not be
ignored. .

ii) There would be little generality in the results. If single
changes were made, the effects of these changes could be
said to zpply only to situations quite similar to the
system configuration in operation when that change was made.
Tdeally each individual change should be made over a wide

variety of system configurations.

As stated at the beginning of this chapter, the objective of this

part of the investigation is to have an experimental design which
will generate infoirmation that will enable the estimation of the

main effects and interactions of the various variables. The factorial
experimental design 1s well suited for such an analysis. If a complete
factorial design were to be used, it would require a total of 64 (26)
experiments. It is however possible to economize in the number of
experiments by using a fractional factorial design. Such a design
enables the estimation of the main effects and low-order interactions,
by confounding higher order interactions with lower order interactions.
This 1is made possible by the fact that higher order interactions are
generally assumed to be zero. As Bonini, (1963 (2))says: 'Interactions
higher than first order are generally assumed to be zero. In addition,
thelr meaning would be difficult to decaipher at the present state of
knowledge'. He also notes that a detailed examination of references
failed to reveal any illustrations in where the higher order inter-

actions were not ignored or assumed to be zero.

If a half-replicate factorial design (Davies, 1967 (3)) is used, only
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thirty two experiments will be needed, and it will still be possible
to measure all the main effects and first order interactions, which
would be confounded.respectively with fourth and third order inter=
action. In view of this, it was decided that a half replicate factorial

design should be used.

There are two vossible designs for a half-replicate design, one being
the complement of the other. In table 4.5 these two designs are listed.
The first design is cobtained by equating the main effect F to the
fourth order interaction ABCDE and the second design iIs cbtained by
equating F to -ABCDE (Davies, 1967 (3}). If one considers that the
third and fourth order interactions are zero, then the two designs

are equivalent as far as the estimation of the main effects and first
order interactions are concerned. In fiqure 4.6 the main effects and
first order interactions are listed, with their respective aliases
(confounding pairs), for the case of the first design, which 1s the

cdesign used in the experiments.

A single priority scheduling rule will be used throughout the thirty
two experiments in this series. The choice of the rule to be used
will depend upon the results from the previous series of experiments.
In relation to the other system's variables, they will be maintained
fixed, with their parameters set in accordance with the description

given in paragraph 4.3.1.1.

4.3.3 - Experimental design for the study of strategies for capacity

manipulaticn

In paragraph 4.2.4'a series of experiments were discussed in which
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the relationship between the number of moulds and the delivery
performance of the system was analysed. Although the'results
cbtained helped to increase the understanding about the system's
behaviour, it fell short of producing more practical information.
If one is going to increase the number of moulds, then the opera-
tional as well as the economic consequences of the decision should
be taken into consideration. ?he operational consequences can  be
measured by the effect on the delivery performance, and the eco-
nomical consequences by the costs incurred when providing the
moulds. To increase the number of moulds is however only one way
of increasing the system's capacity to meet demand. Capacity
could also be increased by working overtime, having extra shifts,

maintaining stock, etc.

This series of experiments was therefore designed with the cbjective

of comparing the different strategies for capacity manipulation.

The experimental design for this phase of the investigation consists
of making single changes in the gsystem's 'capacity parameters' {(num-
ber of moulds; number of machines; number of ‘working hours per
week; and the other three control parameters related to the inventory
control subsystem), and to measure the consequences of those changes
on both the delivery performance and the costs incurred by the system.
All the remaining variables of the system are maincained constant,

in accordance with the parameters set in paragraph 4,3.1.1.

Further discussiens about the experimental design and the system's
parameters for this phase of the investigation will be conducted
in chapter eight, when the results of the experiments are presented

and discussed.
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4.4 - Summary

This chapter has presented the results of some preliminary experi=-
ments and discussed the experimental designs used during the main

core of the investigation.

The main core of the investigation was divided into three  areas,
each one having its own set of experiments for which experimental
designs were organized, in accordance with the objectives of the

study.

Also discussed in this chapter were the parameters for the other
variables of the system whose values were maintained constant

throughout the experimentation.




TABLE 4,1

RESULTS OBTAINED BY THE USE OF DIFFERENT PRIORITY SCHEDULING RULES

RULE PERCENTAGE COF TARDINESS INDEX PERCENTAGE CF TARDINESS INDEX IDLE TiME DUE
LATE ORDERS OF ORDERS LATE PRODUCTION OF PRODUCTION TO SET UP (%)

FIFO 21,02 0,73 35.31 1.17 3.15

FIFCB 19.28 0.71 33.77 1.14 3.11

FIFCM 20.83 0.71 34.38 1.15 2.80

FIFQOMB 18.88 0.67 3l.11 1.05 2.81

SPT 18.76 1.06 37.38 2.28 3.37

SP™ 15.00 0.79 3l.66 1.72 2.82

SLACK 22,04 0.73 33.28 1.09 3.17

SLACKM 22.02 0.80 34.18 1.20 2.88




TABLE 4.2 g
RESULTS CF DELIVERY PERFORMANCE FOR DIFFERENT SHOP CONFIGURATICNS

EXPERTIMENT AVERAGE DELAY PERCENTAGE CF TARDINESS INDEX
OF PRODUCTION PRODUCTICN LATE OF PRODUCTION

ORIGINAL 7.15 days 3l.11 % 1.05

FITOMB

SPLITTING 7.01 days 29,94 % 1.05

CF JCBS

TWO 4.20 days 1.80 % 0.04

MACHINES

NEW DEMAND 3.91 days 4,65 % 0.13

PATTERN




TABLE 4.3 ~

RESULTS CF EXPERIMENTS TO TEST THE EFFECT OF MAXLOT VALUE ON SYSTEM PERFORMANCE

VALUE CF PERCENTAGE OF TARDINESS INDEX AVERAGE NO. COF IDLE TIME DUE
MAXLOT PRODUCTION LATE OF PRODUCTION JOBS IN QUEUE TO SETUP %
120 8.50 0.19 32.1 6.11
230 6.30 0.14 13.1 3.71
350 6.30 0.14 9.6 3.17
4590 6.70 .15 8.2 2.93
5350 740 0.16 7.1 2.72
650 7.90 0.16 6.6 2.66
750 8.10 0.19 6.1 2.63
S00 10.40 0.23 5.9 2.61
1000 10.40 0.23 5.9 2.60

(s3] 13.30 0.27 5.7 2.59




TABLE 4.4

RESULTS OF EXPERIMENTS ATMED AT RELATING NUMBER OF MOULDS TO DELIVERY PERFORMANCE

EXPERIMENT NUMBER CF AVERAGE DELIVERY TARDINESS INDEX PERCENTAGE OF
NUMBER MOULDS DELAY OF PRCDUCTICN OF PRODUCTION PRODUCTION DE-
LIVERED LATE
1 18 13,34 6.21 64,3
2 19 13,22 €6.11 63.5
3 20 10.75 4.21 51.1
4 21 8.65 2.48 42.3
5 22 8.20 2.06 40,4
6 23 7.21 1.19 33.8
7 24 6.84 0.99 30.8
8 25 6.57 0.83 27.6
2 26 6.19 0.71 25.9
10 27 5.93 0.61 20.9
11 28 5.91 0.65 22.5
12 29 5.74 0.62 20.4
13 30 5.73 0.53 0.7
14 31 5.81 0.59 20.6
15 32 S5.77 0.56 20.2
16 45 5.56 0.50 18.0
17(*) 45 5.16 0.38 12.7

(*) Experiments 16 and 17 were both made with 45 moulds, the difference being that while
in experiment 16 there was no splitting of 'jobs', in experiment 17 all 'jobs' with
batch size larger than 450 were split 4into smaller batches.




TABLE 4.5
TWO POSSIBLE DESIGNS FOR A HALF-REPLICATE FACTORIAL DESIGN

FACTORS LIST OF EXPERIMENTS FOR
A B C D E F DESIGN 1 * DESIGN 2
- - - - - - (1) 3
+ - - - - + af a
- + - - - + bf b
+ + - - - - ab abf
- - + - - + cf c
+ - + - - - an acf
- + - - - be bef
+ + - - + abcf abc
- - - + - + daf d
+ - - + - - ad acf
- + - + - - bd bdf
+ + - + - + abdf abd
- - + + - - cd cdf
+ - + + - + acdf acd
- + + + - + bedf becd
+ + + + - + abcd abedf
- - - - + + ef e
+ - - - + - ae aef
- + - - + - be bef
+ + - - + + abef abe
- - + - + - ce cef
+ - + - + + acef ace
- + - + + bcef bce
+ + + - + - abce abcef
- - - + + - de daf
+ - - + + + adef ade
- + - + + + bdef bde
+ + - + + - gbhde abdef
- - + + + + cdef cde
+ - + + + - acde acdef
- + + + + - bcde bcdef
+ + + + + + abcdef gbcde

Note: (-) factor is on its standard value

(+) factor is on its alternative value



TABLE 4.6

LIST OF MATN EFFECTS AND FIRST ORDER INTERACTIONS AND THEIR
CORRESPONDING ALIASES (CONFCUNDINGS)

MAIN EFFECTS ALTASES
A BCDEF
B ACDEF
c ABDEF
D ABCEF
E ABCDF
F ABCDE

FIRST CORDER ALIASES

INTERACTIONS
AB CDEF
AC BDEF
AD BCEF
AE BCDF
AF BCDE
EC ADEF
BD ACEF
BE ACDF
BF ACDE
CD ABEF
CE ABDF
CF ABDE
DE ABCF
DF ABCE
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‘CHAPTER 5

DISCUSSICNS OF TACTICAL PROBLEMS AND SELECTION OF SAMPLING PROCEDURE




5.1 - Introduction

The objective of this chapter is to discuss the way in which the experi-
ments with the simulation model were carried out.
Conway (1963) defines three main phases in any investigation by simulation,
after the problem to be considered has been identified and formulated.
They are:
1, Model implementation - description of the model in a suitable
conputer language;
2, Strategic planning - design of experiments that will yield the
desired information; - '
3. Tactlcal planning - determination of how each of the test runs
specified in the experimental design is to be executed.
Phases 1 and 2 have been described in detail in chapters 3 and % respect-
ively: this chapter will concentrate on the description of phase 3 which
is concerned with the efficiency of the method used in obdbtaining the
desired information from the simulation model. It is basically an analy-
sis of different ways of obtaining the desired information within a
certain statistical precision . If the efficiency of the experimentation
was not taken into consideration, then the use of very large sample sizes
could overwheln all of the difficult tactical questions, but this is not
a satisfactory or practical answer., A declsion was therefore taken to

make a series of pilot runs, in order to decide on a tactical plan.
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5.2 = Analysis of tactical prcblems

The necessity of tactical considerations arises because of two pro—
blems which are present in most computer simulation experiments. These
are the problems of equilibrium and variability in the model with the
consequent necessity of determining sample sizes. As Gordon (1969) says,
"the introducticon of stochastic variables into simulation models causes
the variablers used to measure the system performance to become random
varigbles, and so the problem of gauging the significance of the results
mist be considered. The values measured are no more than samples, and
they must be used to estirate the parameters of the distributions

from which they are drawn". .

Fach one of the above two problems generates questions which have to

be answered before efficient use can be made of the model.

Fl-Rayah (1973) suggests five questions that should be answered when
planning a computer simulation experament:
"(1) How long do the systems require to settle down to a steady-
state (equilibrium} condition?

(2} What starting condition for the simulation runs should be
used or whether an 'empty and idle' starting condition is
reasonable, -

(3) How long a simulation run should be?

(4) How many runs (cbservations) to have and which method of sampl-
ing and replication should be used to cbtain the samples?

(5) What, if any, variance reduction techniques to employ?"

Questions 1, 2 and 3 relate to the problem of equilibrium or ‘'steady-
state' situation of the simulation runs, while questions 3, 4 and 5

relate to the problem of variability of the results.
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5.2.1 - Problems of stabilization and starting conditions

The problem of stabilization arises from the intermittent nature of
simnlatlion models, Bach time a new experiment is carried out, an arti-
Ticial initial condition is used to start the run, This abrupt begimning
must be taken into consideration in order to avoid the introduction of
any blas which could influence the results of the output varlables which
the model is intended to measure, A large enough run should be able to
overcome this problem beczuse thc bias, which would be introduced at
the beginning,would have smaller and smaller influence as the size of
run increases, until this Influence tecomes negligible. This of course
is not a satisfactory solution because in increasing the run length one
is neglecting the efficiency of the experimentation, and morecver, de~
pending on the system being analysed and the starting condition used,
1t may be that an extremely long run would be needed in order to reduce
to acceptable levels the influence of the bias on the results being

reported.

If some reasonable starting condition is chosen and some information
discarded in the beginning (stabilization period), it should be possible
to reduce the size of the run to an acceptable length., Unfortunately it
is not very sinmple either to determine what a good starting condition
would be or to decide when measurement should begin, In fact as
Conway (1963) says, there is no general objective criteria for determin-
ing when measurement should start, the only thing clear is thati the
problem should be recognized and dealt with, The decision about starting
condition and non sampling period becomes even more difficult when the

model 1s being used to compare different system configurations, because
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then, a starting condition which seems reasonable for one system

configuration could well not be so for another,

Conway (1963) suzgests 3 alternative solutions to the problen of initial
conditlions:
"(1) Test each system starting ‘empty and idle';

(2) Test each system using a common set of starting conditions
that is essentlzlly a compromise between different sets of
reasonable starting conditions;

(3) Test each system with its own 'reasonable' starting conditicn”,

Each of the solutions has its own pitfalls. Solution 3 seems to be the
most difficult to apply because it would require a previous kiowledge of
the behaviour of each of the system configurations belng tested, and
also because there is a danger that the use of diffexrent starting condi-~
tions could bias the resulis in favour of a particular system configura-
tion. Solution 2 should be more efficient than solution 1 in terms of
reducing the lenzth of the stabilization peried, but again it would be
very difficult to find a 'compromise reasonable condition' when a large
number of systen configurations are being compared, In these cases,

a modified ‘'empty and idle' solution could be used. For example, the time
scale for the first few exogeneous eventis can be artificially compressed

to accelerate the development of a reasonable 'backlog of work'.

In order to find an answer to these problems a series of pilot runs has
to be made, in which the variables being heasured are output at short
intervals, and the results plotted on a chart to indicate the behaviour

of the variables over time, In planning the pilot runs a series of deci
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slons has to be made, concerning initial conditions and system configu-
ratlons to be tested, together with the variables which it is intended

to analyse,

Before these points are considered, it is important to note that the
discussions which follow assume that no stock of finished goods is held
by the system, This is due to the fact that the inventory subsystem was
only incorporated to the model in the later stages of the study, and
for the greal majority of the experiments it has been 'switched off’,
The major consequence of this assumption is that ‘conclusions in respect
of initial conditions and stabilization periods might not be valid for
the experiments in which the inventory system is 'switched on', Discuss-
ion of this problem will be left for a later stage when experiments with

the inventory system are reported.

5.2.1.1 ~ Choosinz initial conditions

In view of the larze number of system configuratlons being studied 1t
was decided to use a modified 'empty and idle' solution for the initial
condition, in which the exogeneous event, arrival of orders in the systen,

was artificially compressed to create a fast backlog of work in the

queve. The generation of order arrivals to the system is made through a
series of sampling distributions, each using its own stream of random
numbers, Basically, each one of the different product styles has two
main distributions attached to it, one representing the interarrival ti-
me and the other the total size of the order, The method chosen for
initialization considers the system in the 'empty and idle’ situation,

but instead of generating an arrival time for the first orders in each
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style from the appropriate distribution, each initial order is artifi-
clally set to arrive at time zero in the simulation, This still leaves
the other random variable, size of order, to be determined. By testing
different values for the sizes of the first orders arriving, it is

possible to analyse its effect over time on the variables being output.

The values chosen are multiples of the average size of the orders

arriving at the system,

Three values, equal to 1, 2 and 4 times the average size of the orders

were tested,

5.2.1.2. - Choosing the system confisurations to be tested

In view of the large number of system configurations in the study, it
would be impractical to test the effect of the initial conditlions on
all the configurations, Fortunately this is not necessary, as it is
possible to choose a few configurations which represent the range of
situations covered by the study. Two different system configurations
were chosen:

1) a=65 b=28, ¢ =042, d=1000, e = 450, £ = 2, FIFOIB

2) a=85 b=16, ¢ = 27, & = 1600, e = ®w ,f

ft

1, FIFOMB

Where: a = load factor on the system (percentage)
b = mean setup time (minutes)
¢ = total number of moulds available
d = average size of an order

e = maximum size of a batch, before splitting (MAXLOT)

Hy
1t

minber of machines in the systen
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Analysis of these two configurations wlll give an indication of the
influence of initial conditions on the output variables, and the .

general behaviour of the system over time,

5.2.,1.3 - Choosing the variables to be output

The simulation model was designed to output a large number of variables,
sone related to the internal behaviour of the system, such as 'process
cycle time' and ‘'average number of jobs waiting in the queue', and
others related to the delivery performance of the systen, such as
‘average delivery delay of orders', 'percentaze of late orders' and

"tardiness index of oxrders'.

Consldering the number of variables, it would not be practical to
analyse all of them for each one of the situvationz tested., Fortunately
this is not necessary. By carefully selecting some key variables it is
possible to check whether the system has reached a point of equilibrium,
One such variable in a queueing system is the 'average number of jobs in
queug’. Other key variables are those used to measure the delivery perfor-
mance of the system, because they represent the ocutput of the system, It
is expected that if the system is in equilibrium, then all its ocutput
variables should also be in equilibrium, However the only way to check
that is by comparing their relative behaviour over time. Three of the
ma jor output variables in the systen are ‘averzge delivery delay of or-

ders’', 'percentage of late orders' and 'tardiness index of orders',

Flgures 5.1, 5.2, 5.3 and 5.4 show the behaviour of the four key vari-

ables described above for the case of FIFOMB, a = 85, b = 16, ¢ = 27,
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d = 1600, e = @, and £ = 1, with the size of Initial orders equal to

the average size of an order (1600 pairs).

The value of each variable is output at intervals corresponding to the
completion of 10 full orders for both cumulative and independent sta-

tistlics,

Figures 5.1 to 5.4 show clearly that the four variables behave In a
very similar pattern. Thus it is possible to choose one of them, and
to draw concluslions which hovefully will be valid for the other vari-
ables as well. The variable 'average delivery delay of oxders' wa.s

chosen due to its characteristic as a mean value,

5.2.2 - Pilot study ~ determination of starting conditions and stsbi=-
lization yperiod

In order to choose the starting conditlons and determine the stabiliza-
ticn period, a series of eleven runs were conducted, in which the vari-
able 'average delivery delay of orders' was output at intervals cor-

responding to the completion of ten full orders, and its behaviour over

time plotted for the cases of cumulative and independent statisties.

The first three runs were designed with the objectlve of analysing the

behaviour of the output variable for the three initial conditions al-

ready described, for the case of FIFOMB, a = 85, b = 16, ¢ = 27, d = 1600,

e=03,f=l-
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Figures 5.5 and 5.6 show the results for the cases of cunuiative and
independent statistics respectively., Looking at the figures it is possi-
ble to obsexrve that initial conditions 1 and 2 (average and twice avera-
ge order size) seem more appropriate than condition 3, becaunse initial
outputs are closer to the ones found at the more 'steady' part or the
run, It is also possible to observe that the system has a highly random
component, which means that any effect of a sudden build-up In the sys-
ten Is quickly dissipated. This can be seen, for example, in the dissi-
pation of the build-up effect caused by the initial cond%tions. After
the completion of twenty full orders the additional effect of starting
with condition 2 instead of 1 has been completely dissipated, as shown
in fig. 5.5. The same 1s true for initial condition 3, after thirty
full orders have heen completed. The conclusion to be draym fron the
above is that if initial conditions 1 or 2 are used, and if a period co-
rresponding to the completion of twenty full orders is discarded at the
bezinning of each run, any initial bias which could have been introdu-
d¢ed by the artificial initlalization can be considered insignificant

for any run of reasonable length,

Runs_& to 11 were intended as a test of the suitability of initial con-
dition no. 2, for other system configurations., The same procedure  of
outputting the variable 'average delivery delay of orders' at intervals
corresponding tc the completion of ten full orders iwas repeated for the
cases of two system configurations;

1) FIFOIB, a

i

65, b=18, ¢ = 42, d = 1000, e = 450, £ = 2

85, b=16, c = 27, A = 1600, e = 00 , £ =1

2) FIFOI®B, a
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For each case four different streams of random numbers were used, with
the intentinon of anzlysing the effect of different streams on the out-
put variables. Figs., 5.7 and 5.8 show the cumulative statistics for the
output variable for system configurations 2 and 1 respectively, and for
the four different streams. Analysis of figures 5.7 and 5.8 shows that
initial condition 2 is quite reasonable for both system configurations,
as is 1llustrated by the relatively small bias introduced at the beginn-
ing of the run, vhich can be made even snaller b& eliminating from the
statistics the period corresponding to the completion of the first twenty

full oxders.

Another observation that can be made relates to the strong influence
different random streams have on the output variables, In fact it can be
noted that even after a relatively large run, when the cumilative statis-
tics from individual streams seem very close to equilibrium, the values

of the output variable differ markedly from the different streams.

This observation confirms the results reported by El-Rayah (1973) which
found a high statistical significance in the difference of response
estimates obtained through different random streams. This fact tends to
indicate that in order to obtain precise estimates for the output vari-
ables 1t would be better to have a series of smaller runs with different

randon streams, than a large run with a2 single random stream,

In the light of these results, it seems reasonable to suggest that to
achieve stabilization and have reasonable startlng conditions, condition
2 (modified 'empty and idle' situation with initial orders twice the

average size of an order ) should be used, and information discarded at
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the beginning for a period corresponding to the completion of twenty full
orders and only then start gathering statistics. The length of the run
for the valid period will depend on the number of replications used and

the desired level of statistical precision.

5.2.3 - Problems of sanple size, replication and vaeriability

The necessity of deternmining sample size in simulation experiments 1is
due to the introduction into the model of stochastie variables which
cause +the variables being reasured to becone random variables, in most
cases having a high level of variability. The exlstence of such uncertain-
ty results in the need for assessing the accuracy of the resulis being
considered. The statistical methods available for estimating population
paraneters through statistics of random samples are well known, and
familiar to anyone concerned with sampling procedures, Considering that
the results of simulation experiments are, in essence, samples from sta-
tionary populatlions, it would,seem logical, at first, to make use of
the familiar statistical models available for traditional sanpling ex-

periments.

A traditional sampling technique consists of drawing a variable Xs from
a population that has a stationary probability distrivution, with a

finite mean M 2nd variance O%(Gordon (1969)). If n independent obser-

vations of the variable x; are nade, then one would be able to estimate
the parameters i and o2 of the real population through the statistics

¥ and $? which are given by

Seleen X = and 5.2... & =E (xi—i)’/(n—l)

i=1




The central 1imit thecorem establishes that the distribution of X tends

to a normal distribution with mean u and variance o2/n

It happens that the variable, [Guenther (1964) (3)]

t 4, = /B éX —u) cee 5.3

follows a Stndent + distribution with n - 1 degrees of freedon,
Based on this distribution one could then choose a value u such that
fu) =1 =~ «/2 for 0S%/2 <1 and denote u by /3

The probability that t . is greater than U, would be /2

1
Due to the symmetry of the t distribution, it would then be possible to

state the probabllity of tn— lying between - Uy and MY _,, Dby

1

- < < = - sasw .
Pr [~ ugp St S U =1 m °+4

From (5.3) and {5.4) it is possible to build a confidence interval for
the parameter p being estimated, which would have attached to it a

probability given by

.unx/2} -l-a

Ao

— S —
er{X - v, g X+

where the constant 1 - « is the confidence level, and the interval

X

— u

/o «/2

I+,

is the confidence interval. It can be seen that thesize of the confiden-
ce interval and, as a consequence, the precision of the estimate, 1is an

inverse function of the sample size n., So, theoretically, for a set
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confidence level, it would be possible to reduce the confidence interval
to any desired level, by simply increasing the sample size n. However
al) these procedures are based on the following +two assumptions:

a) the observations are drawn from stationary distribution;

b)  the observations are statistically independent.

In a simulation experiment the first condition can be obtained by consi-
dering the stablilization problenm a; In paragraph 5.2,1, but the second
condition has still to be considered, Unfortunately many simulated sys-
tems tend to generate highly autocorrelated variables, This is particu-
laxly true for the case of temporary entities In queueing systems, where
variables belonging to consecutive elements tend to be highly autocorre-
lated, ‘This autocorrolation between consecutive elements precludes the
use of the classlical statistical method of equating the variance of the sample
mean to the variance of the sampte aivided by the sample size. In onder to
overcome this problem a series of different solutions have been suggest-

ed, and they are all related to the method by which samples are obtained,

Different  sampling methods have been used in reported simulation
experiments, and they differ mainly in relation to what one considers
to be & single sample. For example, consider a simple queue problem 1in

which one is interested in measuring the average throughput time of Jjobs

leaving the system. The most obvious way of obtalning the desired statis-
tic would be to measure each single throughput time, Xs 9 for individual
jobs, as they leave the system, and then, by using the collection of

all x, obtained, calculate the desired statistics, If n such Jobs

i

were measured the sample size wouvld obviously be equal ‘o n.
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By varying the duration of the mun from, say, one to two months, one
could increase the sample size, Two problems exist with this method:

first, the series of values x, tend to be highly autocorrelated, and

i
so one cannot use the sample variance to estimate the sample mean vari-
ance, without +the introduction of an extra term +hich takes account
of the autocorrelation. Secondly, if one is Interested in measuring some
parameters from permanent entitles like, for example, the percentage of
time the service statlion stays idle, one would not be able to estimate
its precislon, because such a statistic would be the ratio of two cumu-

lative variables, namely the total time the station stayed 1dle divided

by the total simulation time.

A second method would be to have a series of n independent runs of, say,
one week, instead of a single run of eight weeks, The runs would be made
independent by restarting the simmlation after the end of each run, and
using a different random siream each time. This method would solve the
problems discussed above, because then it would be possible to measure
the uncertainty associated with all the variables being measured.

Each run would contribute a single value to the calculation of the mean
and variance, viz. the mean value of each run, and the use of different
random streams would‘éuarantee independence of the samples. The sample
size would be the number of runs. The main problem with this method is
the fact that each time a new run is started the problems of initial
conditions and stabilization period have to be considered, and this
could in certain cases result in a large amount of information (stabili-

zation period) being thrown away, which can be seen as sampling ineffi-

clency.




=135=~

The third method, also called the 'run-subdivision method', consists in
having a single long run divided into equal periods, such that the mean
value of each period would contribute a single value to the caleculation
of statisties. With this method, the final condition of a sampling period
will be the starting condition of the next one, and as a consequence,
subsequent periods would in principle not be independent.

Two solutions could be adopted in order to guarantee independence of
consecutive perinds., The first would be to make the length of the sub-
division periods so long as to render subsequent periods independent from
each other. Thic independence could, and should, always be tested by
calculating the autocorrelation coefficient in the time series generated.
The second solution would use a decoupling period between consecutive
runs, in the same way that the stabilization period is used to render

the sampling period independent from the initial conditions.

It is argued, Conway (1963), that the final condition of an individual
period should be a more reasonable starting condition for the next period
than one set artificially, and because of that, the decoupling period
could be smaller than a normal stabilization period, resuliing in a more
efficient sampling procedure than the one used by the completely inde-
pendent run method, which always startsfrom an artificially set initial
condition. The main problem with such a method is that the autocorrela-
tion tends to vary depending on the system configuration belng analysed.
There is therefore the pioblem of ensuring that autocorrelation is not
overlocked in certain cases, which could result in a serious overestima-

tion of the precision of the results.
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Apart from the three methods described above, another two have been
suggested in the literature concerning computer simulation experiments.
They are both more complex than the previous ones, and do not seem well

suited for the sori of investigation this project is intended to follow.

The first one,Conway (1964), 1s based on the idea of eliminating the
autocorrelation between observations by performing a linear transforma-
tion on the original time series obtained during the experimentation,
Traditional analysis is then applied assuming the transformed observa-
tions are uncorrelated, However, it has been pointed out,Fishman and
Kiviat(l96?), that this procedure throws away a considerable amount of
information, and that the transformed time series may be inappropriate

for comparison purposes.

The second method, Fishman (1967) and Fishman and Kiviat (1967), is
based on exploitation of the autocorrelation rather than in its elimi-
nation, The approach centres on the utilization of spectral analysis on
the generated time series, with the objective of identifying an interval
called 'correlation time of the process', which 1s dependent on the au-
tocorrelation properties of the process. The principle of the ‘correla-
tion time' is based on the assumption that if a process is observed for
a time interval equal to n 'correlation times', then from the point
of view of the variance of the sample mean, this time series is equiva-
lent to collecting n/z independent observations. By using the 'correla-
tion time' together with the total observation interval, one can define
the number of ‘equivalent independent obsexrvations' contained in the
autocorrelated +time series, with the objective of calculating the sample

mean varlance,
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The main problem with this method is the fact that it needs a preliminary
run for each individual system configuration being analysed, with the
objective of estimating the population variance 02 . For studies in
which there are a large number of system configurations belng investiga-
ted, such preliminaily runs may become prohibitive, For this reason this
method has not been considered in this study. Based on the characteris-
tics of the five methods described above and on the characteristic of
thils study, it was felt that only twe methods, the independent replica-
tion method and the run-subdivision method, are suitable for conducting
the serles of planned experiments in this study., In order to help Qecide
which method to use, a series of pilot runs were made with the objective
of determining the most efficient and practical method. Efficiency is
understood as the capacity for generating the required Information, with
the required preclsion and with the minimum sampling effort, The descrip-
tion of the pillot runs will be glven later on in this chapter, but a dis-

cussion about variance reduction techniques will be conducted first,

5.2.3.1 - The use of variance reduction technigues

A1l the discussions in this chapter have been concerned with the éffi-
ciency of obtaining the desired information from the simulation model.,
The main objective is to minimize the sampling effort for a given preci-
slon of the generated information. Considering this objective, one can-
not fail to analyse the possibility of using some variance reduction

techniques in the experimentation with the model.

Variance reduction tzchniques are statistlical methods used with  the

objective of reducing the variance of the estimated response, through
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the replacement of the crude 'straight on' sampling procedure by a

revised procedure,

Many variance reduction techniques can be found in the literature about
sampling procedures, and some of them, like proportional sampling,
fixed sequence sampling, importance sampling, use of concommitant in-

formation and control variate, have been analysed by Ehrenfeld (1962)

to check their efficiency when applied to computer simulation experiments.

Kleijnen (1975) however, points out that the adjustments required by
most of these techniques in order to make them applicable to simulation
experiments, result in quite complicated procedures and that they have

hardly been applied in practice.

Two other techniques however, remain very simple when applied Lo simula-
tion experiments., They are the use of antlithetic variates and common

random numbers (or correlated sampling),

The concept of antithetic variates, as developed by Hammersley and

Morton (1956), is based on the idea of generating pairs of negatively

correlated random varliables, The use of antithetic variates in computer
simnlation experiments has become widely accepted, and the most common
procedure is to generate a pair of runs such that the first run is gene-
rated in the 'normal' way from the random numbers Tys Toeeo but its
conpanion on the pair is generated 'antithetically' from the complements
of these random numbers, i.e., from (1-ri), (l-ré), «+«s By doing so one
hopes to create a negative correlation between the responses of the two

partner runs, Such correlation decreases the variance of the average

output of the two runs, since:
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Vare. {(xl + x2)/2] = {var. (xl) + var. (x2) + 2 cov. (x1 + xz)} /@:

where x and x, are the output of run 1 and 2 respectively [Kleijnen

2
(1975) ] .

If the two runs were independent, cov(xl, x2) would be zero, Whethexr
antithetics indeed create negative correlation in a complicated simu-
lation cannot be proved. However intuition indicates that negative cor-
relation may be expected, Experiments with various simulated systens of

noderate complexity show that such correlatlon is created indeed,

[Kleijnen(l9?5).El-Rayah (1973)] .

Common random numbers can be used when the intention 1s to simulate and
compare two or more sysiems or system configurations in relation to thelr
response., By using the same sequence of random numbers for all systens
being compared, one is comparing them 'under the same circumstances' or,
statistically speaking, thelr responses are supposed to show positive
correlation, Such correlation is desired since:

var (x - yv) = var (x) + var (y) ~ 2 cov (x.y)
where x and y are the response of systems 1 and 2 respectively. This
variance reductinn technique is widely used in practice and Conway (1963)
strongly recormended its use by saying:"The use of a common seguence to
test all alternatives appears the most important single procedural
questlion in simulation and can very well mean the difference beiween

feasibility and impossibility?
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5.3 - Selection of sampline procedure

The previcus paragraph has listed a number of sampling methods, together
with some variance reduction techniques.

Because of practical considerations only two sampling methods and  two
variance reduction techniques will be considered. Basically iwo questions
are examined:

a) whether to use completely lndependert runs, or the run subdivi-

sion method of sampling;

b) whether to use any of the variance reduction techniques.
Considering the characteristics c¢f the study, which will compare a series
of different operation rules and system configurations, it was decided
that the variance reduction technique of common rardom numbers should be
used, independently of the sampling method chosen. The arguments for its

use have already been strongly justified in the last paragraph.

In relation to the other variance reduction techniques, the use of antl-
thetic variates seems the most useful, and practiecal, for utilization in
this study. To check its effectlveness a pilot study will have to be made,
in which the following four sampling procedures will be compared:

1) to have n sanples, from comrletely independent runs;

i1) to have n samples, using the run subdivision method;

i1i) to have n/2 samples, from antithetic pairs of completely inde-

rendent runs; _
iv) to have n/2 samples of antithetic pairs, using the run sub-

division method.,
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Apart from helping to decide upon the cholce of the sampling procedure,
this pilot study will give information about the relationship between

sample size and statistical preclsion, for this particular problemn.

5.3.1 - Preliminary considerations concerning the pilot runs

Before describing the pilot study design and discussing its results,
sone preliminary considerations have to be made. These considerations
relate to sample size, the length of a run, and the problem of statis-
tical independence of the samples., Depending on whether completely in-
dependent runs, or the run subdivision method is used, the approach to

the problems will differ.

Problems which arise when using completely Independent runs are gquite
simple, The main concexn should be about the stabilization period which,
if overlooked, could result in bias being introduced to the final results
by the initial conditions., This problem has been fully discussed in para-
graph 5.2,2 and it was concluded that by using a modified 'empty and
idle' starting condition, eliminating the data corresponding to the first
twenty full orders (two hundred and sixty jobs), and only then starting
to gather valid statistics, it would be reasonable to assume that ne

significant bias would be transmitted to the output variables.

The decision on the length of each run has to be made in the light of
conflicting factors: if the length is too small, the probability of bias
(from the initial condition) being transmitted to the final outputs is

increased. On the other hand, as the length of runs increases, there is
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a tendency for a decline in the efficiency of the antithetic variates,
because the chance of the simulated elements getting out of sequence
increases. There 1s also a need to consider the relationship between
the length and number of runs, For a fixed sample effort (run length *
nunber of runs), an increase In run length results in a decrease in

the number of runs.

The main consequence of this is the decline in the number of degrees of
freedom available for calculating the precision of the estimate, which

Increases the chance of a Type IT error when using statistical tests.

The main problem with the run subdivision metheod, apart from the previous
ones, is the autocorrelation which tends to exist among subsequent  sam-

ples.

In order to make sure that autocorrelations are not overlooked, they
must be estimated. The only way of doing this ls by generating a seriles
of outputs from the model and analysing them as a time series trom which
the autocorrelation coefficlents of lag 1 to K are calculated and plotted

as a correlogram.

Kendall (1966) says about serial correlations:

"For series which are not random there will be dependencles of one kind
or another between successive terms, One very useful measure of  this
effect is the product moment correlatlion between successive observations.
Given n values Uy Uyy ees u the so called serial correlations of

lag 1 1s defined by:




=143~

1 n-1
1 nﬁ u,) (o o B Yi41)
n—1 .2 1 ~ el 12q L i+1 n—i
.--5.5
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Likewise the serial correlation of lag X is the correlation between
pairs of K units: apart, viz.

n-k 1 n-=k

1 Y (u - — 7 )

n-k —_— E u_ } u
n=-k i=1 "1 1+k n-k i=1 “i+k

1 (u,-
Y =k 12"1 +

-

X = s "
k1 n=k { 1 n-k }2 1 n—k{ 1 n-k }2] 1/2
Tk W= ok 20 k.= 3% ek U
l:n—k :’L'Etl. i~ n=k RV n-k 124 ‘:L+k n=k i§1 i+k J

- -05-6

In practice (and also for theoretical convenience) 1t makes for simpli-
city to modify these definitions to scme extent.

Instead of measuring the first (n-k) u's about their mean, we may
measure about the mean of the whole set of observations; and similarly
for the values at the end. Similarly, instead of taking separate vari-
ances in the denominator, we may use the variances of the whole series.

n
Thus, writing u for :.E Wun e may put:

1 =K

—_ - -
nk fm1 By T W (Y -
rk= .1 n - 2 --¢5.7
— 7 (ui - u)
1="1

For series of moderate length the differencebefweenﬁ'setwo formulae is

negligible. However for short series, where exactitude is necessary,

we should be careful not to use 5.7"
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5.3.2 - Analysis of autocorrelations

Because of the necessity of measuring the autocorrelation, a preliminary
run was made, with the objective of studying the effect of different pe-
riod lengths on the autocorrelation coefficients. For a given total run
length the number of periods (samples) can be varied, with a consequent
variation in the period length. It is logical to expect +that smaller
periods will generate more correlated values than longer perlods. To
check that, correlograms correspcnding to different period lengths were

plottied,

By carefully selecting values for the period lengths, it is possible +to
obtain all the information from a single run. However it was considered
wise to replicate the run using different random streams. Four replica-
tions were used and compared. The following lengths and number of periods
were chosen for a total run size equivalent to the departure of six

hundred full orders from the system:

No. of periods pexriod length
120 5
60 10
30 20
20 30
15 - Lo

For each of the five period lengths the autocorrelation coefficients
were calculated and correlogramsplotted. Because the objectlive at this
point was only to have an insight into the behaviour eof the process, in

relation to the autocorrelations, it was thought that exactitude was not
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necessary, and so, formila 5.7 instead of 5.6 was used for the calcu-

lation of the autocorrelation coefficients,

All correlograms present a wild fluctuation, Jjumping from negative to
positive values and vice versa, very quickly. They also reveal a con-
siderable influence of different random number streams on the model's
behaviour, All this indicates a strong random component in the process,

confirming the impression obtained in paragraph 5.2.2.

However, it was found that for small period lengths, the autocorrelation
of at least lag 1 was always very high, but that 1t decreased when the

period increased, being negligible for perlod lengths of 30 or more.

In figures 5.9 to 5.13, correlograms corresponding to period lengths of
5, 10, 20, 30 and 40 respectively, are plotted. They correspond to one
- of the replications, and are a good example of the pattern of the corre-

lograms generated by the process.

In the light of such observations, a decision can now be made in rela-

tion to period lengths for the run subdivision method.

I{ seems reasonable that if a period length large enough is used, the
autocorrelations between periods can be discharged as Insignificant
when assessing the sample mean variance. It is always possible to take

them into consideration by using the following expression,

2 n-1
var., (X) = —§3— n+2 I (nk)r } se- 5.8
k
n 1=1
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Where 82 = sample varlance
n = sample sigze
T = autocorrelation coefficient of lag k

However it looks as if there is no need to use this expression, at

least for the moment, if a reasonably large period length is used.

5.3.3 - Pllot study - Selection of a sampline procedure

Using the results from the previous paragraph it is now possible to
design a pilot study with the objective of comparing the efficiency

of the four sampling strategies mentioned before.

Sixteen experiments in total were conducted, four for each sampling

strategy.

For all cases the same inltial conditions and non-sampling periods, as
described in 5.2.2, were used. The system configuration used was
(FIFOMB, a = 85, b =16, ¢ = 27, 4 = 1600, e = 0 , £ = 1), the length
of each individual period (or run, for the case of independent runs )
chosen was equal to 150 departures of orders from the system, and the
number of periods (or runs) made equal to 6, The reason for the choice
of 150 and 6 respectively for period length and number of samples, is
due mainly to computation time and other rractical consideratims,

The choice of 150 for the interval length will also guarantee inde-
pendence between samples for the case of the run subdivision method,
as well as guaranteeing that no significant bias will be transmitted to
the final output by the initial conditions, in the case of independent

runs,
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Experiments 1 to 4 were used to test the efficiency of completely inde-
pendent runs. The four experiments differ only in respect of the random
streams used., BEach one consists of six completely independent runs, each

run having a non-sampling period equivalent to twenty departures, follow-

giving a total of six independent samples., Experiments 5 to 8 were used
to assess the efficiency of the run subdivision method, As in the previous
series, they differ only in respect of the random streams used. Each
experiment consists of a single long run, equivalent to the departure of
nine hundred and twenty oxrders from the system, split in one non-sampl-
ing period of twenty departures (stabilization period), plus six sampl-
ing pericds of one hundred and fifty departures., At the end of each
sampling period, the mean value of the outputs for that period 1s calcu-
lated and recorded as a sanmple Xgs and a new random number stream is
selected as this seems to enhance independence between periods and

precision in the estimation of the real mean,

ed by a sampling period equivalent to one hundred and thirty departures,
Experiments 9 to 12 were designed to test the efficlency of antithetlc
variates when used in conjunction with completely independent runs.

As in previous cases, the experiments differ from each other in respect

to random number streanms,

Each experiment consists of six runs, made up of three antithelic pairs
of runs. Each pair is obtained by having a 'straight sampling’ run
followed by an antithetic run.

If the 'straight' sample uses a random stream r,, o r3... the antithe-
tic run will use a stream (1 - ri), (1 - rz), (- rs), ... Each pair

contributes a single value for the calculation of the sample mean

variance, this value being the average of the pair,
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Experiments 13 to 16 were designed with the objective of testing the
efficiency of antithetic variates when used in conjunction with the run
subdivision method of sampling.

As in all previous cases, the four experiments differ only in relation
to random number streams. All four experiments consist of two long runs,
each having a total length equivalent to the departure of four hundred
and seventy oxders, split in one non-sampling perioed of twenty departure
plus three sampling periods of one hundred and fifty departures.

At the end of each sampling perliod, the mean value of the outputs for
that period are calculated and recorded, and new random number stream
selected. After the last sampling period is terminated an antithetic run
is started from the original initial condition. This run uses random
streams which are the complement of ._.the ones used in the previous runs.
If the gﬁg sampling period, of the original run used the stream ii'
Tor eee Loy the EEE sampling period of the antithetic run will use
the stream (1 - rl), (1 - rz), s (1 - rn).

At the end of the antithetic run, the outputs of equivalent periods of
the two runs are averaged, giving rise to 3 pairs of antithetic samples.

If the outputs from the original run are X1 Xp and x., and the outputs

3
from the antithetic run are Yy» ¥y and y3, the 3 resulting samples will

be given by ( X, + yi)/é, (xz + yé)/z and (x3 + yj)/z.

This procedure has a pitfall, concerning the way in which the antithetic
palrs are generated.

As the length of run incveases,the effectiveness of the antithetic pro-
cedure tends to decline, because of the increased chance that the elements
being simulated will get out of sequence,

The consequence of elements getting out of sequence is a decline in the

negative correlation between the antithetlic samples,
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A procedure used by El-Rayah (1973) seens more efficient. It consists
of making sure that each period from the original run, and its corres-
ponding antithetic compamnion will have exactly the same initial condi-
tion, This is obtained by a process of dumping and later reinstating
the Iinitial conditions of each period of the original run. Unfortuna-
tely this procedure was not used in this study because of practical
considerations, An application package (CSL), with its own 'intermal’
variables was being used and this made it extremely difficult to dump

and reinstate the conditions of the simulated systenm,

The execution of the sixieen experiments has generated the necessary
information for assessing the relative efficiency of the four sampling
strategies. For each stratezy four independent values of the sanple

mean, standard error, and relative standard error were calculated.

The efficiency of each method 1s measured by the average of the relative
standard error, over the four independent estimates. The relative stan-
dard error is given by

RS- = si/i
and measures the relative dispersion of the mean.
The results given in table 5,1, show +that the most efficient method of
sanpling would be to use antithetic pairs of completely independent runs.
This method proved to be 1.8 times more efficient than the run subdivision
nethod with antithetics, and more than 3 times as efficient as the other
two methods.
The use of antithetics on the other hand proved to be almost twice as
efficient as the 'straight' sampling for the run subdivision method and

more than 3 times as efficient as the 'straight' sampling for the case




~150-

of completely independent runs.

The experiments also gave information about the level of precision which

can be expected if three pairs of antithetic runs are used,

It was felt that In order to combine the advantages of precise estimate
of the mean and narrow confidence intervals, the number of samples

should be increased,

Based on these results a samnpling procedure was designed which consists
of six independent pairs of antithetic runs. All runs start from the same
initial condition, as described in 5.2,2, have a non-sampling period
(stabilization) equivalent to the completion of twenty full orders,
followed by a sampling period equivalent to the completion of another

one hundred and thirty orders,

After deciding on the sampling procedure, a final test was made in order
to check whether it would give a precise estimate of the mean, without
any bias. The simplest way of checking that is to have two sets of
experiments, in which the run length is varied, and then to apply =a
statistical test to check whether there is any significant difference
between the two estimates. The result of two sets of experinents, both
using the same sampling procedure as described above, were compared,

One experiment used run lengths of one hundred and fifty orders and
the other run lengths of one hundred orders, The difference in sample
mean between the two were compared, through a it test on the paired

samples, and no significant difference could be found. For details of

the 1t test see table 5.2,
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The results confirm that the estimates that will be obtalned by using
the chosen sanpling procedure will satisfactorily represent the real

paraneters.
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5.4- Summary

This chapter discusses the tactical problems involved in computer si-
milation experiments, and describes in detail how a decision was
reached in choosing the best sampling strategy. Analysis of pilot
studies yielded information which helped to decide the iniltial condi-

tlons and stabilization perloed.

Four sanpling strategies have been tested, and it was found thzi the
most efficient method wonld be to use independent pairs of antithetic
runs. It was also shown that the use of variance reduction technique,
known as antithetic variates greatly enhances the efficiency of

sampling,

Finally a decision was made to utilize the following sampling procedure

for the experiments in which the inventory system is not in operation:

(1) Start simulation from an ‘empty and idle' initial condition, as
described in 5.2.2.

(11) Consider a stabilization period equivalent to the completion
of twenty full orders (two hundred and sixty jobs), and discard
the Information obtained during this period;

(1i1) After the twentieth order has been completed, start sampling,
and continue to do so until another one hundred and thirty
orders have been completed;

(iv) After the completion of the one hundred and fiftieth order,
restart the simulation from the original initial condition, and
use an antithetic stream of random numbers., Follow the same

procedure as in the first run.




(v)

(v1)

After the antithetic run has been completed, return again to
the original initial condition and have a new run similar to
the first one, but using a completely fresh set of random
numbers;

Repeat the procedures as from item (iv) until twelve  rums

have been obtained.




Table 5.1 - Comparison of sampling strategies in terms of confidence in

the estimation of the mean.

STRATEGIES

1 | Six independent runs

¢.82 | 1.380 | 0.1962

2 | 8ix samples from continuous run

6.93 1,482 1 0.2080

3 | Three independent pairs

of antithetics

6.88 0.420 | 0.0610

continuous runs

b | Three pairs of antithetics from

6.78 0,760 | 0.1120

Table 5.2 - Student t test on the difference of the sanple mean values

of runs with different lengths.

RUN LENGTH
100 ORDERS [ 150 orders DIFFSFEICE
RESULTS
% X GX %

737 7.12 0.25

6.51 6.66 -0,15

7.15 6.81 0.34

6.05 5.99 0.06

6,43 6.43 0.00

6,92 7.03 -0.11
T--Z2% 506 s? .k (4 - 3" = 0.03818

- 4

t = -:J-d—- Vn = 0.8142 t* = 1,476
s s, 5,000 ~

t*> t
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CHAPTER 6

STUDY OF PRIORITY SCHEDULING RULES




=154—~

6.1 = Introduction

The main c¢bjective of this part of the study is to compare the prior-
ity rules in relation to their ability to influence the delivery

performance of the system.

The experimental design, as described in 4.3.1, consists of testing
six prioraty rules, viz. FIFOe, FIFOMB, SPT, SPTM, SLACK and SLACKM,
under six different system configurations. Each of the six rules will
be tested for each of the six system confiqurations, giving a total
of thirty six experiments. Each experiment will be conducted in

accordance with the sampling procedure described in 5.3.3.

As described in 3.6.2, the model outputs seven variables related to
measures of delivery performance, However one of those variables,
viz. 'standard deviation of delivery delay of orders' will not be
used, as it is thought that 'tardiness index of orders' and 'tardi-
ness index of production' are more significant measures of disper-
sion than the standard deviation. The remaining six variables can
be divaded into two groups, where the variables of one group are
‘weighted! measures of delivery performance (each order which is
delivered is weighted by its total batch size) and the variables
of the other group are 'unweighted' measures of delivery performance.
In order to facilitate future references to the measure of delivery

performance the name of the variables will be shortened in accordance

with the table below:
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Variable Short name
Average delivery delay of order ‘order delay’
Average delivery delay of'production' '‘production delay'
Percentage of late orders ‘orders late'
Tardiness index of orders 'tardiness of orders'

Percentage of 'production’ delivered late ‘'preduction late!

Tardiness index of 'production' 'tardiness of production’

r

The variables 'orders late', 'production late', 'tardiness of orders'’
and 'tardiness of production' are functions of due-date. As described

in 3.6.2 the procedure for determining due dates is based on .a const-

ant 'lead time', which is fixed at a number D of days. In order to
study the influence of the value of D on the scheduling rules, the
model calculates the values of 'orders late', 'production late', 'tar-

diness of orders', and 'tardiness of production' for different values
of D, equal to eight, ten, twelve, fourteen, sixteen, eighteen and

twenty days respectively.

For the szake of analysis the thirty six experiments are divided into
six blocks of six experiments, where each block consists of the
results obtained by applying the six priority rules to a specific

system configuration.

As far as the delivery performance is concerned, the priority schedul-
ing rules are compared to each other by the use of graphs and by

statistical analysis. The graphs are organized by plotting the values

of 'orders late', 'tardiness of orders', 'production late' and 'tardi-
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ness of production', obtained from each rule, as a function of D.

This will give a total of four graphs for each system configuration,
each graph having six curves, where each curve represents the deli-
very performance obtained by a particular priority scheduling rule,

as a function of D.

The statistical analysis consists of the application of two statis-
tical tests to each block of results representing a system configu=
ration., First an 'F test' of analysis of variance is applied to
the data, with the objective of testing whether or not there is
any significant statistical difference between the six priority

rules. The hypothesis and alternate are:

Hyp Bg=m Ho= Hg= M= Ha= Uy

le at least two means are not equal
Where Lll, 112.......u 6 represent the means of scme measure of
delivery performance for each of the six priority rules respectively.

The statistical tests are applied to all six measures of performance,

for the case of D equal to eight days.

The 'F test' is followed by a 'multiple comparison test', with the
objective of identifying which differences are significant. A number
of 'multipleg comparison procedures' are available (Scheffe (1959),
Tukey (1953), Dunnet (1955)), which are based on the construction of
confidence limits with a specified confidence level., Tukey's and
Scheffe's methods are designed to allow the comparisons between  all
possible pairs of contrasts (differences), while Dunnet's method is

designed with the objective of comparing all the means against a




given control. For this reason the confidence intervals generated

by Dunnet's method are narrower than the intervals generated by
Scheffe's and Tukeyfs methods. In view of the objectives of this
study y it was decided that Dunnet's method should be used, such
that in each test the lowest mean is used as the 'control'. In
“this way it would be possible to test the significance of the
differences between each priority rule and the priority rule which
had generated the lowest (best) value for a measure of delivery
performance. For a good reference about the applicability of Scheffe

and Tukey's method see Guenther (1964), (1).

Because the sampling method adopted in this study has made use of
the variance reduction technique, of ‘common random numbers®, or
'close replication' (paragraph 5.2.3.1), it is necessary to consider
the random numbers as a factor (where the number of levels equals
the number of antithetic pairs(six)). This means that instead of a
one way classification method, a two way classification (or randome-
ized block) will be used for the statistical analysis.This method has
the advantage of separating the variance due to the random streams,
from the variance caused by the differences between contrasts .
(priority rules).(For more detailed description of the two way
classification system (randomized blocks), see Davies (1958) and

Guenther (1964) (2}).

Apart from the measures of delivery performance the model alsc ocutputs
all the other measures of internal behavicurwhich were described in
paragraph 3.6.1. Some of those variables, i.e., 'average number of

jobs waiting in the queue'; 'average process cycle time'; 'actual average
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load factor'; 'total demand'; 'total production delivered'; 'machine
idle time due to setup', will also be used in the discussions in
order to support the results of delivery performance. Rather than

use the actual values of 'total demand' and 'total production delivered!'
their differences are used as a measure of delivery performance. These

values are termed 'remaining content on the shop'.

All the numerical results of the wvariables used on the discussions

rich follow are presented in appendix 4.
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6.2 = Presentation of results

The results of this series of experiments will be presented indivi-
dually for each system configuration, both for the graphical and
statistical analysis. After the individual presentations which are
accompanied by brief comments, the results will be discussed as a
whole, in order to take into account the overall performance of

each rule over the six system configurations tested.

6.2.1=Results from system configuration (I)

Table 6.1 presents the results of the statistical analysis carried
out on the data for the six measures of delivery performance. The
'F test' indicates a statistically significant difference between

the priority rules, for all the six measures of delivery performance.

The results also show that FIFOB produced the lowest value for  the
variables 'order delay', 'production delay', and 'tardiness of
order', and SLACK produced the lowest value for the variables
'tardiness of order'(together with FIFOB), 'orders late', 'tardiness
of production' and 'production late', with the SPT and SPTM rules
producing the highest values for all six variables. However when
the multiple comparison test was applied to the data it indicated few
significant differences. Apart from the variable 'order delay', for
which all five rules are significantly different from the 'control’
(FIFOB), the test failed to find any significant differences between
the rules FIFOB, FIFOMB, SLACK and SLACKM, However it aindicated that
SPT and SPTM were significantly different from the 'control!, for

all the six measures of performance.
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The level of delivery performance with D equal to 8 days was quite
good for all of the rules. The lowest values for ‘orders late' and
'production late' were respectively 0.76% and 1.11%, while the
highest values were 2.24% and 7.09% respectively. This 'good' deli-
very performance comes as no surprise, as system configuration (I)
is the most loose (low load factor; low value for setup times;

large nmumber of moulds; small size for the orders; more favourable
ratio style/machine) of all configurations. As shown in appendix 4,
the actual average load factor was around 6€% for FIFOB, FIFOMB,
SLACK and SLACKM and close to 69% for SPT and SPTM, which might
justify their worse performance, as this higher load factor is a
direct function of a higher 'process cycle time' which was around
5.15 minutes for the four better rules and around 5.30 minutes for
SPT and SPTM. The lowest value for the 'remaining content' was pro-
duced by FIFOMB, and SPTM, with SLACK and FIFOB producing the

highest values.

The curves of delivery performance as a function of lead time D, are
presented in fiqures 6.1, 6.2, 6.3 and 6.4 respectively. It should be
noted that in order to make the curves distinguishable from each other,
the scales for these graphs have been greatly enlarged in relation to
graphs for other system configurations, Figqures 6.1 to 6.4 show that
all the four measures of lateness and tardiness decrease in exponential

manner as D increases. They also show that the relative performance

between the rules do not seem to be much affected by the value of D.

FIFOB, FIFOMB, SLACK and SLACKM are always very close to each other

while SPT and SPTM are always worse than the other four. It should
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however be pointed out that in such a 'lcose’ situation no big
differences between the pricrity rules should be expected as there
is plenty of spare capacity and as a consequence any pricority rule

should produce reascnable results.

6.2.2 ~ Results from system configuration abe

Table 6,2 presents the results of the statistical analysis carried
out on the data for the six measures of dellvery performsnce. The

'F tests' gave mixed results. For the variables 'order delay’',
*tardiness of order', 'orders late' and 'tardiness of production’,

the test indicated a statistically significant difference  between
the rules at 0.01 level. For the variables 'production late!’ the
test indicated a statistically significant difference at the 0.05
level , and for 'preduction delay' the differencesbetween rules were
significant only at the 0.10 level. In relation to the individual
performance of the different rules the results are alsc mixed. The
SPTM rule produced the lowest value for the unwelghted measures, i.e.,
'‘order delay', 'tardiness of order', and ‘orders late'. In all three
cases (with the exception of SPT which did not show any significant
difference) there was a statistically significant difference between
SPIM and all the other four rules.

In relation to the weighted measures of delivery performance, FIFOMB
produced the lowest value for 'production delay' and 'tardiness of
production’, while SPTM produced the lowest value for 'productiom
late'. However the multiple comparison test indicated few statistically
significant differences in all three cases. In the case of 'production

delay' the only rule significantly different from FIFOMB was SPT, while
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in the case of 'tardiness of production' SPT and SPTM were the only
rules significantly different from FIFCMB, Finally, for the case of
tproduction late', FIFOB, .SLACK and SLACKM showed a statistically

significant difference from SPIM.

It is interesting to note that there was a tremendous deterioraticn

of the general level of delivery performance when the system changed
from configuration (I), to configuration abc (higher load factor, higher
setup times, and smaller number of moulds). The lowest value for 'pro—
duction late' and 'tardiness of production' (for D = 8) which were
equal to 1.11% and 0.022 respectively in the case of (I), went up to
34.09% and 2.598 respectively, in the case of abc. The actual 'average
load factor', as shown in appendix 4, also went up from around 66% to
around 78% for FIFOMB and from around 69% to around 83% for SPT . The
lowest values of 'remaining content' were produced by SLACKM and FIFOMB,

while SPT and SPTM produced the highest values,

It should be noted that the actual increase in the arrival rate was
of the order of 33% and so the actual load factor should in princaiple be
expected to increase by the same rate. Actually it had a relative in-
crease of only 20%. This can be explained by the reduction in the values
of 'idle time due to setup' and of 'precess cycle time' which in the
case of FIFOMB "(and similarly for all other rules) went down from 6.15%
and 5.18 min.respectively to 4.58% and 4.58 min., when the system
changed from configquration (I} to configuration abc. This decrease in
total setup times (and consequently of ‘process cycle time') can only
be explained by the fact that the decrease in the number of moulds

(from 42 to 27) had more influence in bringing down the total amount

of setup than the increase of the mean value of setup time (from 8 to 16
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min.) had on bringing it up. This is understandable when it is
considered that for system configuration abc, the system had 27
moulds for 24 stations, while in the (I) configuration the relation—

ship was 42 to 24.

The curves relating delivery performance to lead time D, are shown
in figures 6.5, 6.6, 6.7 and 6.8 (it should be noted that the scales
for this set of figures are much smaller than the scales used in
configuration (I)). In general the figures indicate the same expo-
nential like relationship between D and the measures of delivery
performance, for all the six rules. However it should be noted that
SPT and SPTM rules tend to lose their advantage over the cther four
rules as the value of D increases. For example, if SPIM is compared
with FIFOMB in terms of 'production late' (figure 6.7), it can be
seen that for D equal to 8 days, SPTM produced a value of 34.09%
compared with 38.83% for FIFOMB, i.e., an advantage of 4.74% for
SPTM. On the other hand when the value of D was 20 days, the advantage
was reversed in favour of FIFCMB, which produced a value equal to

5.61%, as compared to 10.30% for SPTM, i.e., an advantage of 4.69%

-

in favour of FIFOMB.

A comparison between FIFOMB, FIFOB, SLACK and SLACKM, indicates that
their relative performances are not very much affected by the value

of D. FIFOMB tends to produce always the lowest values, among the
four, for delivery performance, although the differences are very
small and as shown by the case of D = 8 days, not statistically sign-

ificant.
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6.2.3 - Results from system confiquration def

Table 6.3 presents the results of the statistical analysis carried
out on the data for the six measures of delivery performance. The
'F tests' have indicated that apart from ‘orders late', all the
other measures of delivery performance show a statistically sign-
ificant difference at the 0.01 level between the priority rules.

The analysis of individual rules show that FIFOB has produced the
lowest walue for all the six measures of delivery performance,
However when the multiple comparison test was applied, it failed to
show any statistically significant difference between FIFOB and
FIFOMB for all six measures of performance. In relation to the other
four priority rules, they all produced results which were significantly
different from FIFCB, for the measures 'orders delay', 'production
delay' and 'tardiness of orders'. In relation to the other three
measures of delivery performance only SPT and SPTM showed some sta-

tistically significant differences from FIFOB.

When the general level of performance is compared with the  results
obtained from configuration (I) it shows that the joint modification
of the average size of orders (from 1000 to 1600), of the procedure
for job splitting (splitting against no splitting), and of the ratio
between nunber of styles and nuiber of machines (from 3:2 to 3:1) has
caused-a considerable deterioration on the delivery performance of
the system for all rules. The values of 'tardiness of production' and
'production late' for FIFOB, which were equal to 0.035 and 1.97%, went
up to 0.318 and 12.01% respectively. However, this deterioration in

delivery performance was much smaller than the one caused by changing
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from {I) to abc as described in 6.2.2. It is interesting to note
from appendix 4 that the total time spent carrying out setups were
considerably less fﬁr the rules which are designed to reduce setup
time. FIFOMB, SLACKM, SPTM produced respectively 5.05%, 4.98% and
5.21% of 'percentage of time spent setting up' as compared to

6.30%, 6.29% and 6.51% respectively for FIFOB, SLACK and SPTM.

FIFOB and SLACK produced the lowest values for the 'remaining con-

tent', with SPT and SPTM again producing the highest values.

The curves of dellivery performance as function of D are presented

in figures 6.9, 6.10, 6,11 and 6.12, The curves for all four measures
of delivery performance show similar patterns, which indicates that
for this system configuration the value of D does not have much in-
fluence on the relative performance of the priority rules. The relative
rankings of the rules for D = 8 days is maintained when D is varied but
with SPT and SPTM producing markedly higher values than the other four

-

rules, which produced very close results all the way through.

6.2.4 ~ Results from system confiquration ace

Table 6.4 presents the results of the statistical analysis carried out
on the data for the six measures of delivery performance. The 'F tests!
again show mixed results, and indicate the existence of statistically
significant differences between the rules for the unweighted measures
of performance, viz. 'order delay', 'tardiness of order',and ‘orders
late', but no significant differences for the weighted measures of

performance, with the exception of 'tardiness of production’ for




which there was significant difference at the 0.05 level. The results
ocbtained from individual rules show that SPIM produced the lowest value
for all unweighted ﬁéasures of delivery performance, and also for
‘production late'. In the case of the two other (weighted) measures,
viz. 'production delay', and 'tardiness of production', the lowest
values were produced by FIFOMB. However when the multiple comparison
test was applied it indicated significant differences between SPTM and
FIFCB, FIFOMB, SLACK and SLACKM for all unweighted measures, but no
significant differenceg between SPTM and SPT. In relation to the other
measures of delivery performance, the only significant difference was

for SPT and SPTM in relation to FIFCMB for the 'tardiness of production'.

When the results of this serles are compared with the results cobtained
from system configuration (I) a marked - drop in delivery performance is
indicated. The lowest value of 'production late' and 'tardiness of pro-
duction’ changed from 1.17% and 0.022 for configuration (I} to 34.81%
and 2.398 for this system configuration. If these results are compared
with the results obtained for system configuration abc it shows that
they are very close to each other. This comes as no surprise as the
two configurations are very similar, the only difference being the mean
value of setup times (8 min. in ace, and 16 min. in abc) and the fact
that 'jobs' are not split in ace. As shown in appendix 4, the difference
in setup time is reflected in the values of the 'percentage of time
spent with setting up', which came down from 4.65% to 3.63% for the
case of SPTM when changing from abc to ace, and similarly for the other
priority rules. In relation to the other measures of 'internal behaviour',
SLACKM and FIFOMB produced the lowest values for 'process cycle time' and

actual 'load factor', with SPT and SPTM producing the highest values. Also
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SLACKM and SLACK have produced the lowest values for the 'remalning
content', with SPT and SPTM again producing the highest values. Figures
6.13, 6,14, 6,15 and 6.16 for the measures of delivery performance,
show a similar picture to the corresponding results of figures 6.5,
6.6, 6.7 and 6.8, which present the results for configuration abc.

The SPT and SPTM rules tend to lose their advantage over the other four
rules as the value of D increases. The relative results for FIFOB,
FIFOMB, SLACK and SLACKM are not much influenced by the value of D,
being in all cases very close to each other, with FIFOMB producing

the lowest values among the four.

6.2.5 = Results from system confiquration bdf

In table 6.5 the resuits of the statistical analysis carried ocut on the
data for tﬁe six measures of delivery performance are presented. For all
the six measures, the 'F test' has indicated a statistically significant
difference among the priority rules, at the 0.0l level. The analysis

of individual priority rules shows that FIFOMB has produced the lowest
value for all measures of delivery performance but one, viz. 'preoduction
late*, for which SLACKM has produced the lowest wvalue. The results of
the multiple comparison test indicate that SPT and SPTM are significantly
different from the 'control' (SLACKM for 'production late' and FIFOMB for
the other measures) for all measures of delivery performance; that SLACK
was alsoc significantly different for all measures but one (‘'tardiness of
production'); that FIFOB was significantly different only for 'order
delay', 'orders late', and ‘'production late', and that FIFOMB and SLACKM

are significantly different only in relation to 'order delay’.

A comparison between the results obtained for this system configuration
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and the results for configuration def (which differs from this confi=-

guration only in relation to the mean value of setup time, 8 min. wvs.
16 min,) and the splitting of the jobs (no splitting vs. splitting},
indicates that the general level of delivery performance suffered a
small deterioration, which must have been caused by an increased amount
of time spent with setting up the machines, This increase is shown by
the 'percentage of machine idle time due to setup', which went up from
5.05% to 8.50% for the case of FIFOMB and from 6.51% to 12.00% in the
case of SPT. Tt also went up for all other rules, as shown in appendix
4, It is interesting to note that the difference in the percentage of
time spent with setting up, betws=en the rules designed to avoid setup
(FIFCMB, SLACKM and SPIM}, and the rules which do not try to avoid
setup (FIFOB, SLACK and SPT), are relatively large for this system
configuration. For example, FIFOB and FIFOMB spent respectively 11.26%
and 8.50% of the total time with setting up. The same effect is true
for other rules (SPT vs. SPTM and SLACK vs. SLACKM). This effect 1is
naturally reflected in the mean value of 'process cycle time?', and
consequently on the delivery performance of the rules. In relatioen to

'remaining content' SPT and SLACK produced the lowest value with SPTM

again producing the highest wvalue.

The curves relating delivery performance to D are presented in figures
6.17 to 6.20. Figures 6.17 and 6.19 ('orders late' and 'production late'
respectively) show that the differences between FIFOMB vs. FIFOB  and
SLACKM vs. SLACK, which are considerable for D = 8 days, tend to
disappear as the value of D increases. The figures also show that the
difference between SPTM (and SPT) and the other four rules tend to

become relatively larger as the value of D increases. A comparison between
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figures 6.17 and 6.18 against 6.19 and 6.20 respectively show that
the relative performance of SPT and SPIM against the other four
rules is much larger when the measures of delivery performance are

'weighted' (figs. 6.19 and 6.20) by the 'order' batch size.

6+2.6 — Results frem system configquraticon abcdef

Table 6.6 presents the results of the statistical analysis carried

out on the data, for the six measures of delivery performance. The
results of the 'F test' indicated a statistically significant differ-
ence among the rules, for all the six measures of delivery performance,
at the 0.01 level, The analysis of individual rules show that FIFOMB
has produced the Ilowest value for all the three 'weighted' measures

of delivery performance ('production delay'; 'tardiness of production’;
'production late'),while SPTM produced the lowest value for 'order
delay' and 'tardiness of order', and SPT produced the lowest value
for 'late orders'. However the results of the multiple comparison test
showed no significant differences between FIFOMB and SPTM for  'order
delay' and 'tardiness of order', but indicated a significant difference
in favour of FIFOMB for the 'production delay' and 'tardiness of
production'. The results also indicated significant differences  for
FIFCB and SLACK for all measures of performance but one, viz, 'tardiness
of production' for FIFOB. In relation to SLACKM the multiple comparison
test indicated only two significant differences, corresponding' to
'order delay' and 'orders late', The results for SPT are similar to

the results for SPTM, as far as significant differences are concerned.
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The general level of delivery performance, obtained from this system
configuration was the worst in relation to the other five configura-
tions. This is to be expected as abcdef is the most 'tight' of all
cenfigurations. The smallest values for 'order delay' and 'production
delay' which in the case of configuration (I) were equal to 1.83 days
and 2.94 days respectively, moved up to 6,62 days and 8.43 days
respectively, when the system configquration .hanged to abcdef. It
is also interesting to note the considerable differences in 'process
cycle time', between the rules which try to avold settinyg up
(FIFOMB, SLACKM and SPTM) and the other rules (FIFOB, SLACK and SPT).
The values of 'process cycle time' for FIFOMB, SLACKM and SPIM were
equal to 5,04, 5.03 and 5.26 minutes respectively compared to 5.55,
5.55 and 5.75 minutes for FIFCOB, SLACK and SPT. These differences
which are a direct consequence of the amount of time spent with setting
up for eath rule, is reflected in the value of average load factor for
each rule, which vary from a low of 80.92% for FIFOMB, to a high of
91.46% for SPT. In relation tc the 'remaining content', SLACK and
FIFCB produced the lowest values, while SPT and SPTM again produced

the highest values.

Figures 6.21, 6.22, 6.23 and 6.24 show the results of delivery perform-—
ances as a function of D for all the six rules, It should be noted in
figures 6.21, 6,22 and 6.23, how the performance of the SPT and SPTM
rules tends to deteriorate relative to the other four rules, as the
value of D increases. For example, in figure 6.21, if the results of
*orders late' for SPTM is compared with the corresponding results

for FIFCMB, it is possible to see that for D = 8 days, SPTM had 23.8%
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of orders late compared with 31,98% for FIFOMB, an absolute advantage

of 8.14% in favour of SPTM. However for D = 20 days, the results were
reversed with FIFOMB producing only 3.84% of orders late as compared

to 6.02% for SPTM, an absolute advantage of 2.16% in favour of FIFOMB.
The same effect happens for the weighted measures of performance, butitis
much more accentuated. The results for 'production late' (figure 6.23)
are a good example of this., For D = 8 days. the results for FIFOMB
,and SPTM were respectively 41.91% and 44.55% with the multiple compar-—
ison test failing to find any statistically significant diffecence
between them, However for D = 20 days, the results were respectively

4,04% and 14,23%,a considerable difference both in relative and abso-

lute terms.

A comparison between FIFOMB, FIFOB, SLACK and SLACKM show that their

relative performance tend not to be much influenced by the value of D,

but the absolute differences tend to decrease with the increase in the

value of D,
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6.3 = Discussion of results

The results obtained for the different system configurations are mixed
as far as the performance of individual rules are concerned. The rela-
tive performance of the rules is affected by the system configuration;
by the way in which delivery performance js measured; and by the va-
lue of D (lead time used to fix due dates). However a detailed analy-
sis of the data show some clear points. The first point to be noted

is the consequences of incorporating in the priority rules the proce-
dure for reducing the amount of time spent in setting up. Com=
parisons between FIFOE vs. FIFOMB, SLACK vs. SLACKM, SPT vs. SPIM
indicate that in general the introduction of the procedure for re-
ducing the amount of setup time is beneficial to the performance of
the priority rules. Take, for example, the results of tables 6.1 to
6.6, for FIFOMB and FIFOB. From there, it is possible to see that

for the 36 results of delivery performance {six system configuration

X six measures of delivery performance), FIFOMB produced lower values
than FIFOB on 25 occasions, while FIFOB produced lower values than
FIFOMB on 11 occasions. All the 11 occasions however happened for
system configurations (I) and def, which because of their 'slackness'
produced very small absolute differences between rules. For example,
for system confiqguration (I), the differences in favour of FIFOB are
0.1l days for 'order delay'; 0.06 days for 'production delay'; 0.008
for 'tardiness of order'; 0.013% for 'orders late'; 0.07 for 'tardiness
of production'; and -0.16% for 'production late'. The application of a 't'
test on these results (table 6.7} failed to find any significant differen-
ces at the 0.01 level. On the other hand, the differences in favour of

FIFOMB are much more significant. For example, for system confiquration
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abcdef, the differences in favour of FIFOMB are 1,05 days for 'order delay';
0.98 days for 'production delay'; 0.59 for 'tardiness of order'; 6.72%
for 'orders late'; b.65 for ’tardiness of order' and 5.52% for 'pro-
duction late'. A 't' test applied to those differences indicated that
they are all significant at the 0.01 level (see table 6.8).

Identical compariscns made between SLACK and SLACKM and SPT and SPTM
gave similar results. SLACKM produced 25 better results than SLACK
and SPTM produced 31 better results than SPT. It should be noted from
figures 6.1 to 6.24 that the etfect of D on the above differences is
mainly in reducing their sbsolute values, but basically maintaining
the pattern cbtained for D = 8 days. In relation to the measures of
internal behaviour FIFOB, SLACK and SPT consistently produced the
highest values for the 'idle time due to setup' and 'process cycle
time', the only exception was for configuration (I), where all rules
produced similar‘results. As far as the 'remaining content' is con-

cerned, there is no clear difference between the two groups of priority

rules.

A second point to be observed relates to the relative behaviour of
FIFOMB, SLACKM and SPTM (similarly FIFOB, SLACK and SPT). A close
examination of figures 6.1 to 6.24 show that the behaviour of FIFOMB
and SLACKM are very similar for all configurations, while the behaviour
o% SPTM is quite distinct from the other two. The relative performances
of FIFOMB and SLACKM do not appear to be influenced by the wvalue of D
(there is no substantial 'crossing' between them), but the performance
of SPTM in relafion to FIFOMB and SLACKM is clearly influenced by the
value of D. This effect can be seen most clearly in figures 6.7, 6.15,

6.17, 6.21, 6.22 and 6.23, where the inmitial advantages of SPTM over
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the other rnules are reversed as the value of D increases. This charact-
eristic of SPT rule is in accordance with the results obtained from
previous studies of priority rules in more traditional job shop and
batch manufacturing systems (Conway and Maxwell, 1962; Eilon and
Coterill, 1968; Oral and Malouin, 1973), which indicated that  SPT
rules tend to generate distributions of throughput times with high

variance and skewness.

Another important point to be discussed refers to the relative
efficiency of the priority rules in terms of performance. Because of
the cbservations made before which indicated the advantage of FIFOMB
over FIFOB, SLACKM over SLACK, and SPTM over SPT, the comparisons |
will concentrate on the relative performance of FIFOM8,SLACKM and SPTM.

From the results of individual system configurations it was shown that
depending on the measure of performance, the system configuration and

the value of D, the relative performance of SPTM in relation to FIFOMB

and SLACKM would vary markedly. In general it can be said that SPTM tends

to perform better for the unweighted measures of performances 'order de-

lay' and ‘orders late', and perform particularlyhadly in terms of the
'welghted' measures of delivery performance 'production delay' and 'tardi-
ness of production'. A good example pf this can be seen in the cases of
system configurations abc, ace and abcdef, On these three occasions, with

a single exception(abcdef;'order late'), SPTM produced the lowest values
among all six rules for 'order delay','tardiness of order' and 'order late:

in the case of D = 8 days. However when the 'weighted' measures, 'producte
ion delay' and 'tardiness of production' are considered, 1t can be seen

that SPTM has produced the second highest values in all cases with one

exception, viz. 'production delay, abc. The performances of
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FIFOMB and SLACKM are in general very similar, with FIFOMB producing
lower values than SLACKM. If their results (in tables 6.1 to 6.6) are
compared it can be seen that FIFOMB preduced lower results than SLACKM
on 33 occasionsg out of 36, However the differences between them are
in general very small and as far as the multiple comparison tests are
concerned, very few are significant. It should be cbserved from figures
6.1 to 6.24 that although the absolute differences between FIFCMB and
SLACKM tend to decrease when D increases, there is in general no

reversion of the relative performance of the two rules.

In order to have a more clear picture of the relative performance of
the rules two further analysis were made on the delivery performance
data. The first analysis consisted of comparing the rules in relation
to their average performance over the six system configurations. In
table 6.9 the average results of each rule for each of the six measures
of delivery performance, for D = 8 and 20 days, are presented and
each rule is ranked in accordance with the results cbtained. The results
confirm the observations made before.

For D equal 8 days, SPTM produced the lowest average result for the
unweighted measures of performance 'order delay', 'tardiness of order'
and 'orders late', while FIFCMB produced the lowest values for the
'weighted' measures of delivery performance 'production delay', 'tardi-
ness of production' and 'production late', In all cases SLACKM came
behind FIFOMB, although very close in most cases. For D equal 20 days,
the advantage of SPTM was reversed in favour of FIFOMB, which produced
the lowest value for all measures of delivery performance. It should
be noted that although the absolute differences between rules for D

equal 20 days are very small, it helps to accentuate the point abaut
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the SPTM (and SPT) losing its advantages over FIFOMB and SLACKM as
the value of D increases, which again confirms the tendency of SPT

rules to generate highly skewed distributions of throughput times.

The second analysis consisted of computing from the data of tables
6.1 to 6.6, the nurber of statistically significent differences that
each rule had from the lowest value (control on the multiple compar-
ison test). In order to make the analysis more explicit the total
number of significant differences for each rule was broken down into
two groups, corresponding respectively to the ‘'weighted' measures of
delivery performance, and the 'unweighted' measures of delivery
performmance. The results of this analysis were plotted in figure
6.25, and they show that for the 'weighted' measures of delivery
performance there was not a single significant difference for FIFCMB,
while SPTM had 13 cut of a maximum of 18 {three measures of perform—
ance vs. six system configurations), and SLACKM had only one signifi-
cant difference. For the unweighted measures SPTM had 7, FIFOMB 8
and SLACKM 12 significant differences out of a maximum of 18. Figure
6.25 also showgthe total number of significant differences for the
total of the six measures, which is the result of the addition of the

previous two histograms.

To complete the discussion sbout the performance of the priority rules,
a few comments should be made about the overall effects of the indivi-
dual priority rules on the varisbles of internal behaviour. To help

the discussions, the results for the variables 'average number of johs

waiting in the queue'; 'average process cycle time';'average load
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factor'; 'machine idle time due to setup' and 'remaining content’

were averaged over the six system configurations and the final results
are presented in table 6.10. The first point to be cbserved is  that
there is a direct relationship between the values of 'machine  idle
time due to setup' and the values of the variables 'process cycle time'
and 'actual load factor'. This relationship is due to the way in
which those variables are defined and calculated {see paragraph
3.6.1). This relationship is confirmed by the results of table 6.10,
which show that the relative rankings of all the priority rules  for
these three variables are the same. For example, it can be seen  that
SLACKM has produced the lowest values among all rules for all the three
variables, while SPT produced always the highest value for the same
variables. The same pattern i1s maintained for all the other four prior—
ity rules. It is therefore possible to concentrate the discussions on
one of the above three variables, wvigz. 'idle time due to setup', as
the observations which will be made are also valid for 'load factor'

-

and 'process cycle time'.

The results in table 6.10 show that SLACKM, FIFOMB and SPTM, in this
order have produced the lowest values for 'idle time due to setup',

while SPT, SLACK and FIFOB have produced the highest values. It should
also be noted from the data of appendix 4, that the ranking of individual
rules in respect to the above variable, is not much influenced by the
system configuration. FIFOMB and SLACKM consistently produced the two
lowest values throughout the six configurations, while SPT has always
produced the highest values. A second variable of internal behaviour 1s

the 'remaining content'. From the results of table 6.10 it can be seen
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that SLACKM and SLACK have on average produced the lowest value for

it, with FIFOMB and FIFCB producing slightly higher values than the
former two, but with SPT and SPIM producing results which are consider-
ably higher. A close lock at the data in appendix 4 indicates  that
the relative performance of the priority rules in respect to this

variable is influenced by the system configuration.

The last variable of internal behaviour to be considered i1s the
'average number of jobs waiting in-queue'. Results from appendix 4
show very clearly that the relative ranking of the rules In relation
to this variable is not influenced by the system configuration. In
all six configurations tested SPTM produced the lowest values, followed
closely by SPT. After them followed FIFOMB, SLACKM, FIFOB and SLACK in
this order. This capacity of SPT rules for reducing the number of
jobs waiting in the queue confirms results of previous research on
priority rules. However while in traditional job shop or batch manufactur—
ing systems, the number of jobs in queue can be related to the amount of
work in process, this is not so in this system which has a single queue.
Therefore the fact that SPTM is able to reduce the 'queue size' is not
much advantage in practical terms.

In view of all reported results and analysis it is possible to conclude
that FIFOMB seems to be the most appropriate of all the six priority
rules, as far as this class of production system is concerned., This
conclusion is even more strong if one considers that the weighted
measures of delivery performance are more relevant than the unweighted

measures, as they take into consideration not only the number of
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orders delivered, but also their intrinsic value, which i1s represented
by their batch size. Finally it should be pointed out that from  the
practical point of v;ew FIFOMB has the advantage of being much  easier
to operate than both SLACKM and SPTM. This can be a significant aspect
in the case of real producticn systems, particularly those which do
not have a sophisticated production control department. The FIFOMB

was therefore selected for the next two series of investigations.

A final comment should be made sbout the relationship between the
results obtained in this study and the results obtained in other

studies of priority rules, and which have been reported in the litera-
ture. The first point to be stressed is that comparisons with results
from other studies will be difficult because of the large dissimila-
rities between the characteristics of thig class of production system
and the characteristics of the models used by other auﬁhors in analys~
ing priority rules. Among the most striking dissimilarities are

the facts that most authors analysed priority rules for production
systems in which machines c¢an only procéss one job at a time, jobs
neverhave to wait for tools, and job arrival and delivery are independ-
ent Of other jobs. Most of the models (Eilon and Hodgson, 1967, is one
exception) also considered that jobs require multiple operations which
are executed gn different machines. Another dissimilarity between models
relates to the way in which due dates are fixed., Most of the authors
who considered due dates in their models used a method for fixing due
dates which is based on the work content or the number of operations
required for each job, while in this study due date is based on a
fixed 'lead time', which (within certain limits) is independent of

the characteristics of the jobs.
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In spite of this large number of differences, some comments can

still be made. Firstly, when the results obtained in this study for
SPT (SPTM) rules are compared with the results reported by other
authors, it is possible to note some similarities, as far as the
'unweighted' measures of delivery performance are concerned. For
example, Eilon and Coterill (1968) have found that for a classical
hypothetical jocb shop, without setup times, and due dates £ixed as

a function of the jobs' work content, the SPT rule (which they

¢call SI) performs well in reducing the mean throughput time of
jobs, but falls behind with respect to variance of throughput times.
It also performs well in terms of average delay but not so well

in terms of variance of missed due dates, They also found that the
performance of priority rules becomes increasingly pronounced  as

the load ratio increases. Eilon and Hodgson (1967) also  reported

the results for the SPT rule in a single operation system, consisting
of two identical machines, which did not require setting up. They
concluded that the SPT rule appeared to minimize among other variables,
the mean throughput times and the average queue length, but as expected,
it had a clear effect in delaying jobswith long estimated processing
times. Other authors like Elvers (1973}, Oral and Malouin (1973),
Wilbrecht and Prescott (1969), Hollier (1968), have also analysed the
SPT or SPT based rules for typical katch or job shop systems, with
different characteristics, and they all found that in general the SPT
based rules tend to perform well in respect to mean individual delay
and number of jobs late, but tend to perform badly in terms of tardi-
ness based criteria. It should be pointed out that none of the above

authors seem to have used any 'weighted' measure of delivery
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performance which take account of the order's batch size., In  this
study it was shown that the advantages of SPTM (and 5PT) rules in
reducing the average delay of order (mean throughput times) can be
reversed in favour of other rules (FIFOMB, SLACKM) if individual

jobs (orders) are weighted by their batch sizes.

One conclusion of this study which does not agree with other studies
(one exception is Wilbrecht and Prescott (1969)) is the clear advant—
age of the rules which are designed to avoid setup time, over  the
rules vwhich do not try to avoid setup times. The disagreement is
understandable when one considers the characteristic of the machines
used in this study with their multiple stations, which means  that
each setup executed in one station affect all the other jobs on the
other stations, giving a greater dimension to the importance of setup

times.

Another point of disagreement with other studies relates to the results
obtained by SPT and SPTM in relation to the variable 'remaiming content’.
"Hollier (1968),for example, used a measure called 'remaining work
content', and found that SPT based rules tend to minimize this variable.
In this study it was found that SPT and SPTM did particularly badly in
relation to the variable 'remaining content'. The reason for the
differences in results might be due to the way in which 'remaining
content' is calculated in this study as compared with the other study.
While in that study 'remaining work content' is calculated as the amount
of work left in the shop for processing, in this study, 'remaining
Content' means the sum of the work still to be processed plus the work
(*jobs') already completed but unable to be delivered because of the
state of incompleteness of the 'order' of which each 'job' is a part.
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Finally, it is stressed again that it is difficult to make meaningful
comparisons because of the great dissimilarities between the systems

being compared.
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6.4 — Summary

In this chapter six priority rules, viz. FIFCB, FIFOMB, SLACK, SLACKM,
SPT and SPTM were compared primarily in relation to their ability to
improve the delivery performance and also in relation to their effect

over some of the system's internal variables.

The measures of delivery performance used included average delivery
delay, percentage of orders delivered late, and tardiness indexes. The
values of those three variables were calculated for both weighted,
and unwelghted criteria, where the weight was given by the batch size
of each order.The measures of tardiness and percentage late which
are dependent on the due date, were calculated for different values of
due dates, which were cobtained by varying the value of the lead time

used to determine the due dates.

An experimental design was used such that each rule was tested over
six system configurations, cbtained by the joint variation of six
parameters of the system. These system configurations represent a
sample of the total 64 systam configqurations which would be cbtained

by a full factorial design.

The results of the 36 experiments indicated among other things the
advantages of the priority rules designed to avoid setup times (FIFOMB,
SLACKM and SPTM) over the rules which do not avoid setup times (FIFOB,

SLACK, SPT). The results also indicated that SPTM rule tends to produce
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better results for the unweighted measures of delivery performance,
'average delivery delay of orders', and 'percentage of orders deli-
vered late', and for tight due-dates. However it tends to Jlose its
advantagesover the other rules (mainly FIFOMB and SLACKM) when the
due date is more 'loose'. In the case of the weighted measures of
delivery performance, SPTM (and SPT} tends to perform particularly

badly, while FIFOMB tends to perform well.

The variables of internal behaviour used included the 'percentage

of time spent with setting up', the 'actual load factor', the 'process-
cycle time', the 'remaining content , and the 'average queue size'.

In general it was found that the rules FIFOMB, SLACKM and SPTM tend

to preduce lower results for the 'percentage of time spent in setting
up', the 'process cycle time', and the 'actual load factor', than the
other three rules (FIFOB, SLACK, SPT). SPIM and SPT tend to produce
lower values for the queue size, but higher values for the 'remain-

ing content', than the other four rules.

Finally a decision was made to select the FIFOMB rule as the most

appropriate for this class of productien system.



TABLE 6.1
SYSTEM CONFIGURATION (I)

MEAN VAIUES = D = B DAYS

PRIORITY ORDER PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION
RULE DELAY DELAY OF ORDER LATE OF PRODUCTION _LATE
FIFOB (1) 1.827 (1) 2.942 (1) 0.013 0.833 0.035 1.978
FIFOMB * 1,940 2.998 0.022 0.962 0.042 1.815
SLACK ** 1,998 2,990 (1) 0.013 (1) 0.768 (1) 0.022 (1) 1.117
SLACKM ** 2,028 3,002 0.023 1,025 0.032 1.402
SPT ** 1.952 ¢ 3,575 - ** 0,072 *s 2,178 ** 0.252 ** 7,098
SPTM *  1.988 *+ 3,518 s+ 0,082 *s 2,243 **+ 0,228 *s 5,822

RESULTS CF 'F TEST'

Fs *¢ 5.00 ** 29.16 ** 4.81 ** 5.83 ** 5.92 ** 12.61
F 3.85 3.85 3.85 3.85 3.85 , 3.85

MULTIPLE COMPARISON TEST -~ (CRITICAL VALUE FOR DIFFERENCES)

[ ]
DO.OS 0.11 0.18 0.05 0.95 0.15 2.42
a®
DO.Ol 0.14 0.24 0.06 1.25 0.19 3.18
Convention: (1) =~ Smallest value for the measure of performance (control)
. =~ Significant at 0.05 level
** . Significant at 0.01 level
FS = 'F ratio' calculated from data
F ~ Critical value for 'F ratio!

Da'os- Critical value for differences between each contrast (priority rules} and the ‘control!
* at 0.05 level
Dl.

0.01~ Critical value for difference between each contrast (priority rules) and the ‘'control!
: at 0.01 level



TABLE 6.2
SYSTEM CONFIGURATION . abc

MEAN VALUES = D = B DAYS

PRIORITY ORDER ~ PRODUCTION TARDINESS CRDERS TARDINESS PRODUCTION
RULE DELAY DELAY OF ORDER LATE OF PRODUCTION LATE
FIroB *r 7.307 84535 ** 2.193 ** 33.65 2e 772 *  40.00
FIroMB **  7.028 (1) 8.287 ', 2,025 ** 31.98 (1) 2.598 38.83
SLACK **  7.857 8.810 **¢  2.552 **  37.95 2,930 ** 42,42
SLACKM ¢+ 7,523 8.505 ** 2.335 ¢+ 35.83 24715 * 40.46
SPT S5.802 9,292 1,392 2l.21 ** 3,713 . 37.24
SPT™ (1) 5.407 B8.740 (1) 1.245 (1) 18.59 . 3.385 (1) 34.09

RESULTS COF 'F TEST®

Fs ** 30.05 2.34 ** 8,76 ** 37.80 ** 4,77 * 372
F 3.85 2.09 3.85 3.85 3.85 2.60

MULTIPLE COMPARISON TEST = (CRITICAL VALUE FOR DIFFERENCES)

DS o 0.60 0.75 0.59 4.34 0.67 4.86
D2%01 0.79 0.99 0.78 5.74 0.88 6.44

Conventionh: (1) = Smallest value for the measure of performance (control)
. =~ Significant at 0.05 level

** = Significant at 0.0l level
F5 = 'F ratio' calculated from data
F ~ Critical wvalue for 'F ratio’

Dj_ g5~ Critical value for differences between each contrast (priority rules) and the ‘control!
* at 0.05 level
D‘.

0.01" Critical value for difference between each contrast (priority rules} and the 'control!
at 0.01 level




TABLE 6.3
SYSTEM CONFIGURATION def

MEAN VAILUES - D = 8 DAYS

FRIORITY ~ ORDER PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION
RULE DELAY DELAY OF ORDER LATE OF PRODUCTION LATE
FIFCB (1) 3.272 (1) 4.898 (1) 0.148 (1) 5.90 (1) 0.318 (1) 12.01
FIFoMB 3.298 4,953 0.192 6.73 0.390 12.65
SLACK **  3.628 *  5.068 *0.232 8.07 0.348 12.30
SLACKM *  3.557 *  5.072 ** 0,272 8.14 0.430 12.89
SPT * 3.572 ** 6,407 ** 0.527 *  9.48 ** 1.477 22,72
SPTM * 3,582 ¢+ 5.798 ** 0.385 8.46 ** 0.633 ** 19,04

RESULTS CF 'F TEST'

F5 ** 4,01 ** 128,14 ** 24.64 2.14 ** 53.62 ** 10.29
F 3.85 3.85 3.85 2.09 3.85 3.85

MULTIPLE COMPARISON TEST — (CRITICAL VAIUE FOR DIFFERENCES)

»
D3.05 0.26 0.18 0.09 2,91 0.21 4.67
e
DO.Ol 0.34 0.24 0.12 3.86 0.28 6.18
Convention: (1) = Smallest value for the measure of performance (control)
* = Significant at 0.05 level
** = Significant at 0.01 level
FS = 'F ratlo' cazlculated from data
F - Critical value for 'F ratiof!

D5 05~ Critical value for differences between each contrast (priority rules) and the ‘control!
* at 0.05 level

06{01- Critical value for difference between each contrast (priority rules) and the 'control!
at 0,01 level



TABLE 6.4
SYSTEM CONFIGURATION ace

MEAN VALUES « D = 8 DAYS

FRIORITY ORDER PRCDUCTION TARDINESS CRDERS TARDINESS PRODUCTION
RULE DELAY DELAY OF CRDER LATE OF PRODUCTION LATE
FIFOB **  6.812 8.053 ** 1.887 ** 30.89 2.432 36.52
FIFOMB ** 6.708 (1) 7.970 *  1.853 ** 30.32 (1) 2.398 36.33
SLACK ** 7.273 8.158 e 2.195 ** 33,72 2.500 37.09
SLACKM ** 7,182 8.102 ** 2,163 ¢*  33.65 2.468 37.09
SPT 5.465 8.462 1,167 20.44 ‘ 2.973 . 36.09
SPTM (1) 5.238 8.248 (1)-1.127 (1) 19.03 . 2.947 (1) 34.81

RESULTS CF 'F TEST'

FS *e 29.78 1.03 **T.73 ** o 44.92 * 2.85 0.57
F 3.85 2.09 3.85 3.85 2.60 . 2.09

MULTIPLE COMPARISCON TEST = (CRITICAL VALUE FOR DIFFERENCES)

*
DO.OS 0.53 0.57 . 0.57 3.26 0.52 3.71
*e
D0.01 0.71 0.73 0.75 4.31 0.69 4,91
Convention: (1) - Smallest value for the measure of performance (control)
. ~ Significant at 0.05 level
** - Significant at 0.0l level
,FS = 'F ratio' calculated from data
F - Critical value for 'F ratio!’

D5 05~ Critical value for differences between each contrast (priority rules) and the ‘control!
: at 0.05 level

96:01- Critical value for difference between each contrast {priority rules) and the 'control’
at 0.01 level




T2BLE 6.5
SYSTEM CONFIGURATION bdf

MEAN VALUES = D = 8 DAYS

PRIORITY CRDER PRODUCTICON TARDINESS ORDERS TARDINESS PRODUCTION
RULE DELAY DELAY CF ORDER LATE OF PRODUCTION LATE

FIFOB ** 4,085 5.570 0.323 *e 11.22 0.562 ** 18.22
FIFOMB (1) 3.723 (1) 5.253 (1) 0.262 (1) 8.01 (1) 0.4%0 14.24
SLACK ** 4,503 **  5.843 *  0.438 ** 13.91 0.633 *s 19,47
SLACKM * 0 3.935 5,353 0.308 8.51 0.513 (1) 14,01
SPT “s 4.875 8.712 ** 1,182 ** 15.64 ** 3.275 ** 34,10
SPTM * 3.900 ** 6.422 ** 0.563 *  10.35 ** 1.298 *+  21.90

RESULTS CF 'F TEST?'

Fs ** 64.69 ** 163.36 ** 41,77 ** 18,07 ¢* 113,15 ** 50.71
F 3.85 3.85 3.85 3.85 3.85 3.85

MULTIPLE COMPARISON TEST = (CRITICAL VALUE FOR DIFFERENCES)

» 0.18 0.34 0.18 2.30 0.34 3.46
DO.OS
D6‘01 0.24 0.45 0.23 3.04 0.45 4.57
Convention: (1) = Smallest value for the measure of performance (control)

. =~ Significant at 0.05 level

** « Significant at 0.01 level

FS = 'F ratio' calculated from data
F -~ Critical value for 'F ratlo!

D3.05~ Critical value for differences between each contrast {priority rules) and the ‘control!
" at 0.05 level
D..

0.01~ Critical value for difference between each contrast (priority rules) and the 'control!
U at 0.01 level




TABLE 6.6
SYSTEM CONFIGURATION abcdef

MEAN VALUES = D = 8 DAYS

PRIORITY ORDER PRODUCTION TARDINESS CRDERS TARDINESS PRODUCTION
RULE DELAY DELAY OF ORDER LATE OF PRODUCTION LATE
FIFOB ** 7,795 * 9,412 ¢ 2,345 *+ 38,65 3.072 **  47.44
FIFOMB 6.748 (1) 8.433 1.753 *+ 31,98 (1) 2.418 (1) 41.91
SLACK ** 8,997 *+ 10.250 3,222 " 47.56 *s 3,712 ** 54,23
STLACKM s 7,402 8.805 2.175 *¢ 36,54 2,662 44,65
&p 7.118 ** 13,203 1.820 (1) 23.33 ** 7,005 *s 48,44
SPTM (1) 6.620 *+ 10.875 (1) 1.745 23.84 4,792 44,55

RESULTS CF 'F TEST!

FS ** 23,50 *e 35,78 ** 12,43 *e 43,58 ** 37,40 s+ 15,10
F 3.85 3.85 3.85 3.85 3.85 3.85

MULTIPLE COMPARISON TEST = (CRITICAL VALUE FOR DIFFERENCES)

05.05 0.60 0.97 0.54 4.68 0.94 ' 3.67

D3to1 0.79 1.28 0.71 6.19 1.24 4.85

Convention: (1)
E ]

Smallest value for the measure of performance (control)

Significant at 0.05 level

- Significant at 0.0l level

FS = 'F ratio' calculated from data

F - Critical value for 'F ratio!

DG.OS- Critical value for differences between each contrast (priority rules) and the ‘control!

at 0.05 level

DB‘OIT Critical value for difference between each centrast (priority rules) and the 'control!
* at 0.01 level i



Limit

TARLE 6.7
SYSTEM CONFIGURATION (I)
t¢* TEST ON THE DIFFERENCES BETWEEN FIFCOMB AND FIFOB

VALUES OF DIFFERENCES (SIX SAMPLES)

ORDER PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION
DELAY DELAY OF ORDER LATE OF PRODUCTION .LATE
0.03 -0.06 0.00 0.00 0.00 0.00
0.16 0.11 0.00 0.00 0.00 0.00
0.03 -0.01 0.00 0.00 0.00 0.02
0.14 0.10 0.00 0.38 0.01 0.76
0.07 0.01 0.00 0.00 0.00 0.00
0425 0.19 0.05 0.39 0.03 -1.76
0.110 0.057 0.008 0.128 0.07 ~ 0,163
0.086 0.092 0.020 0.159 0.012 0.839
0.118 0.126 0.027 0.237 0.016 1,151

* Significant at 0.05 level

** Significant at 0.0l level - t

0.01,5~ 3+36°




TABLE 6.8

SYSTEM CONFIGURATION abcdef

't' TEST ON THE DIFFERENCES BETWEEN FIFOB AND FIFCMB

VALUES OF DIFFERENCES (SIX SAMPLES )

ORDER PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION
DELAY DELAY OF ORDER LATE OF PRODUCTION LATE
2.22 2,03 1.35 15,38 1.51 12.27
1.26 1.02 0.97 ‘ 7.69 0.84 7.30
0.70 0.83 0.30 5.30 0.51 4,06
0.74 0.67 0.30 5.77 0.29 6.06
0.85 0.75 0.48 4,23 0.51 2.61
0.51 0.57 0.16 1.92 0.26 0.84
X **1.05 **0.98 **0.59 ** 6,72 **0.65 ** 5.22
S 0.627 0.54 0,37 4,65 0.47 4.04
Eimit 0.86 0.74 0.51 6.39 0.65 5.50

*  Significant at 0.05 level

** Significant at 0.01 level - t

0.01’5= 3.365




TAELE 6.9

RESULTS OF THE AVERAGE DELIVERY PERFORMANCE OF PRIORITY RULES OVER THE SIX SYSTEM CONFIGURATIONS

D = 8 Days
PRIORITY ORDER DELAY  PRODUCTION TARDINESS ORDERS TARDINESS OF PRODUCTION LATE
RULE (DAYS) DELAY (DAYS) OF ORDER LATE (%) PRODUCTION (%)
FIFOB (4) 5.183 (3) 6.568 (4) 1.152 (4) 20.19 (3) 1.532 (3) 26.03
FIFOMB (3) 4.908 (1) 6.316 (2) 1.018 (3) 18.33 (1) 1.389 (1) 24.29
SLACK (6) 5.709 (4) 6.853 (6) 1.442 (6) 23.65 (4) 1.691 (5) 27.72°
SLACKM (5) 5,271 (2) 6.473 (5) 1.213 (5) 20.68 (2) 1.470 (2) 25.08
SPT (2) 4.797 (6) 8.275 (3) 1.026 (2) 15.38 (6) 3.116 (6) 30.95
SPTM (1) 4.456 (5) 7.267 (1) 0.828 (1) 13.74 (5) 2.267 (4) 26,70

D = 20 DPays

PRIORITY ORDER DELAY  PRODUCTION TARDINESS ORDERS TARDINESS OF PRODUCTION LATE
RULE {DAYS) DELAY {DAYS) OF ORDER LATE (%) PRODUCTION (%)
FIFOB (2) 0.112 (2) 1.95 (3) 0.169 (3) 2.85
FIFOMB 8 8 (1) 0.101 (1) 1.76 (1) 0..46 (1) 2.49
SLACK @ 5 9 (5) 0.151 (5) 2.76 (4) 0.189 (4) 3.33
SLACKM gg g; (4) 0.122 (3) 2.06 (2) 0.153 (2) 2.54
SPT n n (6) 0.178 (6) 3.16 (6) 1,019 (6) 8,27
SPTM (3) 0.115 (4) 2.26 (5) 0.571 (5) 5.92




TABLE 6.10

RESULTS CF AVERAGE VALUES COF VARTABLE COF INTERNAL BEHAVIOUR FOR SIX SYSTEM CONFIGURATIONS

MEAN VALUES

PRTIORITY NO. OF JOBS PROCESS ACTUAL TOTAL REMATNING
RULE IN QUEUE CYCLE TIME LOAD FACT. SETUP % CONTENT
FIFCB 45.42 5.33 76.17 % 7.18 11,037
FIFOMB 41.36 5.10 72.96 5.71 11,076
SLACK 48.35 5.34 76.15 727 10,838
SLACKM 43.35 5.08 72.71 5.66 10,831
SPT 35.07 5450 78.86 7.75 12,163
SPTM 29.72 5.27 75.67 S5.87 12,129
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CHAPTER 7

STUDY OF MATN EFFECTS AND INTERACTIONS OF SOME VARIABLES ON

THE SYSTEM BEHAVIOUR
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7.1 - Introduction

The maln objective of this part of the investigation is to study the
effects on this class of production systems of variations in a number
of important parameters of the syslem., In oxder to achieve this
objective, an experimental design consisting of a 'half-replicate’

factorial was organized as described in paragraph 4. 3.2.

As described in paragraph 4.3.1, the various experiments will be
generated by assigning one of two values to each of the six major
parameters, such that thelr effects can be analysed through  the
model's output variables. In paragraph 4.3.1 a table summarizing the
pix variables, their values-and their notation was presented. That

table is reproduced below, for ease of reference,

Value of parameters
gtandard Alternative

value value
VARTABLES SYMBOL 0 1
A - nominal load factor a 65% 8574
B - setup time b 8 min. 16 min,
C - number of moulds c o 27
D - size of orders d 1000 1600
E ~ job splitting (MAXLOT) e 450 00
F - number of machines f 2 1

To measure the main effects and interactions caused by the above
six variables on the system's behaviour, seven output variables

will be used. Three of the output variables, viz. 'production delay';
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'production late'; and 'tardiness of production'(l), are measures of
delivery performance, while the other four, viz. 'process cycle time';
‘actual average load factor'; 'idle time due to setup'; and 'average
number of jobs in queue' {queue size), are measures of internal
behaviour. The effects on 'production late' and 'tardiness of product-
jon' , are calculated for a lead time equal "“to eight days, .

{D=28).

For each one of the seven output variables it is possible to measure

six main effects (each representing the average independent effect

of a change in one of the six variables) and fifteen first order
interactions (each representing the interaction effects of two simultane
eous Cchanges, or, in other words, the interactions betwen pairs of

variables), giving a total of 147 values which can be examined,

As shown in table 4.6, each main effect is represented by a capital
letter corresponding to the variable which causes that effect, and
each interaction is represented by a pair of capital letters, corres-
ponding to the variables which are interacting. In this way, if A
represents the main effect of changing the value of the nominal
'average load factor' from 65% (Ao) to 85% (Al), and B represents
the main effect of changing the mean value of setup times from 8
min. (Bo) to 16 min.(Bl), AB {or BA) will represent the interaction

of 'average load factor' and 'mean value of setup times'.

(1) for definition of variables see paragraphs 3.6.1 and 3.6.2
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There are several ways of calculating the main effects and  inter-
actions. The most straighiforward way is to write the yields of the
experiments in standard order (in accordance with table 4.5) and use
the signs on the same table to produce an algebraic sum of all the
yields. The result of such a summation will measure a given effect.
The sign for the interactions are obtained by multiplying the signs
of the corresponding variables. However for situations in which the
humber of yields is relatively large it is better to use a2 method
described in Davies (1967) (4), and known as the 'Yates' method.
This method was used in this study. The resultis of the mean  values
for each individual yield corresponding to the 32 experiments are

presented in appendix 5.

The simple calculation of the main effects and interactions however is
not sufficient, as they could be a consequence of random components.
Therefore, in order to be able to make more accurate statements in
respect of the results, an 'F test' of analysis of variance will be
conducted on each one of the 147 values which will be obtained by
measuring the 21 effects (6 main effects plus 15 interactions) over
7 output variables. The 'F tests' will be based on the null hypotheses
that the changes on the systems variables have no significant effects
on the output variables. Of course it is expected that some of these
hypotheses will be accepted and others rejected with a certain  pro-
bability, which will be given by the confidence levcl of 95% or 99%
(0.05 and 0.01 respectivelly).(l)
(1) Bonini (1963) (3) points out that the confidence levels  are
correct only if it is agreed, before running the experiment that
only one test is to be performed on the data. ¥For this reason he

suggests that the analysis of variance should be relied upon
only to indicate which factors are important.
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Davies (1967) (5) suggests different methods for assessing the
experimental exrror to be used in the analysis of variance. In the
case of this study, because of the sampling procedure used (paragraph
5.3.3) which generates six samples for each yield it is possible to
assess the experimental error direct from the slx samples. Detalils

of this method can be found in Davies (1967) (6), and Guenther {1964)

(%).

Finally it should be pointed out that in accordance with the conclu-
sions of Chapter 6, the FIFOMB rule was selected to be used through-

cut the 32 experiments which comprise the 'half-replicatei factorial.
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7.2 - Presentation of results

To facilitate presentation, the results of main effects and inter-
actions will be presented independently for each one of the six vari-
ables which are being changed, During the presentation a few comments
will be made, but there will be no attempt to explain some of  the
effects, as the explanation might be so complex as to require refer-
ence to results of other effects which have not been presented yet,
However after all the results have been presented, a special section
will deal with the discussion of the general behaviour of the system
and explanations will be offered for some of the more unexpected

effects.

When analysing the results attention should be palid to the fact that
although some effects are shown to be statistically significant, their
practical significance might be small because of the relatively small
change that they cause in the average behaviour of the system. For
this reason, before the results of effects are presented it is import-
ant to analyse the values of the output variables for the case of the
'average system'. The 'average system' is the system obtained by
caleculating the mean value of each one of the output variables over

the 32 configurations generated by the half-replicate factorial,

The table below presents the mean (f), the standard deviation (8)
and the relative standard deviation (S/f), for each of the seven
output wvariables, when they are averaged over the 32 system confi-

gurations,
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Values of the output variables for the ‘'average systenm’'

—

X S s/X
Average delay " 5.72 (days) 1.60 0.28
of production
Percentage of 20.35% 11.90 0.58
production late
Tardiness index 0.999 0.824 0.82
of production
Average process 5,08 min. 0.54 0.11
cycle time
Average load 7, 00% 12.52 0.17
factor
Idle time due 6.61% 3.24 0.49
to setup (%)
Average no. of 34,11 18.29 0.54

jobs in queue

The results for 'relative standard deviation' {S/X) show  that
'tardiness of production' is the most sensitive of all the measures
with respect to changes in the system's configuration, while the

'average process cycle time' is the least sensitive.

Before the presentation of results, a final point should be made
about the consequences of Interactions between variables and on the
interpretation of main effects. When the interaction is large in
relation to the value of the main effect, then the main effect ceases
to have much meaning. In this case it is no advantage to know, for
example, that on the average (i.e. averaged over all levels of other
factors) Al differs from Ao. The existence of a large interaction
means that the effect of one factor is markedly dependent on the
level of the other, and when quoting the effect of one factor it is
necessary to specify the level of the other. However when the inter-
action is small it may be inferred that the factors operate independ-
ently, and general conclusions on the main effect may legitimately

be drawn.
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7.2.1 - Results of effects caused by a change in the nominal average

load factor: (low 65% vs. high 85%) (4, vs. Al)

Table 7.1 presents the resulis of main effects and first order inter-
actions caused by a change in A (nominal load factor) from 65% to 85%.
The results of the 'F test' are indicated by symbols where * means
a statistical significance at the 0.05 level and *¥ means a sign-

ificance at the 0.01 level,

a) Results of main effects

-

The results of table 7.1 show that, on average, an increase in the
nominal value of the load factor from 65% to 85% has a very large
impact on the general behaviour of the system, and in particular on
its delivery performance. The 'F tests' indicated statistically sign-
ificant main effecis for all the seven output variables. This is
shown by increases of 2.53 days on the 'average delay of producticn’,
18.73% on the 'percentage of production late', and 1.25 on the 'tardi-
ness index of production'. If these effects are compared to the
results for the 'average system', presented in the last paragraph,
the practical significance of such effects can be clearly seen, In
mmerical terms they indicate that on average a change from Ao to
Al caused the ‘average delay of production' to increase from 4.47
days to 7.00 days, the 'production late' to increase from 10.99%
to 29.72% and the 'tardiness index' to increase from 0.37 to 1.62.
In relation to the measures of internal behaviour, the main effects

were -0,13 min. for the 'average cycle time', 18,99% for average actual
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load factor, 0.32% for the 'idle time due to setup', and 29.74 for

the queue size, The result for the ‘average process cycle time' 1is
surprising as it would be expected that an increase in 'idle time due
to setup' would cause an increase in "process cycle time'. However
the opposite has happened, and the possible reasons for this effect
will be discussed in a later section.It should be pointed out however
that this effect must be analysed in comparison to the results pro-
duced by the 'average system', and by the value of the interactions
which are large as far as those two variables are concerned, As far
as the average system is concerned, the values for ‘average cycle time'
and 'setup time' were equal to 5.08 min. and 6.61% respectively. This
means that they have changed from 5.17 min. and 6.45% +to 5.02 min.
and 6.77% respectively. These changes although statistically sign-
ificant, are very small, The effects on the actual average load factor,
which increased from 64,61% to 83.50%, and on the average 'queue size'
which also increased from 19.24 to 48,98, are large. These two effects
were expected, because the variation in the nominal load factor is
brought about by an increase in the arrival rate, which means more
Jobs arriving at the queue, and consequently a larger queue and larger

throughput times caused by higher waiting times.

b) Results of interactions

In relation to the measures of delivery performance the only statistic-
ally significant interaction effects are with F (ratio no. style/ no.
of machines), These interactions are however small in relation to the
main effects, Their values are respectivelly 0.41 days for 'production
delay', 3.56% for 'production late' and 0,30 for 'tardiness of pro-

duction'.
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These results indicate that the effect on delivery performance caused
by an increse on the 'nominal load factor' is bigger when the ratio
F is less favourable (3:1).

In numerical terms it means, for example, that the main effect of the
'load factor' on the 'percentage late' is equal +to 22.29% when F

is 3:1 and 15.17% when F is 3:2.

As far as the measures of internal behaviour are concerned, there are
no statistically significant interaction effects for the 'actual lcad
factor', but many statistically significant interactions for the other
four measures, For the 'average number of Jobs in queue' the inter-
ations are negligible in relation to the main effects, with one
exception, viz. interaction AD, which is equal to -6.15. This inter-
action means that the effect on the queue size of an increase in the
load factor (arrival rate) is greater when the average size of orders
is smaller. In strictly numerical terms it means that the main effect
is equal to 23.59 when the average size of orders is 1600, and 35.89
when the average size of orders is equal to 1000, The Iinteractions
for 'average cycle time' and 'idle time due to setup' on the other
hand are relatively large in relation to the main effects, but still
not large in relation to the values for the 'average system', These
relatively large interactions (in relation to the main effects) mean

that the main effect on its own does not have much meaning,

7.2.2 - Results of effects caused by a change in the mean value of

setup times (low : 8 min. vs. high: 16 min) (Bo VS, Bl)

Table 7.2 presents the results of the main effects and interactions

caused by a change in the value of B (mean value of setup time) from
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8 min. to 16 min,

a) Results of main effects

The results of the 'F tests' on the main effects indicated statistic-
ally significant effects in all the seven output variables. In relation
to the measures of delivery performance the increase of the value of
B from 8 min. to 16 min. resulted in average increases of 0.52 days

for 'production delay', 2.95% for the 'production late' and 0.35

for the 'tardiness index'. When compared with the results of the
‘average system' these effects are not large, In numerical i{erms it
means that a change from B, to B, has caused the ‘average delay

of production' to increase from 5.47 days to 5.99 days, the 'production
late' to increase from 18.88% to 21.83% and the 'tardiness index' from

0.88 to 1.10.

All these effects are to be expected. All measures of internal  be-
haviour suffered increases in thelr average value. In numerical
tems this means that on average, the increase in B has caused the
'average cycle time' to increase from 4.91 min, to 5.26 min; the
‘actual load factor' to increase from 71.55% to 76.46%; the 'idle
time due to setup' to increase from 4.90% to 8.33%,and the number
of jobs in queue to increase from 32.42 to 35.80. It can be seen
that, in relative terms, the largest effect was on the 'idle time
due to setup', a result which should be expected, as the variable
changed was the mean value of setup times, All the other results
were also expected, as an increase in the amcunt of idle time should

cause an increase in the 'average cycle time', and ‘'actual load factor'



~195-

with a consequent increase in the queue size and deterioration on

delivery performance,

b) Results of interactions

The 'F tests' failed to detect any statistically significant inter-
actions for the measures of delivery pexformance, but indicated a
few significant interactions for the measures of intermal behaviour.
For the "number of jobs in queue' and ‘actual load factor’ there
is only one statistically significant interaction for each, vim,

BA and BC, respectlively., The BA interaction is the same as AB and,
as mentioned before, is small, Interaction BC is also small (-1.41%),
but indicates that an increase in the mean value of setup time  has
a bigger effect on the 'actual load factor' when the number of moulds
is larger (42). This interaction might be expected, as a larger
number of moulds increases the chances of mould changeovers with
a consequent increase in the amount of time spent in setting up.

This is reflected in a higher 'actual load factor'. It should how-
ever be pointed out that in relative terms (compared with the ‘'aver-
age system') the effects are small. In relation to the ‘average cycle
time' and 'idle time due to setup', the 'F test' indicated,for both,
statistically significant negative interactions with A, C and D, and
positive interactions with F. Those interactions are however small
as compared to the main effects and do not seem to have any influ-

ences on the delivery performance.
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7.2.3 - Results of effects caused by a change in the number of moulds

available (42 vs. 27) (c:0 vs. cl)

Table 7.3 presents the results of the main effects and interactions
caused by a change on the number of moulds from 42 to 27. In order
to simplify discussions,the comments will refer to the effect of
increasing the number of moulds from 27 to 42, instead of the
opposite. This simply means that the signs of all effects on table

7.3 should be reversed.

a) Results of main effects

The results of the 'F itests' on the data indicate statistically
significant main effects in all the seven output variables. These
effects are considerable, although large interactions with the vari-
able F make them a meaningless average, whose values depend heavily
on F, In strictly numerical terms it means that on average, the in-
crease in the number of moulds from 27 to 42 causes an improvement in
the delivery performance, which is expressed by a reduction of 0.86
days on the 'average delay of production', a reduction of 7.36% on
the 'production late', and a reduction of 0.53 on the 'tardiness in-
dex'. It is interesting to note that this improvement in performance
occurred in spite of considerable increases in the 'idle time due to
setup', 'actual load factor' and ‘average cycle time', which on
average have increased from 4.93% to 8.30%; 68.85% to 79.15% and
4,71 min, to 5.45 min, respectively. These effects indicate that

an increase in the number of moulds tends to generate an increase in
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the number of mould changeovers, with a consequent increase in the
'idle time due to setup'.'Number of jobs in queue' was reduced by
the increase in the number of moulds. This effect is in accordance

with the improvement in delivery performance, which must have %been
caused by a reduction in the waiting times in queue for the  Jobs

(vwhich means smaller queues).

b) Results of interactions

In relation to the measures of delivery performance the 'F tests'
have indicated a highly significant interaction between C and F, for

all the three measures.

In comparison with the main effects these Interactions are very large
which means that the main effect does not have much meaning on  its
own. In general terms these interactions mean that the effect of
increasing the number of moulds from 27 to 42 has a large effect on
the delivery performance when the ratio 'no. of style/ no. of machine'
is low (3:2), but almost no effect when the ratio is high (3:1). In
numerical terms it means, for example, that the reduction in the
'percentage of production late' caused by an increase in C from 27
to 42, is, on average, equal to 12.52% when the ratio F is 3:2, but
only 2.20% when the ratio F is 3:1. The same sort of conclusions are
valid for 'average delay of production', and 'tardiness of production'.
This confirms the results obtained during the preliminary investigation
and reported in paragraph 4.2.4, which indicated a very small im-
provement in delivery performance when the number of moulds was incre-
ased from 27 to 45, for a system configuration having 3 product styles

and 1 machine,
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In relation to the measures of internal behaviour, the 'F tests'
indicated variocus significant interactions apart from CF. Amcng those
interactions are CA and CB, which were reported when the effects of
A and B were discussed. In relation to the interactions CF, the most
important effect is on the 'average number of jobs in queue'. For
an average main effect of -8.72, the interaction was equal to 8,03,
which i1s 1n complete agreement with the results for delivery perform-
ance, The CF interactions for 'idle time duc to setup', ‘actual load
factor', and 'average cycle time', are relatively small in relation
to the main effects. However they indicate that the increase in the
values of those variables, caused by an increase in the number of
moulds, is higher when the ratio F 1s 3:2, than when the ratio is
3:1. It should be noted that when the system has 27 moulds and 2
machines, the ratio of the no. of moulds to the no, of stations is
27:24, meaning that only 3 moulds are usually available for change-
over, When the number of moulds increases to 42, the ratio becomes
L2:24, meaning that 18 moulds are constantly available for changeover.
The increasing factor for the number of moulds available for change-
over is therefore 6 {18/3). However when the number of machines is 1,
the number of moulds available for changeover is 15 (27 - 12) for
the case of 27 moulds and 30 (42 - 12) in the case of 42 moulds. This
means that the factor of increase in number of moulds available for
changeover is only 2. Hence, in proportional terms, the number of
possible changeovers increases more sharply when F 1s 3:2, than when

F is 3:1.
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7.2.4 - Results of effects caused by a change in the average size of

orders (1000 vs. 1600) (D0 VS, Dl)

Table 7.4 presents the results of the main effects and interactions
caused by a change in the average size of oxders from 1000 items (Do)

to 1600 items (Dl)'

a) Results of main effects

The 'F tests' indicate statistically significant effects for all the
seven output variables. In relation to the measures of delivery per-
formance the results indicate that, on average, the increase in the
average size of orders causes a deterioration of the delivery pexrform-
ance of the system. In numerical terms it means that the variation in
the value of D from 1000 to 1600 has caused the value of ‘'average
delay of production' to increase from 5.24 days to 6.22 days, the
'percentage of production late' to increase from 17.63% to 23.08%, and

the 'tardiness index' to increase from 0.86 to 1.14,

In relation to the measures of internal behaviour, the variation in
D has resulted in an improvement in the internal performance which is
indicated by smaller values for all the measures of internal %behavi-
our, In numerical terms it means that, on average, the increase in
the size of orders has caused the 'average cycle time' to decrease
from 5,19 min. to 4.97 min.,, the average actual load factor to de-
crease from 77.78% to 70.23%, the idle time due to setup to decrease

from 7.84% to 5.38%, and the average number of jobs in the queue to
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decrease. from 39.64 to 28.58. These effects are understandable if

one considers that the increase in the average size of orders
corresponds to a decrease in the arrival rate (to maintain the same
nominal load factor), which means less Jjobs arriving in the system.
This decrease in the arrival rate must have caused a drop 3Iin the
nunber of mould changeovers, with the consequent reduction i1n the
'idle time due to setup'. It has also caused a -decrease in the number

of Jjobs in gqueue,

These improvements in the measures of internal behaviour however

have been outweighed by the increase in the batch sizes of Jobs, which
means longexr production time for the batches, with a consequent dete-
rioration in the delivery performance. It should be pointed out that
the effects on 'tardiness' and 'lateness' are due mainly to the method
used to fix due dates, which does not take account of the size of

orders when establishing due dates (see paragraph 3.6.2).

b) Results of interactions

In relation +to the measures of delivery performance there are no
statistically significant interaction effects., For the measures of
internal behaviour there are statistically significant interactions
with A, B and C for the 'idle time due to setup'. These interactions
are relatively small, however, in relation to the main effects, and
were reported when the results of effects A,B and C were presented,
For the average number of jobs in queue, there is only one  inter-

action (with the load factor A) which means that the reduction of the
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queue size due to the increase in the average size of orders, is

larger when the load factor is at its higher level (85%).

7.2.5 - Besultg of effects caused by splitting large jobs into smalier

batches (Splitting vs. no splitting) (E0 vs. El)

Table 7.5 presents the results of the main effects and interactions
caused by changing the procedure for splitting large Jobs into smallexr
batches, In other words it shows the results of effects on the system
behaviour caused by a change in the value of MAXLOT, from 450 to oo,
This change means that for the first case (AO), all jobs with a
batch size of 450 or more are split into smaller batches while on the

other case (Al) there is no splitting of Jobs at all.

a) Results of main effect

The 'F tests' failed to find any statistically significant effects on
all but one of the output variables. The only variable significantly
affected by the splitting of Jjobs was the average number of jobs in
queuve, This effect, which is equal to - 2.70, indicates that the
gplitting of Jjobs into smaller batches tends to increase the queue
size. This is to be expected, and indicates that a significant number
of Jobs were split into smaller jobs for a value of MAXLOT equal to
450, The fact that all the other variables were not significantly
affected by the splitting procedure only means that for a value of
MAXLOT equal to 450, there is, on average, no effect on the behaviour

of the system.
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b) Resulis of interactions

The 'F tests' falled to find any statistically significant interactions

either at the 0.01 or 0.05 levels.

7.2.6 - Results of effects caused by a change in the ratio 'no. of

styles/no, of machines' ( a more favourable ratio (3:2) vs. a

less favourable ratio (3:1) (FO VS Fl)

Table 7.6 presents the results of the main effects and [irst oxder
interactions caused by a change in the ratio between the number of

product styles and the number of machines, from 3:2 to 3:1.

a) Results of main effects

The 'F tests' applied to the data indicated statistically significant
main effects on all the seven output variables. The results indicate
that on average, the increase in the ratio 'no., style/no. machine’
(more product style per machine) tends to cause a deterioration in the
performance of th: system. The only variable which actually decreased
in value was the average number of Jobs in queue. This is a reflection
of the fact that in order to maintain the same nominal load factor,
the arrival rate had to be halved when changing from two machines
(ratio 3:2) to one machine (3:1). Considering that there is ;. single
queue for both machines, this decrease in arrival rate should be

reflected in a smaller queue, In relation to the ‘average systenm’,

these effects are considerable, both for the measures of delivery per-

formance and for the measures of internal behaviour. However, the
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interactions with A and C for the three measures of delivery perform-
ance and for the average numbercf jobs in queue are so high as to
make the main effects for those variables meaningless. For the other
variables of internal behaviour, although there are many statistically
significant inter=ctions, thelr values are not very high in relation
to the main effects,

In numerical terms these main effects indicate that an increase in the
ratio F from F_ to F, causes the bverage cycle time' to increase from
4,81 min, to 5.35 min., the'actual load factor' to increase from 70.77%
to 77.24%, and 'idle time due to setup' to increase from 5.26% to
7.96%. These main effects can be explained by the fact that when the
number of machines changes from 2 to 1, the ratio ‘'no. of moulds/ no.
of stations' is multiplied by a factor of 2, with a consequent increase

in the number of mould changeovers.

b) Results of interactions

As far as the measures of delivery performance are concerned the

'F tests' have indicated statistically significant interactions with
A and C. The interactions with A indicate that the deterioration in
delivery performance caused by an increase on the ratio F from 3:2 +to
3:1 is higher when the nominal load factor is at a higher level. The
interactions with C, on the other hand, are very high in relation to
the main effects, and indicate that if the number of moulds is small
(27), there is practically no effect on the delivery performance (the
effect on 'production delay' is 0.0l day) when the ratio F is changed
from 3:2 to 3:1. However if the number of moulds is large (42), the

same variation in F causes a large detericration in the delivery
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performance’ (the effect on the 'production delay' would be equal to

1.43 days)

In other words the FC interaction indicates that on average, a better
ratio F (3:2) has no effect on delivery performance, if the number of
moulds 1s s&all. However, if the number of moalds is large enough, a
better ratio will result in considerable improvement in delivery

performance.

In relation to the measures of internal behavicur the interactions

AF, BF, and CF for the 'average cycle time' and 'idle time due to
setup , and the interaction CF for the ' actual load factor' are all
statistically sagnificant but not as large as the interaction for the
measures of internal behaviour. These interactions have been already
reported in previous paragraphs. For the 'average number of jobs in
queue', the interactions AF and CF are also statistically significant,
with CF being very high in relation to the main effect { = 8.15 as
compared to a main effect of - 7.38). This large interaction means
that a change in the ratio F from 3:1 to 3:2 would cause an increase
(on average) of 15.41 in the average queue size if the number of
moulds is equal to 27. However if the number of moulds is equal to 42,
the same change in F would actually produce a decrease of 0.70 in the

average queue sizge,
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7.3 - Discussion of results

For the sake of diécussion the results of the experiments can be
divided into two major groups. The first group refers to the measures
of delivery performance, Considering that one of the main objectives
of this class of production systems is to malntain an effective and
reliable delivery performance, one of the prime objectives of  this
investigation should be to identify which of the system's parameters
can influence its delivery performance, and how significant their in-
fluences are in relation to the other parameters., The second group
refers to the variables of internal behaviour, While the first group
of variables is wused in order to evaluate the variations in the
external performance of the system, the second group 1s used In order

to understand the mechanism behind those variations,

7¢3.1 - Effects on the delivery performance of the system

The results indicated that the variation in the 'nominal load factor'
brought about by variations in the mean arrival rate is by far the
most important single factor among the six examined, as far as their
ability to influence the delivery performance is concerned, It should
be pointed out that such an effect is highly dependent on the extent
and range of the variation. For example, a variation in the nominal
load factor from forty to sixty percent (a relative increase of 50%)
might have less influence on the behaviour of a system than a vari-

ation from ninety to ninety five percent (a relative increase of only

5-6%)-
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Other authors (Eilon (1967); Conway et. al (1962); Hollier (1968))
have used higher loads than the ones used in this study (usually
around 90% and 95%), but for systems with characteristics quite
different from this one. Furthermore the choice of the parameters for
this study have already been discussed in paragraph 4,3.1 and in the
1light of the results and system characteristics seems quite reason-

able.

This capacity of the nominal load factor to influence the delivery

performance 12s shown to be to a great extent independent of the
other five variables, The only statistically significant interaction
effect was with the ratio 'number of product styles/no. of machines’,
but even this interaction was relatively small in comparison with the

magnitude of the main effect.

The second largest independent effect on the delivery performance of
the system was caused by a variation in the ‘'average size of orders’,
It should be pointed out that although the magnitude of the change
made was quite large (an increase of about sixty percent on the aver-
age size of orders) in relation to the relative variation on the
nominal load factor {about thirty percent), the effect on the delivery
performance was much smaller than the one caused by the variation in
the load factor. One interesting ppint to note is that the ability
of the order size to Influence the delivery performance is largely
independent of the parameters of the other five variables., The
analysis of variance failed to find any statistically significant

interactions.
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The only other variable which was able to influence the delivery
performance of the system independently (as far as the significance
test is concerned) of the parameters of other variables, was  the
mean value of setup time, The magnitude of the effect however was
small when comparesd +to the effects caused by the previocus two
variables, as can be seen by comparing the results of row 1, columns

1, 2 and 3 for tables 7.1, 7.2 and 7.4,

The other three variables have either not shown any sighifilcant effect
(splitting of jobs), or have produced effects which are highly depend-
ent on the parameters of other variables, This latter case happened
for variables C (number of moulds) and F (ratio between mumber of
styles and number of machines). The main effects of Cand F on the
delivery performance of the system are both considerable in numerical
terms, However the interaction CF is so large, that these main effects
lose all their meaning. When considering the influence of C or F on
the delivery performance of the system, one must refer to the para-

meter of F and C respectively. The effect CF is however important,

because of its magnitude in relation to the other effects. The CF effect

has already been discussed in paragraphs 7.2.3 - b and 7.2.6 - b, and
it should only be added that a better ratio F (3:2) can cause a
considerable improvement in the overall performance of the system.

This is shown by the fact that an arrival rate twice its original value
(which followed the increase in the number of machines from 1 to 2),
failed (on average) to cause any deterioration of the delivery perform-
ance even though the number of moulds was maintained constant at 27.
However when the number of moulds was maintained constant at 42  the

joint increase in the arrival rate and the number of machines (repre-
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sented by a F ratio 3:2) has actually caused a considerable impro-
vement (on average) in the delivery performance of the system. It
should be pointed 5ut that the increase in the number of moulds did
not result (on average) in any improvement in delivery performance

for the casesihwhichthe number of machines was 1.

Finally some comments should be made about the results related to
variabvle E (value of MAXLOT for 'job splitting'). The fact  that
the 'F tests' failed to find any significant effects in the measures
of delivery performance, only means that fﬁr a value of MAXLOT equal
to 450 the splitting of large jobs into smaller batches does not

have any statistically significant effect on the delivery performance,

Although there was some evidence from experiments of paragraph 4.2.4
to suggest that 450 was a reasonable value for MAXLOT, the lack of
effect does not allow any firm conclusion to be drawn. The probiem

of choosing a correct value for MAXLOT is complicated by the existence
of many different system configurations, This means that a value
which is good for one system configuration might not be so for another,
An absolute answer to this problem would require a large number of
experiments, which might not bring any important conclusicns., A partial
answer was obtained however by having +two extra series of experiments,
in which the value of MAXLOT was varied while all the other variables
were malntained constant. The two series differ from each other only

in respect af the system configurations used. The first series was

executed with system configuration abedf and the second with system
configuration d. The choice of those two configurations was based on

the idea of having two extreme cases (most 'tight' and most 'loose’
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configurations) for which the average value of orders was at its
higher level (1600). System configuration (I) would be even more
'loose' than d, but it was thought that with an average size of
oxrders already small, the possible influence of MAXLOT value (whose
objective is to split large Jobs) would not be shown as well as with

configuration 4.

Each series therefore, consisted of having a total of 5 experiments
corresponding to values of MAXLOT equal to 250, 350, 450, 550 and

o (no splitting at all). After each series a multiple comparison
test (the same test described in paragraph 6.1) of analysis of vari-
ance was applied to the five results in oxdexr to detect any statistic-
ally significant differences caused by variations in the value of
MAXLOT. The results of the experiments and multiple comparison test
are shown in tables 7.7 and 7.8, for system configurations abedf and

d, respectively.

For system configuration abedf the lowest value of all three measures

of delivery performance (average delay of production’, }ercentage of
late productioﬂ and 'tardiness index of productioﬂ) were obtained for
MAXTOT = 450, The multiple comparison test indicated significant
differences in favour of MAXLOT = 450 in relation +to MAXLOT = 350

and MAXLOT = 250, but in general no significant differences for MAXIOT =
550 and MAXLOT = co. The results for the'average number in queue'indi—
cated (as expected) significant increases in the queue size, created
by the splitting procedure. As the value of MAXLOT gets smaller, the

queue size gets larger,
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The results for system configuration d (table 7,8) indicated the same
effect on the queue sige, but different results for the variables of
delivery performance., The lowest value of 'average delay of production’
was produced by MAXLOT = 250, and the multiple comparison test indicated
statistically sigrificant differences for all the other values of
MAXLOT. For the 'percentage of production late' and 'tardiness index
of production', the lowest values were produced by MAXLOT = 350.
However the multiple comparison test failed to find any statistically
significant differences between MAXLOT = 350 and MAXIOT = 250 or
MAXLOT = 450. It should be pointed out that in relation to the measures
of delivery performance, even the statistically significant differences
were in absolute terms very small, The same is not true in relation
to the effect on the queue size, As the value of MAXLOT decreases the

increases in queue size becomes considerable.

Bazed on the above evidence it is therefore possible to say that there
are strong indications tec suggest that the procedure for splitting
large Jjob into smaller batches does not bring, on average, any sign-

ificant advantages to the performance of the system.

7.3.2 - Effects on the internmal behaviour of the system

The results for the measures of internal behaviour presented a different
pPicture from the measures of delivery performance. While for the latier
the resulis were very uniform for the three variables, for the former
there was a more complex picture, One interesting point to note was
that depending on the effect being analysed, an improvement in the

internal performance (smaller 'process cycle time', smaller 'idle times
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due to setup', smaller 'queue size'), could in fact correspond to

a deterioration in the external perfommance (delivery performance).
This was certainly the case for effects D and C, In the case of

D, for example, the increase 3in the size of orders caused, as ex-
pected, a reduction in the value of 'idle time due to setup' and in
‘average queue size'. This was reflected in the 'actual load factor',
and 'process cycle time' which also had their values reduced.

However these improvements (which represent smaller processing time
per item) were  outweighed by the increase in batch sizes, res-
ulting in  larger throughput times and consequently poorer delivery
performance, The same kind of phenomenon happened when the number of
noulds was reduced from 42 to 27 (effect C). The only difference being
that this time the deterioration in delivery performance was followed

by an increase in the average queue sige.

In relation to the mechanisms governing the internal behaviour of the
system, the results‘indicated a direct relationship between the 'idle
time due to setup', and two of the other variables yiz.' actual load
factor' and 'process cycle time'. The whole mechanism seems to be
governed by the effect that the system's parameters have on the amount
of time spent in setting up. A variation in the 'idle time due to
éetup' (in one direction or another) is immediately reflected in a
variation in the same direction of the 'actual load factor' and
'average process cycle time'. This mechanism is no surprise, and should
be expected., However the results of table 7.1 indicated an exception.
On that occasion an increase in the 'idle time due to setup' actually
corresponded to a reduction in the ‘average process cycle time’,

At first this result seems quite dubious, but a close examination of
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the circumstances generated a reasonable explanation. Firstly, it
should be recorded from paragraph 3,6,1 that the 'process cycle time'
is obtained by dividing the total processing time of each 'job' by
its batch size, where processing time includes the actual production
time plus all the idle times (due to setup) suffered by each  job.
For this reason the value of process cycle time is a direct function
of the amount of idle time suffered by each Job. Now, if the results
of table 7.1 are examined, it is possible to see that although the
total time spent with setup has increased (from 6.45% to 6.77%),
the amount of setup time per job has actually been reduced., This is
because the increase in the nominal load factor from 65% to 85%F was
brought about by an increase of 30% in the arrival rate. Now, if the
two values of setup time are divided by 1.0 and 1.3, respectively,
the results are 6.45% and 5.21%, which indicate that the amount
of setup time per 'Job' actually dropsy with a consequent

reduction in the 'process cycle time’'.

A final point about the mechanisms governing the behaviour cf the
system relates to the relationship between the average number of jJobs
in queue and the delivery performance, From the results 1t can be seen
that in general a deterioration (or improvement) in delivery perform-
ance corresponds to an increase (or reduction) in the queue size.
There were however two exceptions., The first happened when the
average size of orders was increased from 1000 to 1600 (table 7.4).
On that occasion a significant drop in the queue size was followed by
a significant deterioration in delivery performance., This is under-
standable as the increase in the average size of orders corresponds to

a reduction in the arrival rate of orders, which means less Jjobs in
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queue but larger batch sizes (larger processing times per batch).

The second exception happened when the value of MAXLOT (table 7.5)

was changed from 450 to o . This meant that jobs were not split into
batches, which means less batches (Jjobs) and so, smaller queues. The
reduction in queue size however was not followed by any significant

change in delivery performance.
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7.4 - Summary

In this chapter the results of a fractional factorial designh corres-

ponding to six factors at two levels each, was presented and discussed.

The objectives of these experiments were to study the main effects and
possible interactions of those six variables on the behaviour of the
system, both in relation to its internal and external (delivery) perform-

ance.,

The results indicated that on average the largest main effect on deli-
very performance was caused by a variation in the nominal load factor
brought about by an increase in the arrival rate, The value of the
average slze of orders was also shown to have a considerable influence

on the delivery performance and intexnal behaviour of the systenm.

There was a strong indication to suggest that the procedure of splitt-
ing large Jobs into smaller batches had, on average, a very small
effect on the delivery performance of the system, but a significant

effect on its queue size.

The results . have also indicated a large interaction between the number
of moulds and the ratio F (number of product style/ number of machines)
for the measures of delivery performance. These interactions were shown
to be highly significant and of considerable practical importance due

to their magnitude in relation to the other effects.
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A comparison Tbetween the measures of internal behaviour and the
measures of delivery performance indicated that in some circumstan-
ces an improvement in the internal performance can correspond to a

deterioration of delivery (external) performance,

Finally a brief discussion was carried out in order to explain the
working mechanism of the system, and to justify some of the more

unexpected effects.




TABLE 7.1

EFFECTS OF A CHANGE IN THE NOMINAL LOAD FACTOR CF THE SYSTEM -

(low: 65% vs. high: 85%) (A wvs. Aly
o

AVERAGE PERCENTAGE OF TARDINESS AVERAGE AVERAGE IDLE TIME AVERAGE XO,

DELAY CF PRODUCTICN INDEX OF PROCESS ACTUAL LOAD DUE TO OF JOBS

PRODUCTION LATE PRODUCTION CYCLE TIME FACTCR SETUP (%) IN QUEUE

MAIN EFFECTS b 2.53 . 18.73 . 1.25 ** - 0.13 hid 18,99 **  0.32 »e 29.74
Interactions with: ’ )
B: mean setup time 0.17 "1.78 0.15 ** =~ 0.06 - (.28 ** -~ 0.16 g 1.39
C: no. of moulds . 0.20 0.68 0.22 *¢  0.15 1.02 0,21 ae 2.31
D: average size - 0.07 = 0.03 0.09 ** 0,06 0.00 ** 0,27 ** - 6.15
of orders

E: splitting of jobs - 0.04 - 0.24 0.00 0.00 - 0,08 - 0.06 - 0.44
F: ratio i 0.41 . 3.56 * o 0.30 ** - 0.13 - 0.75 *¥ = 0.25 * - 2,95

no.style/no. mach.

¢* Significant at 0.0l level
* Significant at 0.05 level




TABLE 7.2

EFFECTS OF A CHANGE IN THE MEAN VALUE CF SETUP TIMES
(low: 8 min. vs. high: 16 min.)

(B vs. B.)
o 1
AVERAGE PERCENTAGE OF TARDINESS AVERAGE AVERAGE IDLE TIME AVERAGE NOe
DELAY CF PRODUCTION INDEX OF PROCESS ACTUAL LOAD DUE TO OF JOBS
PRODUCTION LATE PRODUCTION CYCLE TIME FACTOR SETUP (%) IN QUEUE
MAIN EFFECTS hald 0.52 g 2.95 0.22 i 0.35 bl 4.90 g 3.43 .. 3.38
Interactions with:
A: nominal lcad 0.17 1.78 0.15 ** - 0,06 -~ 0.28 ** . 0.16 . 1.39
factor
C: no. of moulds - 0,12 - 0.67 - 0.01 *s . 0.11 * 1.4 ** . 1.15 - 0,76
D: average slze - 0,02 - 0,04 0.01 * - 0.04 - 0.47 ** ~ 0.54 - 0.79
of orders '
E: splitting of jobs - 0.07 - 0,29 - 0.05 0.02 0.39 0.07 = 0.66
Fs ratio 0.20 1.20 0.11 .e 0.08 l.12 . 0.95 0.39

no. style/no.mach.

** Significant at 0.0l level
* Significant at 0.05 level



TABLE 7,3
EFFECTS OF A CHANGE IN THE NUMBER OF MOULDS AVAILABLE

4 « 27

(42 vs ) (CO VSe Cl)
AVERAGE PERCENTAGE CF TARDINESS AVERAGE AVERAGE - IDLE TIME AVERAGE NO
DELAY OF PRODUCTION INDEX OF PROCESS ACTUAL LOAD DUE TO OF JOBS
PRODUCTION LATE PRODUCTICN CYCLE TIME FACTOR SETUP (%) IN QUEUE

MAIN EFFECTS **  0.86 ** 7.36 **  0.53 ** - 0.74 *+ = 10.30 ** - 3.37 8,72
Interactions with:
A: nominal load 0,20 0.68 0.22 .o 0.15 1.02 i G.21 . 2.31
factor ’

B: mean SEtup time - 0.12 - 0.67 - 0001 - o band 0-11 . - 1041 ' - 1.15 bad 0-76
D: average size 0.19 1.80 0.15 0.03 0.81 ** 0,501 - 0.22
of orders . .

Fs ratio
no.style/no. mach, ** = 0.71 o 5,16 ** e 0.45 ** 0,12 .. 2.22 **  0.78 ** . B8.03

“* Significant at 0.01 level
. Significant at 0.05 level



TABLE 7.4

EFFECTS OF A CHANGE ON THE AVERAGE SIZE OF CRDERS
(small: 1,000 vs. large: 1,600) (D vs. D,)

v

AVERAGE PERCENTAGE OF TARDINESS AVERAGE AVERAGE IDLE TIME AVERAGE NO
DELAY CF PRODUCTION INDEX OF PROCESS ACTUAL LOAD DUE TO OF JOBS
PRODUCTION LATE PRODUCTICN CYCLE TIME FACTOR SETUP (%) IN CGUEUE
MAIN EFFECTS *v  0.98 s 5,45 s+ 0,28 o~ 0.22 “* _ 7,55 *e . 2,46 ** = 11,06 .
Interactions with:
A: nominal load - 0.07 w 0,03 0.09 .. 0.06 0.00 e 0.27 ** o 6.15
factor
B: mean setup time = 0.02 - 0,04 0.01 *™ - 0.04 - 0.47 **  0.54 = (.79
C: no. of moulds 0.19 1.80 0.15 . 0.03 0.81 kg 0.51 - 0,22
E: splitting of jobs 0.05 0.40 0.00 0.00 ) 0.23 - 0.03 - 0.44
F: ratio - 0.18 - 0. 70 0.09 bnd 0.02 hand 0.17 - 0¢39 0;27

no.style/no. mach.

** Significant at 0.01 level
* Significant at 0.05 level



TABLE 7.5

EFFECTS OF A CHANGE IN THE PROCEDURE OF SPLITTING JOBS
(splitting vs. no splitting) (Eo vs. El)

¢

AVERAGE PERCENTAGE OF TARDINESS AVERAGE AVERAGE IDLE TIME AVERAGE NO
DELAY CF PRODUCTION INDEX OF PROCESS ACTUAL LOAD DUE TO CF JOBS
PRODUCTION LATE PRODUCTION CYCLE TIME FACTOR SETUP (%) IN QUEUE
MATN EFFECTS 0.11 0.48 0.02 0.02 0.29 - 0,04 ' . 2,70
Interactions with:
factor
B: mean setup time = 0.07 - 0,29 - 0.05 0.02 0.39 0.07 - 0.66
C: no. of moulds - 0.06 - 0.50 - 0.02 0.00 - 0.08 0.09 - 0,06
D: average size 0.05 0.40 0.00 0.00 0.23 -~ 0.03 = 0.44
of orders .
F: ratio - 0.03 - 0006 0.00 0000 0.04 - 0.07 0040

no. style/no.mach.

** Significant at 0.0l level
* Significant at 0.05 level




TABLE 7.6

EFFECTS OF A CHANGE IN THE RATIO NO. CF STYLES/ NO, OF MACHINES
{more favourable (3:2) vs, less favourable {3:1)) (Fo VS. Fl)

AVERAGE PERCENTAGE OF TARDINESS AVERAGE AVERAGE IDLE TIME AVERAGE NO
DELAY COF PRODUCTION JINDEX OF PROCESS ACTUAL LOAD DUE TO OF JOBS
PRODUCTION LATE PRODUCTION CYCLE TIME FACTCR SETUP (%) IN QUEUE
MAIN EFFECTS ** 0.72 ' 6,64 “s  0.36 s+ 0,54 *s 6,47 2,70 *+ _ 7,38
Interactions with:
A: nominal load ** 0.41 ** 3,56 ** 0,30 ** - 0,13 - 0.75 * . 0.25 % o 2,95
factor
B: mean setup time 0.20 1.20 0.1l1 **  0.08 1.12 ** 0 0.95 0.39
C: no. of moulds o 0.71 ** - 5.16 ** o 0.45 s 0.12 bl 2622 . 0.78 ** . 8.03
D: average size - 0.18 -~ 0.70 0.09 = 0.02 - 0.17 ** = 0.39 0.27
of orders ‘
E: splitting of jobs - 0.03 - 0.06 0.00 0.00 0.04 0.07 0.40

** Significant at 0.01 level
* Significant at 0.05 level




FIGURE 7,7

EFFECT COF MAXLOT VALUE ON THE BEHAVIOUR COF THE SYS%EM

( SYSTEM CONFIGURATICN abedf )

AVERAGE NUMBER COF AVERAGE DELAY CF PERCENTAGE OF LATE TARDINESS INDEX CF

VALUE JOBS IN QUEUE PRODUCTION PRODUCTICON PRODUCTION

OF difference from difference from difference from difference from
MAXIOT | Mean lowest mean mean lowest mean mean lowest mean mean lowest mean

{control) (control) {control) {control)

o 35.28 0.00 8.38 * 0D.l86 40.65 0.97 2.37 0.10
550 37.92 ** 2.65 8.26 0.04 40.27 0.59 2.27 0.01
450 38.65 ** 3,37 B.22 0.00 39.68 0.00 2.26 0.00
350 40.87 ** 5.59 8.42 ** 0.20 40.79 1.11 2.42 *0.15

250 46.68 **11.40 8.46 ** 0.24 42,57 ** 2,89 2.39 * 0.13

** = significant at 0.01 level
* = significant at 0,05 level




FIGURE 7.8

EFFECT OF MAXL.OT VALUE ON THE BEHAVIOUR OF THE SYSTEM
( SYSTEM CONFIGURATION d )}

AVERAGE NUMBER OF

AVERAGE DELAY crF PERCENTAGE OF LATE TARDINESS INDEX COF
VALUE JOBS IN CQUEUE PRODUCTION PRODUCTION PRODUCTION
OF difference from difference from difference from difference from
MAXLOT { mean mean mean mean
lowest mean lowest mean lowest mean lowest mean
{control) (control) {control) {control)
@ 11.17 0.00 4,24 ** 0,73 6.07 ** 3,36 0.13 ** 0.08
550 12.19 s 1.02 3.81 ** 0.30 3.98 * 1.27 0.07 0.02
450 12.73 ** 1.56 3.76 *¥ 0,25 3.79 1,09 0.06 0.01
380 14.61 *s 3.44 3.61 ** 0.11 2.71 0.00 0.05 0.00
250 18,58 o T.41 3.51 0.00 2.76 0.05 0.06 0.01

** = gignificant at 0.01 level
= significant at 0.05 level




CHAPTER 8

T

STUDY OF OPERATICN STRATEGIES FOR CAPACITY MANIPULATION




216

8.1 - Introduction

In paragraph 4.3.3 a brief discussion was conducted on the objectives
of this series of experiments. It was however indicated that a more
comprehensive discugsion would follow in this chapter.

The two previous series of experiments, reported in chapterg6 and 7,
have presented a comprehensive study of the effects of operation rules
and some of the system's parameters on its internal behaviour and
delivery performance. The information obtained helped to improve  the
understanding of the system and to indicate the effects and interactions
between parameters. However it did not relate those effects to the

econoriic consequences of changes in the-parameters.

Cantelow &t gl.(1973) point out that two measures are of real importance
when judging the performance of a manufacturing system. Those are the
delivery perfeormance to promised dates, and the cost per unit of out-
put. The aim of a company's policy should be to meet demand on time at
minimum cost - withain such practical constraints as limit of available
cash, floor space and manning pelicies, The fulfilment of these aims
however depends to a large extent on the decisions taken by manage-

ment with respect to operation procedures and capital investment.

In order to take such decisions management need to assess the conse-
quences of the possible alternative acticns. In situations where due

dates are viewed as critical, management can usually take decisions
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using a three dimensional decision grid. The first dimension repre-
sents cost per unit of cutput. This cost can be changed by modifying
its variable component, which is represented by such variables as
capital costs, cost of overtime and extra shift, inventory costs,
etc., As Folie (1974) pginted out, 'Firms can generally  substitute
variable inputs, such as additional shifts, overtime and inventory,
for capital ‘nputs in the form of plant capacity, which consists of
buildings and production equipments'. It is also possible to monitor
the utilization factor of the production facilities by increasing

or decreasing the load factor.

il

The second dimension on the decision grid represents the 'lead time'
used for quoting delivery dateg.Eilon and Chowdhury (1976) suggest
that instead of confining the scheduler to a given array of due dates,
the due dates should be specified so as to take account of individual
jobs and the level of congestion in the shop.Tthey then add : ‘In
practice, of course, the scheduler is not free to assign due dates

on his own, and the wishes of the customer in this respect undoubtedly

play a significant part'.

The third dimension on the decision grid represents the delivery
performance, Delivery performance can be measured by the number of
tardy jobs, or any other tardiness-related criterion, Having decided
on a given 'lead time' parameter, it is always possible to  trade
extra capacity, which might be represented by cost per unit of cut-
put, for improved delivery performance. Littlechild (1974) expressed

this point well: 'Queueing theorists have long arqued that a less than
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100% utilization factor does not represent inefficient idle capacity.
Investment in additional facilities (capacity) to service a given
demand is warranted as long as the incremental cost is more  than

outweighted by reduction in waiting cost'.

One way of providing management with information to help in making the
above decisions would be to construct trade—off curves relating capacity
cost per unit produced, to delivery performance criteria, for differ-
ent lead time parameters. As far as this particular model is concerned,
capacity can be manipulated through the following variables:
i) the number of machines
ii)  the number of moulds
iii) the number of working hours/week
iv)  the use of inventory of finished goods
Capacity cost per unit produced can be expressed by:
Cu = Ct/Qt ess 8.1
where
Cu= capacity cost per unit produced
€= total capacity cost/period
Qt= total production/period
C, can be measured by:

t
C=M.C +N.C +L +I ...8-2
t m n c c
where
M = number of machines in the shop

Cm= machine depreciation cost/pericd

N = number of moulds held

C = mould depreciation cost/period
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L_= labour cost/period

I-= total inventory cost/peried

Delivery performance can be measured by the ‘'percentage of production
(or orders) late' and/or the 'tardiness index of production(or ordersY,
and due dates can be varied by having different walues for the lead

time, D.

In this chapter the results cbtained from a series of experiments
designed to produce trade-off curves relating delivery performance to
capacity cost per unit, are presented. As explained briefly in para-
graph 4.3.3, the experimental design for this part of the study con-
sists of making single changes tec the model's capacity parameters

and of measuring the consequences of those changes cn both the delivery
performance and the capacity cost per unit produced. Delivery performe
ance (measured by the 'percentage of production late') is cobtained
directly from the model output, but the capacity cost per unit is
calculated afterwards, outside the model, through the use of equations
8.1 and 8.2. The calculation of the capacity cost per unit outside
the model gives more flexibility, as it allows the use of different
cost parameters on the same set of results obtained by a single simul-

ation experiment.

The cost parameters used in the results presented in this chapter are
based on typical costs of the industrial company mentioned in paragraph
4.2. These costs are presented in appendix 2 together with data about

the company's production unit. It should be pointed out that the
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results of the trade-off curves are very much dependent on the cost”
structure as well aé the system configurations of a particular company
(as indicated by some of the results of chapter 7). For this reason
it was decided to use a system configuration resembling the situation
found in the industrial company referred to above. The configuration
used has therefore; a mean setup time equal to 8 minutes, three pro-
duct styles, one machine, average size of orders equal 1600, and a
value for the mean arrival rate-sufficient to produce a load factor
of around 75% for a single shift of 45 hours per week. The procedure
for splitting jobs was also used. The number of moulds held by  the
company, the mumber of working hours per week and the parameters for
inventory control are the variables changed during the experimentation.

The number of machines was not varied, as it would produce too high a

capacity cost at this level of demand.
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8.2 = Digcussion of experiments and presentation of results

For the sake of discussion and presentation, the experiments were
divided into two groups. The first group relates to the experiments
involving variaticns in the number of moulds and number of working
hours per week, while the second group relates to the experiments

involving changes in the inventory control parameters.

8.2.1 = Experiments invelving changes in the number of moulds and

working hours per week

The results for this first group of experiments are presented in
tables 8.1 to 8.3, and in figures 8,1 to 8.5. Table 8.1 presents the
numerical results of 'capacity cost per unit' and ‘'percentage of
production late' which resulted from variation in the number of moulds
from 18 to 45, The variations in the number of moulds were made In
steps of three, in order to take account of the three product styles.
This change could have been made in steps of 1, but in this particular
situation, in which demand is assumed to be the same for all  three
styles, the selection of an extra mould for a particular product would
tend to create an imbalance in the delivery performance among the
styles. The extra moulds were selected in accordance with the proce-—
dure described in pa;agraph 3.6.&?)It should be peinted out that
experiment 1 of table 8,1 (1 machine, 18 moulds) represents the mini-
mum feasible capacity for a three-product-styles situation ( see

paragraph 3.5.3). The percentage of late production was calculated

(1) Both the waiting time in queue and processing time distribu?i?n§
were assumed to be exponential, when calculating the prcbabilities

described in paragraph 3.6.1
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for different values of lead time, D, ranging from 8 to 20 days, as
shown in table 8.1. In figure 8.1 the capacity cost per unit is
plotted against the corresponding percentage of production late, for
three different values of lead time (D = 8, 12 ana 16 days). This
gives rise to the trade-off curves, which represent the three dimen-
sional decision grid discussed in paragraph 3.l. Figure 8.1 confirms
the results of the preliminary investigation concerning the effect
of extra moulds on the delivery performance of the system ( see
paragraph 4.2.4.). It is possible to see that, irrespective of the
value of lead time, the trade-off curve has an interesting shape,
which decreases very sharply when the number of moulds increase from

18 to 27, but which tends to flatten out after 27 moulds.(See table 8.1)

Yor example, for D = 12 days and the number of moulds set at 18, the
result for the percentage of production late is equal to 49.19%, at a
capacity cost of 3.97 m.u. (monetary unit) per unit produced. When
the number of moulds was increased to 27, there was a trade-off be-
tween costs and delivery performance which is indicated by a  sharp
drop in the percentage of production late, which is reduced to less
than a third of its original value {(from 49.19% to 15.13%), against

an increage of only 4.79% 1n the capacity cost per unit produced

{(from 3.97 m.u. to 4.16 m.u.). On the other hand, when the nurber of
moulds was increased from 27 to 45, the increase in cost was equal to
18.51% {(from 4.16 m.u. to 4.93 m.,u.) compared with an absolute drop
of only 0.59% (3.90% in relative terms) in the percentage of production

late.
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Another interesting point to note is the influence of D on the
percentage of orders late. For example, by increasing the number of
moulds from 18 to 24, and the value of D from 8 to 12 days, it would
be possible to reduce the percentage of production late from 68.19%
to 21.60% at an extra capacity cost per unit of only 0.05 m.u. or
1.26%. It is true that increasing the lead time means reducing
customer's satisfaction in terms of delivery dates. Cn the cother hand,
by increasing the lead time the company will be more reliable in
respect to its promise, without having to increase the cost of the
product. As long as i1t is arranged before hand, it might be preferable

to a customer to have slightly longer but more relisble delivery times.

Table 8.2 presents similar data to that shown in table 8.1, but  this
time it represents the results chtained by varying the number of work-
ing hours/week. The variations were made in steps of 5 hours per week,
representing one extra hour per day in a five-day=-week. It should be
pointed out that eicghty hours per week represents two normal shifts
of 40 hours each, and for this reason labour cost is charged at the
appropriate rate indicated in appendix 2. The number of moulds was
maintained constant at 18 during this series of experiments. In figure
8.2 the capacity costs per unit given by table 8.2 are plotted against
the corresponding ‘percentage of production late', for three different
values of lead time (D = 8, 12 and 16 days). Fiqure 8.2 shows an
interesting pattern for the trade-off curves, which is a characteristic
of the cost structure. For example, for a lead time equal to 8 days
it can be seen that the trade-off curve has three distinct sections.

The first section, corresponding to the increase in the number of work-
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ing hours per week from 45 to 70 hours, presents an almost linear
pattern with a sharp decline. The second section, which corresponds
to the increase in the number of working hours per week from 70 to 80,
presents a vertical drop. This means an improved delivery performance
without any corresponding increases in costs. This phenomenon happens
only because of the cost structure, which makes it less expensive to
have two shifts of 40 hours (80 hours in total) than one shift of 40
hours plus 30 hours overtime. For this reason, when calculating labour
cost, it was assumed that the company would rather have a two shaft
system than 30 hours overtime, and this causes the vertical drop on
the trade-off curve., The third section of the curve, which corresp—
onds to the variation in the number of working hours per week from
80 (two shifts) to 100 (two shifts plus 20 hours overtime) assumes an
assymptotic shape indicating that a large increase in costs would be
needed in order to obtain a small improvement in delivery performance.
If the three sections of the curve are compared numerically it can
be seen that for the first section an increase of 17.63% (0.70 m.u.

in absolute terms) in the capacity cost per unit resulted in a
drop of  52.03% (from 68.19% to 16.16%) iIn the percentage of
production late. In the second secticon the use of two shifts of 40
hours, instead of one shift of 40 hours plus overtime, resulted in a
drop of 8.32% (from 16.16% to 7.84%) in the percentage of product-
1on late at no extra cost. For the third and last section of the
curve an increase of 15.20% (0.71 m.u. in absolute terms) in the ca-
pacity cost per unit resulted in a reduction of only 6.66% (from

7.84% to 1.18%) in the percentage of production late.
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The variation in the value of D caused the trade-off curves to
shift to the left, énd consequently to produce a lower 'percentage
of production late'. For example, for a lead time of 16 days and

a capacity cost per unit of 4.38 m.u., the system would deliver only
6.84% of its production late, while for the same cost and a lead
time of 8 days, the system would deliver on average 36.20% of its

production late.

Tabrle 8.3 presents the results of capacity cost per unit and 'percent—
age of production late' for different wvalues of lead time, D, which
were obtalned by varying the number of working hours per week f£rom 45
to 80 hours, in steps of 5 hours. The mumber of moulds was maintained
constant at 27 during this series of experiments. This 'strategy', a
combination of the previous two, increases both the number of moulds

{from 18 to 27) and the number of hours per week,

Figure 8.3 shows the values of capacity cost per unit (of table 8,3)
plotted against their corresponding 'percentage of production late’
for three different values of lead time (D = 8, 12 and 16 days). The
pattern of the trade-off curves of figure 8.3 are similar to the
corresponding curves of figure 8,2. However the curves of figure
8.3 show lower values for the 'percentage of production late', than

the corresponding curves of figure 8.2 for the same unit costs.

In order to facilitate comparisons between the different strategies,
the trade-off curves of figures 8.1, 8.2 and 8.3 were plotted to-

gether in figures 8.4 and 8,5. Figure 8,4 presents the trade-off
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curves of figures 8.1, 8.2 and 8,3, for D = 8 days, and figure 8.5
presents the same three curves but for D = 16 days. An analysis of
figures 8.4 and 8.5 indicates that the relative performance of the
different strategies for capacity manipulation depends on the value
of lead time, D, and the level of delivery perforuance (or capacity

cost per unit) that a company chooses to have.

For example, if it is decided that a company should fix its due

date based on a lead time of 8 days, and that it intends to deliver
between 90% and 95% of its production within the due date, then it
would not make much difference (as far as the capacity cost per unit
is concerned), whether 18 moulds and 2 shifts of 40 hours, or 27
moulds, one shift of 40 hours and 15 or 20 hours of overtime per

week were used. It seems however that the second option would produce
a smaller tardiness as shown by the analysis of the two
curves. On the other hand, if a company decides that it would

be worthwile to sacrifice performance in terms of 'production deliver-
ed late' in exchange for lower costs for the same lead time of 8
days, then the use of 27 moulds and some amount of overtime seems to
be the best alternative. For example, for a capacity cost of 4.33 m.u.,
it would be possible to cbtain on average more than 80% of all pro-
duction delivered inside the due date if 27 moulds and 10 hours of

overtime per week are used. On the other hand, if 18 moulds and 20

hours of overtime are used, the same capacity cost per unit would be

incurred but only 61% of the production would be delivered on time.
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Another alternative would be to increase the lead time D. As shown
in figure 8.5 if the lead time is fixed at 16 days then the use of
18 moulds and overtime appears to be a worse alternative than either
increasing the number of moulds to 27 or having 27 moulds and over-—
time. For example, it would be possible to delivery 100% of the
production inside the due date at a capacity cost per unit of 4.40
m.u. if 27 moulds and 15 hours overtime are used, To cbtain- the
same 100% performance with only 18 moulds would require nearly 30

hours overtime{ or two shifts of 40 hours) at a cost of 4.75 m.u.

per unit produced.

Finally, it should be pointed out that the addition of a new machine
to the system would result in a capacity cost per unit of 6.92 m.u.,
which, irrespective of the delivery performance, would be far more

expensive than any other strategy.

B8.2.2. - Experiments involving changes in the parameters of inventory

control

Before the presentation of results, some conments have to be made
about the limitations of this geries of experiments., The first limit-
ation concerns the problem of interference between inventory replen—
ishment orders and customer's orders. In paragraph 3.4 it was pointed
cut that when switched on, the inventory subsystem would tend to
interfere with the priority scheduling rules and the whole of the
shop's scheduling procedure, which would have to handle both customers

and inventory replenishment jcobs, as they would be competing for the
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same production facilities. This possible interference means that
a priority scheduling rule which is efficient for a non-inventory
situation might not be so, when the inventory is switched-on. A
full study of the problem would require a lengthy investigation,
which was not carried cut in this study for reasons already dis—
cussed in paragraph 3.4. Instead it was decided to use the FIFOMB
rule together with a procedure which separates customer's 'jobs'
from inventory replenishment 'jobs', with the former getting ab-
solute priority over the latter, as described at the end of para-

graph 3.5.1.

Secondly there is the problem of selecting the parameters of control
for the inventory subsystem. As discussed in 3.4., the inventory sub-
system is controlled by three sets of variables. The first set

(STOCK (4i,3)) is used to specify whether or not product (1,j} is ma-~
nufactured for stock; the second set (RPOINT (i,j)), is used to
specify the reorder point of product (i,j); and the third set (EBQ
(1,j)) is used to specify the batch sizes for the replenishment or-
ders of product (i,j). In paragraph 1.2.3 the analytical approaches
to the problem of determining reorder point and reorder batch quan~
tities, have been discussed. It is evident from the characteristics
of this c¢lass of production systems, that the economic batch quantity
approach would be completely inadecuate, and a mathematical approach
of the (s,S) type too complex. It was therefore decided to use an
experimental approach based on a simple heuristic search procedure,
to determine effective values for RPOINT (i,3) and EBQ {(i,j). This

procedure will be discussed later in this chapter.
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Finally there was a need to decide which products should be manu-~
factured for stock. As described in paragraph 3.4, the objective of
using inventory in this study was not to eliminate or decrease the
typical values of lead time (delivery delay promises), but instead
to improve the efficiency in meeting those promises., Following this
objective, it was decided that the decision on which preducts to
produce for inventory should be based on the same procedure used

for selecting extra moulds. This procedure has been described in

paragraph 3.6.1l. The idea was to examine the outputs from the
previous series of experiments and to determine which were the
product sizes with substantial probabilities of delaying orders

associated waith their style. As the objective is to minimize both
capacity costs and percentage of production late, 1t would be desir-
able to hold stpck for the minimum possible number of products, such
that products with very small demand (the extreme sizes in the range,
both large and small) and, consequently, small throughput times,
could be excluded from the list of inventoriable items without caus-
ing any delay on delivery (above the lead time). Examination of the
outputs of previous experiments indicated that the two largest and
three smallest product sizes in each range had probabilities of less
than 0.03 of having throughput times larger than 8 days. Therefore it
was decided that they should not be produced for stock. It  should
be pointed out that this analysis was made for a system configuration
with 18 moulds, 45 working hours per week and no inventory. The intro-
duction of inventory would most certainly alter those probabilities,
which should be reduced as the amount 1n stock for the other products

is increased. This is a consequence of the fact that customer's orders
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have absoclute priority over stock replenishment orders. Later checks
on the results cbtained have confirmed that the throughput times
of non inventoriable products are indeed reduced when inventory is

introduced into the system.

Having decided which products to keep in stock, there was a need to
choose the reorder point and reorder batch size parameters. As said
before, this was done by a simple heuristic search procedure which

consisted of the following steps:

i) Choose a value for the maximum amount to be kept in stock
(at any time) for each product style. This maximum is given

by the relationship:

J
MAX(i) = % RPOINT (i,j) + Z EBQ(i,j)

where 1 = product style and j = product size

ii) After deciding on the value of MAX (i) calculate the values
MAXS(i,3) for each product size, where MAXS (1,j) = MAX (i)
X p(j), where p(j) represeﬁts the distribution of proportions
of demand, for individual product sizes, as described in para-

graph 3.2, and presented 1in appendix 3.

iii) Try different combinations of RPOINT (1,3) and EBQ (i,j),
maintaining the constraint that RPOINT (i,j) + EBQ (i,j) = MAX
(i) For most cases only three combinations were tried:

EBQ (i,3)

i

a) RPOINT (i,3)

b) RPOINT (i,j) = 3 X EBQ (i,j)

3

¢) RPOINT (i,j) = %+ X EBQ (4,3)
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Each combination represents an experiment with the model.
iv) Increase the value of MAX (i) and repeat the procedure

as from (ii).

A further prcblem with this series of experiments concerns the quest-
ion of stabilization and starting conditions. As pointed out in
paragraph 5.2.1, the discussions of chapter 5 about initial conditions
and stabilization period assumed a system without inventeory of finished
goods. The existence of inventory tends to create a buffer in the
system, which might bias the final results if the initial conditions,

the stabilization period and the length of runs are not well considered.

In order to made comparisons with other experiments easier, it would
be ideal to have identical samples sizes for all experiments. This
would be possible for small values of MAX (i). However when the value
of MAX (1) gets larger, there is a need to increase the length of
the stabilization period and/or the sampling period. The best way
to determine the proper parameters would be to have a pilot study,
but unfortunately because of time restriction such a study could
not be made. Instead it was decided to use a technique described in
paragraph 5.3.3. This technique consists of having two sets of runs,
in which the length of the runs for the two sets is varied so  that
the results can be compared to see whether or not there 1s any con-
siderable difference between the two sets of runs. If the answer

is negative, then the original (smaller) length is good enough, other-

wise a longer run should be tried. It would not be feasible to use
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this procedure for all experiments, and therefore an intermediary
value of MAX (1) was tested in order to determine typical values
for the stabilization and sampling periods. Values of MAX (i)
above that would have proportionately longer runs, while values

below it would have smaller rumns.

In tables 8.4 and 8.5 the lengths of the stabilization and sampling
periods for each experiment are presented, together with results

of costs and delivery performance. Experiments 42, 43 and 44 of
table 8.4 are the experiments for which the test of stabilization
was made. Tt can be seen from those three experiments that the
increase of the stabilization period from 20 to 490 and the sampling
period from 130 to 180 caused a considerable change in the outputs
(percentage of production late), while a further increase from
40 to 50 in the stabilization period and from 180 to 260 in the
sampling period, failed to produce any considerable changes in  the
output., The initial conditions for all the experiments were the same,
as discussed in paragraph 5.2.1l.4, but with the amount in stock for
each product set arbitrarily to the value of the reorder point, such
that the arrival of the first order would generate an issue of stock

replenishnent orders.

Considering all the limitations discussed above, it 15 clear that

these series of experiments should be seen more as an exploratory

exerclise, whose main cbjective has been to 1lift the vell of what looks

toc be an interesting point for further research.
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The whole series consisted of 27 experiments which can be divided
into three groups. The first and second groups, whose results are
presented in table 8.4, represent the experiments made with a system
configuration having 18 moulds, while the third group consists of 4
experiments, in whach two correspond to a system configuration
having 24 moulds, and the other two correspond to a system confi-
guration having 27 moulds. The results of those experiments are

presented in table 8.5.

The first group of experiments of table 8.4 consists of 17 experi-
ments (from number 29 to 45) in which MAX (i) have taken the values
of 1600; 3200; 4800; 6400 and 9600. For each value of MAX (i} three
combinations of RPOINT (i,j) and EBQ (i,j) were tried, as shown in
table 8.4 and indicated previously. It should be pointed cut that
the values cof reorder point and reorder quantity of table 8.4 re-~
present respectively the summation of all RPOINT (i,j) and EBQ (i,j)
for a given product style I. The individual values of RPOINT (i,j)
and EBQ (i,3]) for each product size can be determined by multiplyang
the values of reorder point and reorder quantity by the corresponding

distribution of proportions of demand p{j) presented in appendix 3. ~

The second group of experiments consisted of 6 experiments in which
the value of MAX (i) was fixed at a value of 24000, and six different
combinations of RPOINT (1,j) and EBQ (i,j) were tried in order to
have a more critical analysis of the effects of those two variables

on the cost and delivery performance.
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In order to facilitate the analysis, the results of experiments from
groups 1 and 2 have been plotted in figure 8.6. Figure 8.6 relates
the ‘percentage of production late' (for a lead time D = 8 days), to
capacity cost per unit produced, for different values of MAX (i) and
combinations of RPOINT (i,j) and EBQ (i,j). An analysis of this figure
indicates the effects of the relationship RPOINT (i,j) vs. EBQ (i,3)
on the delivery performance. This can be seen more clearly in the

second group of experiments (46 to 5l).

The results indicate that for a value of MAX (i) = 24000, the vari-
ation in the ratio RPOINT : EBQ, from 11:1 to 1:1, caused the percent-
age of production late first to drop (up to the point where the ratio
is 2:1) and then to start rising as the ratio gets smaller, It is in-
teresting to note ths= corresponding variation in costs. Independently
of the ratioc between reorder point and reorder quantity, as the
delivery performance gets worse, .costs get smaller, This is caused
by variaticns in the average stock level, which gets smaller as the
delivery performance gets worse. This is however not the case for
smaller values of MAX (i). For example, from experiments 31 to 44,
costs tend to decrease as the delivery performance improves. This
can be seen by the dotted line of figure 8.6. For example, in ex-
periment 31, capacity cost per unit was equal to 3.99 m.u. and the
percentage of production late 64.54%. In experiment 44 on the other
hand, costs were reduced to 3.89 m.u. together with a redwction in
the percentage of production late, which came down to 26.61%. This

reduction in costs happened in spite of increases in the average
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stock level (column 4 of table 8.4). This means that the increase
in stock levels has been outweighed by the increase in the total
amount produced by the system, which by holding stocks has increased

its actual capacity of production.

The results of the third series of experiments,presented in table
8.5, show that for a value of MAX (i) =16000 the system would deliver
97.71% of its preoduction inside the 8 days lead time, 1If the system
was working with 27 moulds. The capacity cest per unit would be equal
to 4.43 m.u. Similar results in terms of delivery performance would
be cbtained for a system configuration having 24 moulds. The cost

however would be only 4.30 m.u.

An interesting peint to note in all these results is that a consider-

able amount of stock would be needed in order to obtain a good delivery
performance (above 90% of production delivered within the due dates).

For the case of 18 moulds the average stock level would be around

30000 units (experiment 51) for a percentage of production late equal

to 9% or 42000 for a 3% production late., This amount of stock represents
between 6 and 9 weeks of demand. The same level of delivery performance {3%)
for the case of 24 or 27 moulds would require an average stock level

of 26000 units, which represents asbout 5.5 weeks of demand.
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8.3 ~ Discussion of results

One of the aims of this part of the anvestigation was to compare
different strategies for capacity manipulation. In accordance with
this objective it would be desirable to compare the results of the
first series of experiments (modifications in the number of moulds
and amount of working hours per week) with the results of the second
series (modification in the parameters of inventory control). This
comparison is made in figures 8.7 and 8.8 where trade-off curves
for inventory (with 18 moulds) is represented by the profile of
minimum cost shown by the dotted line of figure 8.6, Figure 8.7 makes
compariscons between the trade-off curves for a lead time D = 8 days,
and in figure 8.8 the curves are compared for a lead time D = 16
days. Both figures indicate that the use of inventory tends to pro—
duce smaller values for the percentage of production late than the
other strategies, at a comparable cost. For example, if the aim is
to obtain a delivery performance corresponding to 90% of all product-
ion delivered inside an 8 days lead time, it would be possible to
achieve this by having 24 moulds and an average stock level of
12031 items (or 2.5 weeks of stock), at a capacity cost per unit of
4.13 m.u. This compares with a cost of 4.55 m.u. for a strategy of

27 moulds and 10 hours overtime per week.

It should be pointed ocut that the relative performances of the various
strategies are very much dependent on the cost structure used. For
example, in these experiments data from an industrial company was used,

in which the inventory cost was calculated at a 25% flat rate of the
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total production cost, on the average stock level. This is a crude
estimate of costs and therefore conclusions should be carefully

judged against this background. On the other hand, the fact that
the calculaticn of costs is made afterwards, allows the analyst to

try different costs structures on the same data.

Finally, it should be pointed ocut that statistical tests could be
made on the data if desired. It is possible, for example, by the
use of Tukey's multiple comparison test, to test the statistical
significance of differences between delivery performance of different
strategies which have statistically equivalent costs, or otherwise
to test the statistical significarce of differences in costs for
strategies which have equivalent delivery performances. However in
view of theparticularndture of the data costs and system configuration,
it was thought that statistical tests would bring no additional
relevant information to the conclusions, and therefore they have not

been applied to these results.
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8.4 - Summary

In this chapter the relationship between production capacity and
delivery performance was discussed, with the cbjective of demonstrat-
ing how production capacity can be trade-off against delivery perform-

ance.

The results of a series of experiments were presented and trade-off
curves relating capacity cost per unit produced, to percentagz of
production late, were drawn for different values of lead time D, used

to fix due dates.

The variation in production capacity was brought about by c¢hanges ain
some of the models' parameters, wviz. the number of moulds, the number

of working hours per week, and the amount of items kept in steck.

Results indicated that the effectiveness of a given strategy depends
on the level of delivery performance desired, and on the value of
lead time, D, used to quote due dates. Discussions have indicated that
management can use the trade-off curves in order to make strategic
decisions 1in a three dimensional grid, which has costs, delivery
performance and the length of delivery promises as the decision para-

meters,

Comparisons of different strategies indicated that, for the particular
cost parameters used, the utilization of finished goods inventory

produces better results than the utilization of covertime and extra
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moulds. It was however pointed out that a considerable amount of
stock would be needed in order to obtain good performances, and
therefore, when deciding on a strategy, consideration should be

given to this aspect of the inventory strategy.




TABLE 8.1

RESULTS OF TRADE-OFF BETWEEN CAPACITY COST/UNIT AND DELIVERY PERFORMANCE

(VARIATION IN THE NUMBER OF MOULDS)
(NO, CF HOURS/WEEK CONSTANT AT 45)

PERCENTAGE OF PRODUCTICN LATE

EXPERIMENT NO. OF CAPACITY LEAD TIME (DAYS)
NO. MOULDS  COST/UNIT 8 10 12 14 16 18 20
1 18 3.97 68,19 59.20 49,19 42,49 35473 31.04 24.63
2 21 4,02 64,12 52.86 44,26 34,62 28,32 24,09 19.64
3 24 4,02 44,78 32.85 21.60 14,98 9.50 5.79 3.80
4 27 4,16 34.94 24.50 15.13 9.75 6.26 3.88 2477
5 30 4,29 32.91 22.74 14.62 9.97 6.48 2.98 1,32
6 a3 4.42 34.01 23.11 15.44 S$.86 6.40 3.26 2.16
7 36 4,55 29.41 20.07 14,07 7496 5.82 3.26 2.70
8 39 4.67 29.14 20.03 14,15 8.15 622 3.15 1 2660
9 42 4.79 28.90 19.77 14.23 9.14 6.52 3.34 2.08
10 45 4.93 29.56 20.78 14.54 9.50 7.49 4,01 2.26

System Configuration a =85, b = 8, c = variable, &d = 1600, & = 450, £ = 1




TABLE 8.2

RESULTS OF TRADE=OFF BETWEEN CAPACITY COST/UNIT AND DELIVERY PERFORMANCE

( VARIATION IN THE NUMBER OF HOURS/WEEK)
(NO. CF MOULDS CCNSTANT AT 18)

PERCENTAGE OF PRODUCTION LATE

EXPERIMENT HOURS  CAPACITY LEAD TIME (DAYS)
NO. WEEK  COST/UNIT 8 10 12 14 16 18 20

1 45 3.97 68.19 59.20 49,19 42.49 35,73 31.04 24,63

11 50 4,07 58,94 57.97 36.17 29.28 23.67 18.92 16,17
12 55 4.20 48,31 34,63 25.10 18.43 13.41 10.02 * 7.20
13 60 4,38 36.20 22,21 15,10 9.90 6.84 4,18 2.01
14 65 4.60 23.61 14.85 8.22 4,77 3.17 1.13 0.32
15 70 4.67 16.16 8.49 5.04 2.88 0.74 0.00 0.00
16 75 4,67 10.91 .5.48 3.37 0.65 0.00 0.00 0.00
17 8O 4.67 7.84 4.46 1.29 0.00 0.00 .00 0.00
18 85 4.84 5.28 2.15 0.14 0.00 0.00 0.00 0.00
19 50 5.00 5.02 0.86 0.00 0.00 0.00 0.00 0.00
20 95 5.16 1.65 0.00 0.00 0.00 0.00 0.00 0.00
21 100 5.38 1l.18 0.00 0.00 0.00 0.00 0.00 0.00

System Configuration a = 85, b= 8, ¢ =18, d = 1600, e = w, £ = 1




TABLE 8.3

RESULTS OF TRADE-CFF BETWEEN CAPACITY COST/UNIT AND DELIVERY PERFORMANCE

(VARTIATION IN THE NUMBER OF HOURS/WEEK)
{NC., OF MOULDS CONSTANT AT 27)

PERCENTAGE OF PRODUCTION LATE
EXPERIMENT HOURS  CAPACITY LEAD TIME (DAYS)

NO. WEEK COST/UNIT 8 10 12 14 16 18 20

4 45 4.16 34,94 24,50 15,13 9,75 6.26 3.88 2.77

22 50 4.33 19.50 10,02 5.43 3.58 2.16 0.00 0.00

23 55 4,55 11.02 5.32 3.04 1.16 0.00 0.00 0.00

24 60 4.75 5.81 2.34 0.72 0.00 0.00 0.00 0.00

25 65 4,96 2463 0.87 0.00 0.00 0.00 0.00 0.00

26 70 5.03 1.66 0.00 0.00 0.00 0.00 0.00 0.00

27 75 5.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00

28 80 5.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 |
|

System Configuration a =85, b =8, c =27, d = 1600, e = 450, £ = 1




TABLE 8.4

RFSULTS CFf TRADEXF PETWIEN C-PATITY COSTAMIT MO DELIVFHY PiRFORMANCE
- {VARIATION IN STOCK COLNTIROL PARAMETERS)
System Confiqgurstion a w85, b w 8, c = 18, d = 1600, ¢ m oy, f = 1 45 hours

PERCENTAGE OF PROUDUCTION LATE

EXPERIMINT RECRDER  RECRDER  AVERAGE  CAPAMITY LEAD TIME (DAY3)
KO, POINT Y. STOCK COST/UNIT
) (*} LEVEL 8 10 12 14 16 18 20

23 (1) 400 1200 1151 3.97 55,98 47.86 40.04 33.68 29,34 23.76 20.50
30 {1) 800 00 a9 3.%8 58.74 43.67 41.63 34.98 30,91 24.67 21.26
() 1200 400 449 3.9% 64.54 54.74 45.03 38,77 33,05 2176 22.86
32 Q1) 800 2400 2594 3,95 47.48 41.11 36.09 28.00 23.590 20.47 17.73
33 (1) 1600 1600 2493 3.98 47.66 39,47 .22 28.88 24.20 20.63 18.54
3 2400 800 1143 3.8° 57.44 47.41 40.26 34.83 29.80 24.08 20.32
35 {1) 1200 lis ) 4224 3.90 39,96 35,28 2%9.78 24.18 20.83 17.28 15.53
38 (1) 2450 2400 4282 3.96 38,13 22,87 28,40 22,49 19,30 ig,01 15,77
37 Q1) 3600 1260 2281 4.00 47,20 39.97 .25 29.66 23.68 20.17 17.76
38 (1) 1500 4800 5047 3.9 35.85 31,13 24.81 21.10 18.76 16.07 14.7

. 39 (1) 3200 3200 6144 3.93 .98 27.54 22.15 19.33 18,13 16.42 13.51
40 (1) 4800 1600 4161 4.01 30 3z2.719 29.08 23.92 19.94 16,37 15.33
. 4 (2) 2400 7200 10380 .92 32.03 26.91 22.48 18.49 16,48 15.33 14,54
42 (1) 4800 4800 10420 3.92 20,98 18.21 15,74 14,48 12,69 10.82 8.51
43 () 4800 4800 10267 3.89 25.58 21,75 15,24 16.42 13.87 11.58 10.07
44 (3 4800 4200 10243 3.Be 26.61 22.78 19.50 16.91 14,35 12.33 10.71
45 {2) Fe00 2400 10129 4.00 25.33 22,19 17,92 16.01 13.80 12.62 19,56
46 (4) 22000 22000 14880 3.97 28.21 24,51 21.19 18.10 15.71 13.47 11,52
47 (4) 20000 4000 isizs 4.21 E.82 5.04 4,11 3.3 2.80 2,18 1.82
43 (4) 18000 6000 41967 4,22 3.86 2.91 2.34 1.62 1,38 1.16 0.91
49 (4 16000 8000 42508 4.23 2.97 1.85 1.35 0.86 0,71 0.53 0.42
50 (4) 14000 10000 33876 4.16 6,80 5.12 .68 2.6} 1.91 1.539 1.35
51 (4) 12000 12000 31773 4.08 9.28 7.08 5.65 4,37 3.46 2.32 1.44

(1) Stabilization pecicd = 20 orders, sampling period = 130 orders

(2) Stabilization period =~ 40 crders, samoling perled = 180 orders

{3) Stabilization pericd = 50 orders, sampling peried = 260 orders

(4) Stabilizatlon perlod = /0 orders, sampling period « 450 orders

(*) The values for the rcorder point and revrder quantity indicated in the toble represent the addition of reorder
point and reorder quantities of all predvct aizes belonging to a style.

REORDER POINT = 2 REOINT (4,))
RECRDER CUANTITY w» Erall,))




TABLE 8.5

RESULTS OF TRADE-OFF BETWEEN CAPACITY COST/UNIT AND DELIVERY PERFORMANCE
(VARTIATION IN STOCK CONTROL PARAMETERS)
System Configuration a = 85; b = 8 ¢ = 24, 27; d = 1600; e = 450; £ = 1 45 hours

PERCENTAGE OF PRODUCTION LATE
EXPERIMENT NO. OF REORDER REORDER AVERAGE CAPACITY : LEAD TIME (DAYS)
NO. MOULDS POINT QryY. STOCK COST
LEVEL PER UNIT 8 10 12 14 16 18 20
52 (2) 24 4800 4800 12031 4,13 9.76 6.67 4,62 2,90 1,78 1.14 0.73
53 (3) 24 12000 4000 26230 4.30 2.35 1,49 1.00 0.78 0.53 0.37 0.36
54 {(2) 27 4800 4800 12105 4,25 8.35 5.37 4,03 2.60 1,50 0.86 0.55
55 (3) 27 12000 4000 26409 4.43 2.29 1.37 0.90 0.4% 0.25 0.17 0.00

(2) Stabilization period = S50 orders, sampling period = 260 orders
(3) sStabilization period = 60 orders, sampling period = 320 orders




FIGURE 8.1

TRADE-OFF CURVES BETWEEN CAPACITY COST PER UNIT AND DELIVERY PERFORMANCE

(VARIATION IN THE NUMBER OF MOULDS)
(WORKING HOURS PER WEEK = 45)
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FIGURE 8.2

TRADE=CFF CURVES BETWEEN CAPACITY COST PER UNIT AND DELIVERY PERFORMANCE

{(VARIATION IN THE NUMBER OF WORKING HOURS/WEEK)

(NUMBER OF MCULDS = 18)
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FIGURE 8.3

TRADE-CFF CURVES BETWEEN CAPACITY COST PER UNIT AND DELIVERY PERFORMANCE

(VARTATION IN THE NUMBER OF WORKING HOURS/WEEK)
{NUMBER COF MOULDS 27)

percentage of production late
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FIGURE 8.4

COMPARISON BETWEEN TRADE~OFF CURVES GENERATED BY THREE DIFFERENT

STRATEGIES COF CAPACITY MANIPULATICN
(LEAD TIME D = 8 DAYS)

6o © variation in the number of working
hours per week (no. of moulds = 18)

4 variation in the number of moulds
(no. of working hours/week = 45)

o variation in the number of working

hours/week (no. of moulds = 27)
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FIGURE B,.5

COMEARISON BETWEEN TRADE-OFF CURVES GENERATED EY THREE DIFFERENT

STRATEGIES OF CAPACITY MANTPULATION
(LEAD TIME D = 16 DAYS)

£ot-
© variation in the mumber of working
hours per week (no. of moulds = 18)

4 vyariation in the number of moulds
(no. of working hours/week = 45)

® variation in the number of working
sot- hours/week {no. of moulds = 27)
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percentage of production late

FIGURE B.6

TRADE OFF CURVES BETWEEN CAPACITY COST PER UNIT AND PERCENTAGE

OF PRODUCTION GENERATED BY MAKING CHANGES IN THE PARAMETERS

FOR INVENTORY CONTROL
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FIGURE 8.7

COMPARISON BETWEEN TRADE-OFF CURVES FOR DIFFERENT STRATEGIES FOR

CAPACITY MANIPULATION

(LEAD TIME D = 8 DAYS)
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FIGURE 8.8

COMPARISON BETWEEN TRADE - OFF CURVES FOR DIFFERENT STRATEGIES FOR

CAPACTTY MANIPULATION
(LEAD TIME D = 16 DAYS)
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CHAPTER 9

CONCLUSIONS AND RECOMMENDATIONS
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9.1 - Conclusions

The results of this investigation c¢an be divided into four groups
representing the four major sections in which the experiments with
the model were organized. In chapters 4, 6, 7 and 8 those results
were presented and discussed at length, Therefore, this section will
be limited to presenting a summary of the main characteristics and

conclusions of the study.

9,1.1 - Conclusions from the preliminary investigation

The first group of results, discussed in chapter four, refers to
the preliminary investigation, in which empirical data from an
industrial organization was used. The main objectives of that part
of the investigation were to validate the model and gain an insight
into the behaviour and characteristics of the system. The results of
the experiments were utilized for the development of appropriate
priority scheduling rules, and other control procedures, and for the

determination of a formal experimental desigmn.

2.1.2 - Conclusions from the study of priority schedulines rules

The second group of results, discussed in chapter 6, refers to the
study of the behaviour and relative performance of six priority
scheduling rules, The prioxrity rules were compared over six system
configurations, which were obtained by the joint variation of six
of the model's parameters, Comparisons were made in respect of their

ability to improve the delivery performance of the systen, which
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was measured by 6 output variables, where the first 3 are 'unweighted'

measures of delivery performance and the other 3 are 'weighted' mea-

sures of delivery performance, Five measures of the system's internal

behaviour were also uged in order to support the results of delivery

performance. The results indicated the following main conclusions.

1)

i1)

ii1)

Both the absolute and relative performances of the priority
rules are affected by the system configuration; by the way
in which dellvery performances are measured; and by the valus

of the 1lead time used to fix duc dates.

Overall, the priority rules designed to avoid setup times
(FIFOMB, SIACKM and SPIM) were shown io be superior to
equivalent rules (FIFOB, SIACK and SPT) which do not avoid

setup times.

The SPTM (and SPT) rule seems to perform best for the
"unweighted' measures of delivery performance, ‘average
delay of orders' and ‘percentage of late orders' and for
tight due dates. However it tends to lose its advantage over
the other rules (FIFOMB, particularly) when the due dates
gets less tight, and to perform badly in respect to the
'weighted' measures of delivery performance, 'average delay
of production' and 'tardiness index of production', and for
some of the measures of internal behaviour, viz, 'remaining
content', and 'percentage of time spent with setting up'
(for definition of measures of internal behaviour and per-

formance see paragrapvhs 3.6.1 and 3.6,2, respectively).
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iv) The performance of SLACKM and FIFOMB were very similar, but
FIFOMB produced overall better results for the measures of
delivery performance, The differences however are very small
and in the majority of the cases are not statistically sign-

ificant,

v) In view of the overall results it was-concluded that FIFOMB
seems to be the most appropriate of all the six priority
rules, as far as this class of production system is concerned.
(For description of the priority rules operation procedures

see paragraph 3.5.1).

9.1.3 - Conclusiong from the study of main effects and interactions

The third group of results, discussed in chapter 7, refers tec the
study of the effects on the system's internal and external (delivery
performance) behaviour, caused by changes in the parameters of six
of the system's variables, viz. average nominal load factor; mean
value of setup times; number of moulds; average size of orders;splitt-
ing of Jjobs; and the ratio between the number of product styles and
the number of machines. A half-replicate factorial design was used,

in which all six factors (variables) had two levels (values of
parameters). This experimental design has allowed the measure of
all six main effects and all fifteen first order interactions. Listed

below axe the main conclusions,

i) By far the largest main effect on delivery performance was

caused by the variation in the nominal load factor,which was




i1)

1i1)
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obtained by changing the arrival rate of orders. The increase
in the nominal load factor from 65% to 85% caused a consider-
able deterioration in all the measures of delivery perfaormance.
This effect has been observed in other studies of more traditi-
onal batch production systems,

Although there was a statlstically significant interaction
between the load factor and the ratio of the number of product
styles to the number of machines, the magnitude of the inter-
action was small enough in relation to the main effect to
allow the conclusions about the main effect teo be valid, in-

dependently of the other parameters.

The increase in the average size of orders caused the second
largest independent main effect on the delivexy performance

of the system, as was indicated by considerable deteriorations
in all the measures of delivery performance. The magnitude of
this effect was however much smaller than the effect caused

by the variation in the load factor,

The increase in the mean value of setup time caused the
delivery performance of the system to deteriorate. However,
although this effect was shown to be statistically significant
and independent of the other variables, its magnitude was
very small in relation to the other two effects indicated
above. It should be pointed out that although the relative
fncrease in the mean value of setup time was large (100 % ),
the absolute increase was small, This must account for the

small effect on delivery performance.
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iv) There were strong indications to suggest that the procedure
of splitting jobs into smaller batches has, on average, a
very small effect on the delivery performance of the system,

but a significant effect on the queue size,

v) There was a large interaction between the number of moulds
and the ratio, number of product sizes/number of machines,
in relation to the measures of delivery performance., This
interaction is of considerable importance due to its magni-
tude in relation to the other effects. In practical terms,
it indicates that the effect on the delivery performance
caused by an increase in the number of moulds, is very much
dependent on the ratio of the number of product styles to

the number of machines.

vi) Independently of *the interaction described above, a better
ratio of the number of product style/ number of machines has
a considerable effect on improving the performance of the

system,

vii) A comparison between the measures of internal behaviour and
the measures of delivery performance, indicated that in
some circumstances an improvement in the measures of internal
performance corresponds to a deterioration in the external

(delivery) performance,
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9.1.4 - Conclusions from the study of strategies for capacity

manipulation

The fourth and last group of results, discussed in chapter 8, relates
to the study of operation strategles for capacity manipulation. Three
main strategies, viz. variation in the number of moulds; variation in
the number of working hours per week; and the utilization of inventory
of finished goods, were analysed and compared, together with combina-
tions of these strategies. The main objective was to produce trade-off
curves relating capaclty cost per unit produced, to the percentage of
production delivered late, for different wvalues of lead time D, such
that different strategies could be compared using those curves,
Typical costs and other parameters from a partiswlar industrial company
were used. It should be pointed out that cost parameters have a major
effect on the results obtained and so some of the conclusions should
be seen with this constraint in mind. Below are some of the major

conclusions.

i) The relative effectiveness of the various strategies depends
on the level of delivery performance desired and on the value

of lead time D, used to quote due dates,

ii) Overall, the strategy of using finished goods inventory
seens to give better results than any of the other strategies.
It was however pointed out that a considerable amount of stock
would be needed in order to cobtain good performances, and

therefore consideration should be given to this aspect when

choosing between different strategies.
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1i1) The trade-off curves generated by increases in the number of

iv)

moulds confirmed some of the previous results from the
preliminary investigation and from the study of main effects
and interactions., They show that, up to a certain value, in-
creases in the number of moulds have a sharp effect in
reducing the percentage of production delivered late. How-
ever after a certain point the sharp effect dies down  very
quiclly, and the trade-off curves flatten out, indicating
that extra moulds have almost no effect in reducing  the

percentage of production delivered late.

Discussions have indicated how management can use the trade-
off curves in order to make strategic decisions in a three

dimensional grid, which has costs, delivery performance and

the length of delivery promises as the parameters of decision.
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9.2 - Recommendations for further research

In accordance with the information obtained, four main points of

research could be followed in further Investigations.

i) A more critical study of the use of inventory as an optional
strategy for capacity manipulation should be pursued. Among
the points to be investigated are the interactions between
priority scheduling rules and inventory control prccedures,
and the consequences of holding inventory for a restiricted
number of product sizes in a range, as compared to holding

stock for all product sizes ln the range.

i1} The effect on the relative performance of the priority sche-
duling rules, of different methods for establishing due
dates, should be investigated. Instead of having a constant
value for the lead time used to fix due dates, a range of
lead times should be used, with due dates being fixed in

accordance’ with the order batch size

111) Tt seems worthwhile to study the effects on the system be-
haviour, of some of the variables which were maintained
constant during this investigation. Examples of such variables
are the pattern of demand for the different product sizes in a
range, and the number of stations per machine. In particular
the technological, economical and operational consequences

of different numbers of stations per machine should be
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investigated. Such an investigation would require a co-
ordinated effort between the manufacturers and users of
those machines, such that the technological and economical
constraints on the manufacturer's side could be matched to
the economical and operational characteristics of the

production system on the user's side,

Finally, the results from the study of capacity manipulation,
suggest that it might be of considerable help to management,
when making strategic decisions on capacity, to have at their
disposal the kind of information generated by the  trade-off
curves which relate cost, delivery performance and length of
delivery nromises. Particularly in situwations where delivery
delay and special tools are of vital importance, and in
which the product lines change from time to time, 1t would
be worthwhile to have tailer-made simulation models which
could be used on a regular basls, for medium term planning
involving strateglc decisions of the klnd discussed in this

study.
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