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SYNOPSIS 

A computer simulation model has been developed of a manufactur-

ing system which produces a multi-style, mult,··size product range, 

and which utilizes multiple stations machines. ~~ufacturing systems 

of this type can be found in the shoe and textilL industries. 

The model has been used to examine such a system in relation to its 

major variables, and under different operating and control rules. 

The utilization of a factorial design has allowed the identiflcation 

of the main effects and interactions between the major variables, 

which provided information about the mechanisms governing the system's 

_ J:>ehaviour. 

Heuristic priorlty scheduling rules have been specially developed to 

fit the characteristics of such a system. Those rule~ have been tested 

against other prlority rules which are known to perform well In more 

traditional batch manufacturlng systems. A simple priority rule 

developed for this class of systems (FIFOMB) was shown to perform 

best in relation to the other rules. 

Different strategles for capacity manipulat;on have been studied, both 

in terms of variable inputs, such as inventory, addltional shift~, and 

overtime, and also in terms of capital input such as the acqulsition 

of extra tools and machinery. Trade-off curves have been constructed, 

which allow opera"ional decisions and comparisons between strategies, 
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to be made in a three dimensional decision grid, wh~ch have capacity 

costs per unit produced, delivery performance, and length of delivery 

promises as its parameters. Results indicated that the relat~ve 

performance of different strategies depend on the values of the 

parameters chosen ~n the three dimensional decision gr~d • 

• 



Frontispiece 

Acknowledgements 

Synopsis 

Contents 

CHAPTER 1 

INTRODUCTICN 

1.1 Initial eonsiderations 

1.2 Literature survey 

-v-

CONTENTS 

1.2.1 Organizational aspects of batch 

manufacturing systems 

1.2.2 Scheduling in batch mcnufacturing 

systems 

1.2.3 Stock control and batch manufacturing 

systems 

1.2.4 Capacity plann~ng in batch manufacturing 

systems 

1.3 Summary 

CHAPTER 2 

DESCRIPTION OF THE PRODUCTION SYSTEM 

2.1 Introduction 

2.2 The actual production system 

2.2.1 The products 

Page 

i 

ii 

iii 

v 

1 

5 

7 

10 

15 

22 

26 

27 

28 

28 



-vi-

CONTENTS (CONT.) 

2.2.2 The production process 

2.2.3 The demand 

2.3 Formalization of the problem and identificntion 

of variables 

2.3.1 Customers and the order 1nput 

2.3.2 Machine shop subsystem 

2.3.3 Raw mater1al stock and supply system 

2.3.4 Finished products 

2.3.5 Control system 

2.4 Summary 

Figures 2.1 to 2.4 

CHAPTER 3 

MODEL DESCRIPTION 

3.1 Introduction 

3.2 Order 1nput 

3.3 Machine shop 

3.3.1 Multiple stations machines 

3.3.2 Moulds 

3.3.3 Queues 

3.4 Inventory subsystem 

3.5 Control system 

3.5.1 Priority scheduling rules 

3.5.2 Sp11tting of 'jobs' into smaller batches 

3.5.3 Selection of extra moulds and machines 

After 

Page 

29 

32 

34 

35 

36 

37 

37 

38 

39 

39 

40 

42 

46 

46 

53 

54 

56 

59 

59 

66 

68 



-vii-

CONTENTS (CONT.) 

3.5.4 Use of. additional working hours 

3.5.5 The control of in"<;entory 

3.6 The output variables 

3.6.1 Measures of internal behav10ur 

3.6.2 Measures of performance 

3.7 Summary 

Figures 3.1 to 3.6 

CHAPTER 4 

After 

PRELIMINARY INVESTIGATION AND EXPERIMENTAL DESIGNS 

4.1 Introduction 

4.2 Preliminary investigation 

4.2.1 Validation-runs and analysis of internal 

behaviour 

Page 

69 

70 

72 

72 

76 

79 

79 

80 

81 

83 

4.2.2 Development and initial tests of priority 88 

scheduling rules 

4.2.3 The effects of 'job splitting'; extra 

machines; and new demand pattern 

4.2.4 The influence of moulds and MAXLOT (Job 

splitting parameter) on the behaviour of 

the shop 

4.3 Experimental designs 

4.3.1 Experimental design for the study of 

priority scheduling rules 

4.3.1.1 Discussions on the choice of 

parameters for the variables 

91 

95 

101 

101 

~ll 



-viii-

CONTENTS (CONT.) 

4.3.2 Experimental design for the study of main 

effects and interactions of some var~ables 

-on the behaviour of the system 

Page 

116 

4.3.3 Experirr~ntal design for the study of stra- 118 

tegies for capacity manipulation 

4.4 Summary 

Tables 4.1 to 4.6 
& 

Figures 4.1 to 4.10 

CHAPTER 5 

After 

DISCUSSIONS 0" TACTICAL PROBLEMS AND SELECTION OF 

SAMPLING PROCEDURE 

5.1 Introduction 

5.2 Analysis of tactical problems 

5.2.1 Problems of stabilization and starting 

conditions 

120 

120 

121 

122 

123 

5.2.1.1 Choosing initial conditions 125 

5.2.1.2 Choosing the system configurations 126 

to be tested 

5.2.1.3 Choosing the var~ables to be output 127 

5.2.2 Pilot study - determination of starting 

conditior.~ and stabili~ation period 

5.2.3 Problems of sample size, replicat~on and 

variabili ty 

5.2.3.1 The use ef variance reduction 

techniques 

128 

131 

137 



-i"-

CONTENTS (CONT.) Page 

5.3 Selection of sampling procedure 140 

5.3.1 Preliminary considerations concerning 141 

the pilot runs 

5.3.2 Analysis of autocorrelations 144 

5.3.3 Pilot study - Selection of a sampling 146 

procedure 

5.4 Summary 152 

Tables 5.1 und 5.2 
& 

Figures 5.1 to 5.13 After 153 

CHAPTER 6 , 

STUDY OF PRIORITY SCHEDULING RULES 

6.1 Introduction 154 

6.2 Presentation of results 159 

6.2.1 Results from system conflguration (I) 159 

6.2.2 Results from system configuration abc 161 

6.2.3 Results from system configuration def 164 

6.2.4 Results from system configuration ace 165 

6.2.5 Results from system configuration bdf 167 
. 
6.2.6 Results from system configuration abcdef 169 

6.3 Discussio'1 of results 172 

6.4 Summary 183 

Tables 6.1 to 6.10 
& 

Figures 6.1 to 6.25 After 184 



-x-

CONTENTS (CONT.) 

OiAPTER 7 

STUDY OF MAIN EFFECTS MD INTERACTIONS OF SOME 

VARIABLES ON THE SYSTEM BEHAVIOUR 

7.1 Introduction 

7.2 Presentation of results 

7.2.1 Results of effects caused by a r.hange in 

the nominal average load factor 

7.2.2 Results of effects caused by a change in 

the mean value of zetup times 

7.2.3 Results of effects caused by a change in 

the number of moulds available 

7.2.4 Results of effects caused by a change 1n 

the average size of orders 

7.2.5 Results of effects caused by sp1itt1ng 

large jobs into smaller batches 

7.2.6 Results of effects caused by a change in 

the ratio no. of product style/no. of machines 

7.3 Discussion of results 

7.3.1 Effects on the delivery performance of 

the system 

7.3.2 Effects on the 1nternal behaviour of the 

system 

7.4 Summary 

Tables 7.1 to 7.8 After 

Page 

185 

189 

191 

193 

196 

199 

201 

202 

205 

205 

210 

214 

215 



,:,:x::.- " 

CONTENTS (CONT.) Page 

Q!APTER 8 

STUDY OF OF~RATION STRATEGIES FOR CAPACITY MANIPULATION 

8.1 Introduction 216 

8.2 Discussion of experiments and presentation of 221 

results 

8.2.1 EAperiments involving changes in the number 221 

of moulds and working hours per week 

8.2.2 Experiments irclOlvil"lg changes in the 227 

parameters of invenLory control 

8.3 Discussion of results 236 

8.4 S=ary 238 

Tables 8.1 to 8.5 
& 

, 
Figures 8.1 to 8.8 After 239 

CHAPTER 9 

CONCLUSIONS AND RECOMMENDATIONS 

9.1 Conclusions 240 

9.1.1 Conclusions from the preliminary 240 

investigation 

9.1.2 Conclus1ons from the study of priority 240 

scheduling rules 

9.1.3 Conclusions from the study of main 242 

effects and interactions 

9.1.4 Conclusions from the study of strategies 245 

for capacity manipulation 

9.2 Recommendations for further research 247 



-xii-

CONTENTS (CONT.) 

LIST OF REFERENCES 

APPENDICES 

1. 

2. 

3. 

5. 

Description of the computer program 

Empiricdl data used in the preliminary 

investigation 

Details of the dLstrLbutLons of proportLons 

and goo~,ess-of-fit tests on the empirical 

distributions 

Numerical results of experiments with 

priority scheduling rules 

"iean values of yields from individual 

experiments in the factorial design 

Page 

249 

260 

332 

343 

354 

382 



CHAPTER 1 

INTRODUCTION 



-1-

1.1 - Initial considerations 

The planning and control of manufacturing systems in general and of 

batch production in particular, have attracted the attention of 

research workers over the years. The advent of computers and the 

development of comp~ter simulation techni~ues in the past 15 to 20 

years, have ~reated new scope for investigation which makes possible 

the study of t~e more complex problems of batch production systems, 

which could not be dealt with by analytical methods. 

A large number of problem areas in batch production have been studied 

through the use of computer simulation models, chief amongst them 

are the problems OL job scheduling, inventory control and design of 

-production lines. In order to allow the results of the studies to be 

transferable +-0 as wide a range of situations as possible, many 

research workers have used abstract models, which are designed to 

represent a general class of batch production systems. Unfortunately 

~ome batch production systems have characteristics so different from 

the ones assumed in those abstract models, that conclusions obtained 

from them cannot be easily transferred. One such class of systems can 

be found, for example, in sectors of the shoe and textile industries. 

In this study a class of production systems producing in batches and 

having uni~ue characteristics, is investigated through the use of a 

computer simulation model. Three of the major characteristics which 

makes this class of production system uni~ue among the general class 

of batch production systems arc: 
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i) The pattern of demand, which is characterized by the fact 

that orders arriving at the system require the production 

and quick-delivery of a multi-size product range. The 

quantities required for individual product sizes being 

different from each other. 

ii) The manufacturing units composed of multiple station 

machines which are able to manufacture different products 

at a time, and which require setting up. 

iii) The tooling requirement which is characterized by ~,e fact 

that every product requires a special tool (mould). This, 

combined with the fact that the system manufactures a multi

style, multi-size product range, makes availability of tools 

a major variable in the system. 

In order to conduct a thorough investigation on the problems of planning 

and control of this class of product~on system, a fairly powerful s~

lation model was built, based init~ally on information obtained from 

an industrial company. 

One of the major short term decision (control) 'tools' in a batch 

shop env~ronment is the use of priority scheduling rules for choosing 

the ssquence in which jobs should be processed in the machines. There

fore one of the first objectives of this investigation was to deve

lop and test priority scheduling rules specially designed to fit 

the characteristics of this class of system. To this end the invest-

igation with the model was divided ~nto two phases. The first phase, 
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lihich was exploratory in nature, had the objectives of generating 

information about the system's characteristics, with the aim of 

devising the priority rules and other control procedures, and of 

identifying the major parameters of this class of system s. 

The second phase of investigation was designed with the preliminary 

results in mind, and consisted of three major sets of experiments, 

involving the testing of the priority scheduling rules, the study of 

the sensitivity of the system to changes in the values of some of 

its more relevant parameters, and the study of different strategies 

for capacity manipulation. 

The variables whose effect on the system were analysed included the 

l,oad factor, the number of :tools (moulds), the mean value of 

setup times, the average size of orders and the ratio between the 

number of product styles and the number of machines. 

The study of priority scheduling rules consisted of comparing the 

performance of the rules developed in the first phase of experiments 

with well known priority rules, which have been shown to perform well 

in traditional batch manufacturing (or job shop) systems, over a range 

of system configurations generated by changing the values of the major 

parameters of the system. 

"The study of capacity manipulation consisted of comparing different 

strategies obtained by the variation in some of the model's capacity 

~rameters, i.e. the number of moulds, the number of working hours 

p~r week (both overtime and extra shift) and the use of strategic 



inventory. To this end a series of trade-off curves relating capacity 

costs per unit to delivery performance were built for the different 

strategies. Apart from allowing a comparison between strategies, 

such curves were also intended to demonstrate how to provide mana

gement with information which allows decision-making in a three dimen

sional grid which has costs, level of delivery performance and length 

of delivery promises as the decision parameters. 

Leading up to the presentation and discussion of results obtained, 

a series of preliminary points are discussed, including a literature 

survey (paragraph 1.2), the presentation of the system's character

istics (chapter 2), the description of the simulation model (chapter 

3), a discussion of the experimental design (chapter 4), anli a 

discussion of statistical and tactical problems in simulation expe

riments, including the results of a pilot study designed to choose ar. 

efficient sampling procedure (chapter 5) 

The presentation and discussion of results are presented in cha?ters 

6, 7 and 8, followed by conclusions and recommendations in chapter 9. 
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1.2 Literature Survey 

The intention of this section is to examine available l1tera-

ture on the area covered by this study. 

As a first step towards this objective, an attemr+, will be made to 

classify the study in relation to the spectrum of problem areas to 

which it is related. 

This study is concerned with an investigation of a particular type of 

manufacturing system, producing in batches, in which a computer simula-

tion model is used to study the effect of various system parameters anJ 

operation control variables on the performance of the system. In the 

course of investigation, such aspects as queueing priorities, plant 

capacity manipulation and inventory control are considered. Since 

this is a manufacturing system which produces in batches, comparison 

with traditional batch manufacturing system is desirable. 

There seems to exist a lack of uniformity between various authors when 

classifying production systems. As Edwards (1974) points out: "The terms 

used in production textbooks such as process, job, batch, flow, mass, 
, 

groups and the like, often seem to have different meanings for different 

authors, moreover,words themselves are often used in an imprecise manner". 

A close look at some of the classifications used by different authors 

will tend to confirm this. Coales (1971), for example, divides pro-

duction systems into three classes: Batch, Continuous and Quasi-batch; 

Lockyer (1974), defines three main types and calls them job, batch and 
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flow production; Moore and Jablonski (1969) divide them into two 

major groups which they call Job lot and }mss production; Starr (1972) 

confirms the difficulty of the classification problem by pointing to 

the highly specialized nature of each industry and even of companies 

within industry. He divides production systems into three different 

groups called flow shop, job shop and project. Finally Buffa (1972) 

uses two major groups: Continuous and Inte~ittent, and subdivides the 

Intermittent group into three subgroups callei closed job shop, open 

job shop and large scale one time project. 

The situation gets even more cor~using when the definitions given by 

different authors are compared. 

Considering this wide variety of terms and definitions, it is important 

to make sure what is meant by a batch manufacturing system. As HoUier 

and Corlett (1966) pointed out: "Although the term 'Batch Production' 

may at first sight appear too familiar to need furthe~ definition, , 

any discussion of batch production planning and control methods reqUires 

that the activity it describes shall be clearly distinguished from one-

off or jobbing work on the one hand and flow production on the other. 

Since batches may vary in size from two or three components to many 

hundreds, or even thousands, this distinction may not always be obvious". 

They then define batch produc·r.ion as: "The processing of discrete groups 

of a particular component or product through a serie~ of operations at 

a production rate exceeding the average demand, in anticipation of 

repeat orders which will justify the prOVision of special production 

equipment and, possibly the holding of finished stocks". 
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If a comparison is made between the system being analysed in this study 

and batch manufacturing systems it is possible to say that there are 

major similarities and some differences. The major difference concerns 

the flow of work. lfhile a traditional batch manufacturing system is 

usually supposed to produce a compo~ent through a series of operations, 

the system considered here produces components through a cingle opera

tion. The major consequence of this difference will be in relation to 

the complexity of work flow and the problem of work in progress inven

tory, which is a serious problem in traditional batch production sys

tems, and is almost non-existent in the system under study. 

However major similarities can be found, such as the existence of a 

number of different components in ,various proportions, uncertainty in 

customer's demand, wide variation in batch sizes, the necessity of 

meeting delivery dates, etc. 

1.2.1 - Organizational aspects of batch manufacturin~ systems 

Much attention has been given by research workers to the various aspects 

of organization and control of batch manufacturing systems. This is 

justified by its importance in relation to other methods of production 

and the complexity of the problems it generates. Hollier and B~attacha -

ryya (1974) expressed this point well:''Batch manufacturing systems 

are among the oldest, the most common and the most complex me.hods of 

manufacture" • 

Research on batch production systems covers a wide range of problems 
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that spans from the long-term problem of organization of production, 

to the very short-term, day-to-day problem of loading jobs to indivi

dual machines. 

Among all the areas studied over the years, the problems of jOb 

schedule, organization of production and inventory control seems to 

be the ones which have received the most attention from research 

workers. 

Organization of production is t~e way in Which production facilities 

and jobs are organized in order to manu£acture the desl.red products. 

Traditionally, batch manufacturing systems have been organized by 

proce~s layout, and a large amount of research has been devoted to 

developing technl.ques which could help to improve its effectl.veness. 

Optimization models have been developed in order to optimize some of 

the parameters of performance, the most common of all being the trans

portation cost. El-Rayah and Hollier (1969), present a good survey on 

the subject. 

More !ecently, a lnrge effort has been devoted to developing and imple

menting the concept of Group Technology Which is said to eliminate most 

of the di£ficult problems of traditional batch manufacture. 

The evidence of ~ch interest l.n group technology can be seen by the 

large amount of research publl.~ed in the last few years, dealing with 

many aspects, such as techniques for implementation, economic factors 

and human aspects. Gornbinskl. (1967), Opitz a~d Wiendahl (1971), Burbidge 
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(1971), Carrie (1973), Gallagher et al. (1971), Knight (1974), 

Edwards (1974) and Fazakerley (1974 and 1976), are good examples of 

recent research on different aspects of group ~echnology. 

Although regarded as being able to minimize most of the more serious 

problems of tradit~onal batch manufacture, group technology has had a 

limited application. The great majority of ratch manufacturing systems 

still use the process layout type of oryanization. 

The major problem affecting production control in traditional batch 

manufacturing systems seems to be the complexity of its work flow, which 

is reflected in long thIOughput times, high work in progress, and poor 

utilization of man and equipment in productive activities. 

Hollier and Corlett (1966) have analysed the actual work flow of samples 

of batches in the shoe and machine tool industr~es with the objective 

of identifying causes of delay and the~r effect on production control. 

They have found, for example, that batch size had no detectable effect 

on throughput time, that total load on the factory influences through

put time and amount of work in progress, and that control of work flow 

can have a large influence on the volume of output and its performance 

in terms of delivery time. 

One of the most effective ways of controlling the flow of work and 

consequently the quality of delivery performance is by making use of 

scheduling procedures. Particularly in queueing situations such as 

the ones found in batch production systems, the use of priority dispa

tching rules has enabled improvements in delivery performance. 
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1.2.2 - Scheduling in batch manufacturing systems 

A considerable proportion of all research dealing with planning and 

control of batch manufacturing systems has been dedicated to the pro

blem of shop scheduling. 

Two major distinctive lines have been followed: one theoretical, the 

other experimental. 

The theoretical approach assumes a static situation in which ~ jobs 

or batches are to be processed in ~ available machines. 

The possible routings can vary from the pure 'job shop' situation, 

which assumes that all the jobs are to be processed in all the machi

nes, following any desired sequence, to the pure 'flow shop' situation 

which assumes that all jobs are to be processed in all machines follow

ing the same predetermined sequence. 

Hany analytical methods have been developed, ;thich are able to opti

mize some single parameter objective function, like the total makespan, 

in the theoretical 'job shop' and in particular the pure 'flow shop' 

problems. 

Typical examples of such analytical techniques are mathematical 'pro

gramming, both mixed and integer formulations (Bowman, 19591 fTagner, 

1959; 11anne, 1960), branch and bound algorithms (Lomnicki, 1965; 

Eastman, 1964; Brown and Lomnicki, 1966; Iggnall and Schrage, 1965), 

and heuristic algorithms (Johnson, 1954; Campbell et al. 1970; Palmer, 

1965) 
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The main problem with these theoretical approaches is the gap between 

theory and practice created by the very restrictive assumptions made 

by most of these mOdels. Host important among them are the assumption 

that the shop is a static entity in which all the jobs are known prior 

to scheduling, that the order of processing of the job is the same on 

each machine, that machines do not need setting up, and that splitting 

of jobs is nd allowed. As King (1976). pointed out, "fundamental di-

fficulties in solving the real practical problems led to so much sim-

~lification that,in some cases, has reduced the problem to a shadow 

of reality". 

The experimental approach sees the problem in quite a different way. 

Instead of considering a static situation with £ jobs and ~ machines, 
• 

it considers the shop as a network of interrelated queues of jobs 

awaiting service by the available machines, in which jobs arrive at 

a certain rate, and join the respective queue, in accordance with 

predetermined routing. ~ith such a viewpoint, the problem reduces to 

that of determining what form the priority rule should take, in order 

to minimize certain desired criteria. 

To check the efficiency of different rules, experimental studies are 

usually conducted in which different priority rules are used and their 

efficiency com~red. To this end many computer simulation experiments 

have been conducted in which the performances of different priority 

rules ha~e been compared using different shop characteristics. 

The works of Conway et al. (1960, 1962, 1965) are among the earliest 

in the area, and have undoubtedly influenced many other research 

workers. In his experiments he made use of a hypothetical shop, which 
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is now considered a classical job shop model. The model assumes that 

job interarrivals and service times follow exponential distributions, 

job routines are completely random, machines can produce only one 

job at a time and never stop for setup or brea~own, and there is no 

batch splittir~ or transportation time between machines. 

~1any other authors (Eilon and Coterill, 1968; Aggarwal et al. 1973; 

Oral and ~lalouin, 1973: Elvers, 1974; D~y a~d Hottenstein, 1975), have 

used this basic job shop model. l!any priority rules have been tested 

and compared in relation to different criteria. They arc usually sim

ple heuristic rules based on such variables as order of arrival (FIFO, 

FCF3, LIFO), characteristics of individual jobs (SFT, LFT), due date 

(SLACK, SLACK/OPU), etc. The most common criteria used for measuring , 
the performance of the rules have been average throughput time, machi-

ne utilization, capacity for meeting due dates, total tardiness, amount 

of work in process, and some measures of variance in delivery perform-

ance. These studies have also analysed the effect of some parameters 

like the overall load factor, and tightness of due dates on the rela-

tive performance of the rules. 

The SFT rule, which gives priority .0 the job with the shortest process-

ing time, has performed well in these investigations, when measured in 

terms of average throughput time and work in process inventory. It has 

done reasonably well even when its performance is measured in terms of 

its ability to meet due dates. Its main disadvantage is that it tends 

to generate high variance with respect to flow time, meaning that some 

jobs are delayed for quite a long time. Attempts have been It~de (Conway 
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and 11a.xweU, 1962; .Eilon and Cotteril1, 1968) to modify the SIT rule 

in order to avoid such large variances, by having a cut-off point 

such that if a job is too late or has waited too long in the queue, 

then the priority is suspended for a period of time until the delay

ed jobs are through. Only then the priority com~s back to operation. 

Results of such attempts have not been conclusive, because of a 

trade-off which seems to exist between variance and mean flow time. 

As the variance is reduced by the cut-off procedure the meah flow 

t~me tends to increase and so wipe out the advantages of the rule. 

Hany other studies have been conducted in connection with a~lysis 

of priority rules, which have lifted some of the main restrictions of 

the classic job shop model. 

HoUier (1968), for example, considered a shop in which only a limited 

number of different parts are processed, each having a fixea process 

routing. The parts are processed in batches of varying sizes and they 

may require setup, and have a transit time when !'loving from one machi

ne to the next. 

Eilon and Hodgson (1967) considered a shop with two identical machines 

in which jobs required only one operation in any of the machines, and 

in which the main objective was to measure the effect of different du~ 

date tightness on the effectiveness of the rules. 

Others based their investigations in real world job shops. Rochette 

and Sadowski (1976), conducted their study using a model based on the 

needle trade induetr::, in which orders arrive at the begining of the 
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work day and each order follows a predetermined routing through the 

shop irhich may include assembly operations. The model also considers 

workers as a limited resource, which can move between machine centres. 

They found that the SFI' rule performed best in relation to some tardi

ness based criteria. Hosein and Ross (1975), on the other hand, con

ducted their investigations using a job shop based in an electroplat

ing envirom.ent, which had constant operation times, a fixed number 

of operations and a constant sequential job routing. They found that 

:;.n LFI' rule, which gives preference to the job with the longest pro

cessing time, and is the ~ntithesls of the SFI' rule, performed best in 

~lation to the average throughput time, average lateness, and devia

tion from due date. 

Other aspects of the problem which have been investigated are: The 

effect of scheduling rules on the combined performance of shop and 

inventory systems fer a shop which produces both for invento~ and 

orders (Berry, 1972, and Berry and Rao 1975); the effect of shop size, 

Labourflexibility and machine limitations (Fryer, 1975); and the effect 

of setup times (Wilbrecht and Prescott, 1969). 

No definite conclusion can be drawn from all those studies. Although 

they have sho~m that the use of simple priority rules can greatly im

prove the performance of batch manufacturing systems,there is no clear 

winner as to the best rule when the many aspects of efficiency are 

considered. However, the studies have greatly helped to develop a 

better understanding of the mechanisms which influence the behaviour 

of such systems. They have also helped in finding some conclusive ans

wers for more specific situations which unfortunately cannot be general

ized. 
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1.2.) - Stock control and batch manufacturi~ systems 

The presence of some sort of stock in any batch manufacturing system 

is almost inevit~ble, either as raw material, vork in process or 

finished products. 

The existence of stocks of finished products depends largely on the 

policy follow~d by each individual company which usually have the 

choice of either producing in advance of future demand with the object-

ive of provi~ingi~mediate delivery out of stock, or producing only 

under customer's order and so incurring a delivery delay. The deci-

sion will of course be influenced by the market in rrhich each indivi-

dual company is co,.peting, and can be seen as a strategic decision. 

Unlike the sto~k of finished goods, the existence of work in progress 

stock is not something which depends only on company policy, but is 

highly dependent on the manufacturing process itself. Although its 

general level can be controlled, it is almost impossible to avoid it 

altogether in a typical batch production system. Similarly with raw 

material inventory, although its level can be monitored, it is very 

difficult, if not impossible, to avoid it altogether. 

In fact this presence of stock of one kind or another is a phenomenon 

which 'occurs in any productive sy&tem, whether manufacturing or not. 

The almost unavoidable presence of stock in almost all productive acti-

vities must be one of the reasons for thei~ense amount of research 
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dedicated to the problem of stock control. 

Lampkin (1967) in a survey through the relevant journals covering a 

twelve-year period from 1954 to 1965 found a total of 394 papers 

published on the ~ubject. In the nine years since his survey, the 

trend has continued and a very considerable number of publications 

have been added to that initial number. 

It is interesting to note that from the point of view of controlling 

stock, the questions to be answered are quite simple:wnlcn,whel\,andhol'l 

much new stock to order? The situation gets complicated Hhen one de

cides to find values for the parameters which will optimize the chosen 

objective criteria. 

The problem of how much to order had its first analytical solution 

more than 50 years ago with the development of the Hell known EBQ, 

or economic batch quantity formula, which optimizes the combined cost 

of ordering and keeping the stock. The first analytical approach to 

the question of nhen to reorder ~!aS made about ten years later (Wilson, 

1935) and con9isted of analysing events betHeen stock being re-ordered 

and the order being received. It was assumed that a probability dis

tribution for demand during lead time could be estimated, and that 

through this probability distribution one cuuld choose the correct 

value ~ for the reorder point, to give any requirP.d degree of csrtainty 

that there would not be a stockout during the lead time. This degree 

of certainty is often called the service level. 

The combination of both approaches gave rise to the stock control pro

cedure kno~rn as the reorder point method or two-bin system and usually 
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represented by the symbol (s,Q). 

This method, in spite of its known weaknesses and unsuitability for 

many practical situations is still widely used in many companies. 

The major l1eaknesses of this method are caused by the series of 

simplified assUMptions it makes: demand is considered to occur at 

a constant rate, lead times are constant and independent for different 

ltens, ordering costs are constant and independent of the order s~ze. 

Apart from that, the 'service level' approach is not a very sensible 

measure of service. In fact, the probability of a stock sho~tage be

t~reen ordering and receipt of the order does not depend only on the 

reorder level, but is a function of both the reorder level and the 

reorder batch size. For the same value of the reorder level a bigger 

value for the reorder quantity g will result in a smaller probabili

ty of stockout. This being so, the 'optimum batch size' formula must 

underestinate the best value of g , since in calculating the optimum 

lot size, one is weighting only the reduction in ordering cost for a 

higher g against the increase in stock holding costs. If one considers 

also that an increase in g improves service, the best value of g 

may be increased considerably. 

It 12S in order to reduce the shortcomings of the (s,Q) procedure that 

the mathematical theory of inventory theory was advanced. 

Most of that literature has dealt with-a class of policy called the 

(s,S) procedure, which tries to find a combined optimum value for ,2 

and~, in l'hich ,2 is the reorder point and ~ = §. -,2, is the reorder 
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quantity, S being the maximtun stock level which is only reached when 

no demand occurs between reorder and arrival of the order. The com-

plications lnvolved in obtaining the optimtun parameters for this 

procedure can be seen by the increasing sophistication and large 

number of mathemati=al models which have been developed over the years. 

Although they have contrlbuted a great deal to the understanding of 

the proble~l, they have sometimes reached such a level of mathematical 

sophistication that makes them either too abstract or very complex to 

operate. 

Aggarwal (1974), who presents a good review of current inventory theory 

and its applications, makes a clear distinction between the theoretical 

models and the models bridging the gap between theory and practice. 

On the theoretical models he makes the following comments: "The large 

number of research stUdies and the models available have covered a 

large number of situations, but they do not in any way exhaust the 

pOSsibllities of formulating the possible millions of additional models. 

However, they do indicate that virtually for each group of similar 

items, there must ~e a specific inventory policy suiting individual 

items stocked by a company". He also points out that ln order to opti

mize inventory operatlons the company needs to determine optimtun para

meters for each of its items, and considering that most of the system's 

uncontrollable parameters like demand, costs, and supply change from 

time to time, it means that these changes must be contlnually monito

red and the Optlffitun parameters recalculated after each change. He 
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then goes on ••• "Even with the present high speed computers, so wide a 

use of all the different models by a company seems impractical because 

it is highly unlikely that the company's analysts will be easily able 

to programme the computers for deciding for each item, when to switch 

from one type of an inventory model to another type of lnventory model. 

Further, to incorporate all the optimizing models in a single inventory 

system can be an extremely costly proposition". He concludes by saying 

that the costs which may be incurred by trying to maintain an optimum 

inventory control will most likely offset the savings resultlng 

from the extra effort made. 

In order to close the gap bet~~en the theory and the practical problems 

encountered in most manufacturing systems, a number of studies have 

been conducted in the last few years, i~ which an experimental approach, 

usually a computer simulation model, have been used. 

Berry (1972), for example, examined the interdependence between the 

problems of priority scheduling and inventory control. The main object

ive of the experiment was to test the gains on the combined performance 

of a shop and its associated inventory system, achieved by the use of 

inventory data in the decision process of some priority dispatchlng 

rules. The lnventory system was controlled by an (s,Q) policy, where 

S was the reorder point and Q the flxed order size, and the perform

ance of three different priority rules uSlng the lnventory information 

were compared with two other commonly used ruleB, SPT and FIFO. The 

results indicated that the scheduling rules incorporating inventory 

information improved the performance as regards the total inventory 

related costs and percentage machine utilization. But it was also found 
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that the performance obtained by the FIFO rule, which does not use any 

inventory information, was very close to the others which do use such 

information. He points out the practical importance of such a result. 

Because of the s~mplicity of application of the FIFO rule, one should 

carefully evaluate the cost of processing inventory information for use 

in making scheduling decisions against the benefits which it could 

bring. 

Oral et al. (1974) used a simulation model based on a large concern 

manufacturins power transmission eqUipment. The objective of the study 

was to find optimal values of the parameters for an inventory policy 

of the (Q,$,R) type where Q is the constant size of replenishment orders, 

s is the reorder l~vel, and R the upper limit indicator for backlogged , 
demand. The model also incorporated a routine which takes into conside-

Iation the "impatience" of the customers in relation to delivery delay. 

The measures of performance were the amount of demand satisfied, number 

of customers fully satIsfied, total cost and discounted cost. A search 

procedure was used to find optimal values for e. and g. It was found 

that the optimal solution with respect to cost criteria is different 

from the optimal solution with respect to service level criteria. 

Eilon and Elmaleh (1968) is a further example of the use of an experimen-

tal approach to study inventory control systems. The paper is concerned 

with a dynamic inventory situation in which demands are subject to Hide 

fluctuations, seasonal pattern and trends. The objective is to compare 

five alternative inventory control policies in relation to their perform-

ance, Hhich is obtained by the use of a computer simulation model incor-

poIating a forecasting rule that takes account of seasonal and trend 
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£actors. The results show that o£ five policies tested, a procedure 

called (T,s,S) ,ms the most promising. The (T,E,S) policy relies on 

a cyclical review every T periods, when the stock level is replenished 

to an upper level S, but if in between revie,(s ,the stock declines 

below a lOHer level s, it triggers a reorder quantity equal to S - s. 

Among the other control methods tested were the well knoHn (s,Q) and 

(S,T) policies, which are still used in many cOI,lpanies. 

By comparL~g the theoretical and experimental approaches it can be 

seen that a very large amount of research has been done into the mathe

matical theory of inventory control and a large number of cases have 

been examined. Nonetheless their use in practical situations seems 

to be restricted and this might be explained both by the difficulty in 

dete;.mini"~.lnd rnaintlinln9 . , the optimal parameters of control, and also 

by the restrictive assumptions on Hhich the models are based, in orG.er 

that a mathematical solution can be obtained. 

The experimental approach on the other hand, has the advantage of being 

able to lift most of the restrictive assumptions made by the mathemati

cal models. HOHever it has some disadvantages, chief amongst Hhich is 

the fact that the simulation model usually needed to perform the cxperi

mentations can be expensive in modelling and operating. 

Finally, it should be noted that most studies on inventory theory look 

at stocks just as a component of production systems Hhich needs to ~e 

controlled at an optimum level. In reality stock can and should be 

'lboked at not as an isolated component, but as an alternative way of 

manipulating capacity, in the same way that plant, work force and amount 

of working hours are manipulated. 
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1.2.4 - Capacity plannin, in batch manufacturing systems 

The problem of capacity planning is basically a strategic decision as 

opposed to tactical or short-term decisions such as the daily activi-

ties of loading machines and controlling inventory. 

The level of detail involved in capacity planning can vary from highly 

aggregate decisions which bypass the details of individual products 

and the detailed scheduling of facilities and men, to very detailed 

decisions involving the load imposed on a single machine or group of 

machines. 

At the high level of aggregation, usually called 'aggregate planning' , 

or 'aggregate scheduling' one is usually interested in finding an eco-

nomic balance between the general level of work force, inventory and 

working hours, with the objective of meeting a forecasted demand, usual-

ly having a fluctuating or seasonal component. 

Various models have been developed for determining the parameters of 

an optimum plan. 

There is, for example, a linear programming application (Han3smann and 

Hess, 1960), a transportation algorithm (BOWMan, 1956), and a linear 

decision rule (Holt, 1955) to name just a few. Most models in this area 

consider a system which produces inventoriable items, and has a fixed 

amount of plant investment, and where a cost trade-off is made betHeen 

the amount of finished goods inventory and employment level. 
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At the other end of the scale, there is the problem of planning the 

capacity needed for a single operation in a nachine or a group of 

machines. In this case the problem is usually dealt with as a queueing 

or waiting line situation. 

The most common objective in such cases is to study the behaviour of 

the queue in relation to such aspects as its si~e, the delays caused 

to its members and the level of machine utilization. ~nth this inform

ation an economic decision can be made, ,rhich could result in the 

provision of extra or more e~fic:ient equipment -in the case of bottle

nccks,or an increased load on the facility in the case of under utili

zation. 

Queueing pro bIens , if they are not too complex, can be mathematically 

handled. But 'if several factors work together to produce effect~, then 

mathematical solutions become qUite complex and very difficult to handle. 

On these occasions computer simulation models can be used. This is certain

ly the case in complex batch manufacturing systems in which the queues 

are interrelated and a mathematical nodel of the complete system would 

be impractical. Various studies of capacity planning using computer 

simulation models have been reported in the literature. 

Cantellow et al. (1973), for example, present a case study of a real 

machine shop, in which a computer simulation model was used to analyse 

the effect on the performance of the shop of increases in both demand 

and nominal available production capacity, in terms of machinery and 

number of working hours. 

The problems facing the shop were high investment in work in progress, 
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throughput time consistently longer than planned and a future increa

se in demand. Performance was measured in terms of costs, made up 

of three components, vi~. 

i) interest cost of machine investment 

11) wages 

iii) interest cost of work in progress inventory 

By adding new machinery and men, and by increasing the number of 

shifts the resultant total costs could be measured, and bottlenecks 

eliminated, until the total demand could be fully satisfied. 

Dolton and Hoody (1975), describe a simulation model which represents 

an aero engine's repair and overhaul cycle, and the way in which the 

model has been embedded in the planning and control of an engineering 

workshop. The model consists of a workshop, the stock of both unservi

ceable and serviceable engines and parts, and the pool of engines 

actually in service. In the case of a stockout of serviceable engines, 

the capacity of the shop can be increased by the utilization of over

time, in order to shorten the normal repair time. The model is simu-

lated on a regular basis such that plans can be made in advance to 

match capacity to requirements, and to evaluate the costs of different 

alternatives. 

Further examples of the experimental approach to capacity planning 

can be found in Lipton (1969) and Aley and Zimmer (1974). 

These studies of capacity planning show that important relationships 
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exist between different components of production systems, and how 

they can be manipulated. 

These also show that capacity can be varied in a number of ways, and 

that a smaller load on the system can be a better ~conomic proposi

tion than a higher load, as long as the spare capacity is chosen in 

the appropriate way. 

\ ' 
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1.3 - Summary 

In this chapter an introductory explanation of the problem under study 

was made, and a survey was presented on the available literature on 

the areas related to this study. 

A discussion of the typical problems of a traditional batch manufactur-

ing system was followed by detailed analysis of three of the most 

important problems of planning and control in batch manufacturt~ system, 

viz. shop scheduling, inventory control and capacity planning. 

The relationship between the work reported in the literature and expe

riments carried out in this investigation are drawn out in subsequent 

chapters. 



CHAPTER 2 

DESCRIPTION OF THE PRODUCTION SYSTEM 
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2.1 - Introduction 

Although the intention of this study is to analyse a class of pro

duction systems which can be found in the shoe industry and might 

be relevant to the textile industry as well, the c=iginal information 

which led to this research was obtained from one particular company 

1Nithin the shoe industry which manufactures shoe components. 

In order to define the area of investigation,the origir~l production 

system, as it was found in the particular company from which the 

information was first gathered, will be described in detail. This will 

be followed by a formal characterization of the class of production 

systems, and the identification of the relevant variables. 

/ 
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2.2- The actual production system 

For the purpose of description the production system will be divided 

into three major cc~ponents: the products, the production process 

and the demand or orders input. 

2.2.1 - The pr~.ucts 

The products manufactured by the company are injection moulded shoe 

insoles, produc~d in different shapes and sizes. Each particular shape 

is called a style and is made up of a range consisting of up to 13 

different sizes. This range of product sizes results in the need for 

a range of sizes of Lljection moulds. Because of product design and 

a policy of standardization, it is possible for a mould of a certain 

size to be used in the manufacture of insoles of both its nominal 

size and half size above it. The design of the product is relatively 

simple, consisting of a hGlf split fibreboard in which plastic is 

inserted between the split parts through an injection moulding pro

cess (for technical specifications see Johnson, 1974). 

Figure 2.1 is a schematic representation of an insole, which shows how 

plastic is inserted into the half split fibreboard. A major character

istic, as shown in view BB, is the fact that plastic injection takes 

place only in the back ~rt of the insole. This means that although 

this part mus" be standardized to fit the mould, the front-part is 

independent of the injection moulding process and consequently of the 

mould design. This characteristic of the product design allows a 
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mould of a certain size to be used in the manufacture of insoles one 

half-size bigger than that size. It also allows a greater flexibility 

in the design of the front part of the insole, meaning that a mould 

of a certain style can be used in the manufacture of insoles of the 

same class of style. but with different front part shapes. By uS1ng a 

system of standardization for the backpart of the insole, the company 

is able to l~it the number of mould styles without corresponding 

limitations in the insole style (front part shape). This is of great 

importance as injection moulds represent one of the major investment 

costs in the production process. 

2.2.2 - The production process 

a) PIocess description 

~e production process consists of the inject10n moulding of plastic 

-into a prp.viously cut fibreboard, the cutting operation being a minor 

one in relation to the major operation of 1njection moulding. This is 

true both in terms of production time, which 1S about 1/100 of the 

moulding operation, and in the simplicity of the operation, which is 

reflected in a rel"tively minor investment cost. As a consequence there 

j.s a decoupl1ng between the two stages, caused by a buffer stock, which 

in practical tprms eliminates interference between the two operations. 

The injection mould1ng operation is executed in multiple stations ma

chines, which require a single operator for each machine. A schematic 

representation of one of these machines, together with the operator's 

cycle is given in figure 2.2. 



-30-

The whole injection mouldin$ operation can be best understood by 

looking at the machine and operator cycles individually. 

The machines have twelve stations laid out on a circular turntable 

which noves arour.~ its axis in such a ,~y that, after a co~plete ro-

tation, each statjon has been in the position to receive an 

injection shot. The !'lachine cycle is made clp of tno phases: The in

jection phase, in 'Ihich a screH ran injects plastic L'lto the mould, 

and the move~ent phase, in ;Ih!.:h the table moves around its axis to 

position the next station in front of the f'CreH ram for the j'ljection 

cycle. The duration of the machine cycle can be adjusted to fit the 

require~ents of production. 

The operator cycle has three phaseE, rppresented in figure 2.2 by 

dotted lines. Phases 1 and 2 are productive phases, and correspond res

pectively to the operations of unloading and loading the machine Hith 

the fibreboards. Phase J is a non-productive phase a~d represents the 

operation of changing moulds and setting up the machine. 

Phases 1 and 2 of the operator's cycle are coordinated with the machine 

cycle, so that the operator should be able to unload and load a station 

during the interval of time taken by the screH ram to execute an inject~ 

ion cycle. In practice, because of variability in the operator's cycle, 

the operations are never perfectly coordinated, re::ulting in eit!.er the 

opera tor or the machine l~i ting for each other. The start of the table' s 

move~ent is dependent on the operator finishing his operations, so that 

the machine nill all~Ys wait,' if the operations of unloading and load

ing are longer than the injection cycle. On the other hand, if the 
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operator finishes before the injection cycle is over, he then has to 

wait for the machine. 

At this point, attention should be paid to the effect of another 

important cycle time on the process, which has not yet been mentioned. 

This cycle time is represented by a full rotation of the table which 

contains the stations, and corresponds to the interval of time which 

elapses from the loading of a station with a split fibreboard by the 

operator, to the unloading of a finished product from that ~~me station. 

This cycle, which also represents the manufacturing time of an indivi

dual product, will be called 'process cycle time' as opposed to the 

'production cycle time' given by the machine/operator cycles. 

It is important to note that while the 'process cycle time' represents 

the mininum time to complete the manufacture of a component on the 

machine, the 'production cycle time' represents the production rate of 

the machine. 

It should be noted that any mould can be fitted to any station, so that 

at any point in time the machine could be producing up to twelve differ

ent products. 

b) 110ulds 

A major feature of the production process is the injection moulds. 

In order to produce a product style in its full size range, a range of 

moulds must be provided. 
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The different sizes in a style correspond to the range of sizes of 

shoes manufactured by companies and includes full and half sizes. As 

described in 2.2.1, the design of the products is such that a mould 

of a certain size can produce insoles of both its nominal size and 

half a size above it. There is hOHever an exception for the extreme 

lower sizes. In these cases a mould can manufacture its nominal size, 

a half-size below nominal size, and a half-size above nominal size. 

The mould and product characteristics, together with the fact that 

=oulds are designed to produce both right and left foot simultaneously, 

means that six moulds are sufficient, in terms of technological require

ments, to produce a full range of thirteen sizes in anyone style. 

2.2.3 - The demand 

In relation to demand, the policy of the company is to produce only 

against customer's order. This is partially justified by the fact that 

it produces components for manufacturers belonging to a fashion indus

try, viz. ladies and I'len shoes. HOHever the effect of fashion on the 

components is partially minimized by a policy of standardization, and 

the product design, so that insoles with different front part shapes can, 

in many cases, be manufactured by the same set of I'loulds. 

A major characteristic of demand is that Hhen a customer orders an 

insole of a particulcT style, he uzually requires the full size range, 

with varying quantities for each size. In terms of production this means 

the manufacture and joint delivery of up to 13 different batches of com

ponents. 
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Previous studies (HcKay.1929) ShON that the distribution of foot sizes 

for adult men and Nomen follow a normal distribution, and so it would 

be expected that the statistics for demand according to shoe sizes, 

should also fit", normal curve. However when actual data from sales 

are plotted and compared ~rith data from actual foot sizes distribution 

(figure J.J), it shows a drop in demand for half sizes, when compared 

Hith full shes. These results agree with a similar comparison Hith 

mens shoes maC:a by llcKay (1929). 

Although the general level of demand for different sizes follows the 

above reported distribution, the total quantities ordered in each order 

vary considerably, resulting in a large variation in batch sizes for 

production. In spi"e of such variations, there is a need for a speedy 

delivery which is usually set at J weeks, from the posting of an order 

to the final delivery. 
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2.3 - Formalization of the problem and identification of variables 

In order to conduct a systematic analysis of the problem, and to 

identify the relevant variables affecting the ~ystem a graphical model 

of a production :;;~'stem lath its information and material flOli is going 

to be used. 

Figure 2.4 is a simplified model of a production system, where blocks 

represent subsystems, single lines represent information flow, and 

double lines represent material flow. Six blocks or subsystems are 

represented in the diagram of figure 2.4. Four are internal components, 

while the other two are external and represent the inputs to the system 

in terms of material and information flow. 

In the model the flow of information generates and controls the flow of 

material. The whole process starts in the subsystem representing the 

pool of customers, which from time to time places an order on the 

production system. This order is received by the subsystem 'control', 

which after checking the information on the state of subsystems 'raw 

material stock', 'machine shop' and 'finished goods', takes a decision 

which lrill generate a flow of mater;.al starting somewhere in the system 

and finishing Hith a delivery of finished goods. 

During the whole process a continuous flow of info~tion is processed 

and decisions made by the control system. These decisions can vary 

from loading machines to planning overtime or extra spifts. 

By using this model it is possible to identify variables and define the 
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characteristics of the class of production systens under study. This 

will be done by analysing each of the component subsystem in turn. 

2.).1 - Customers and the order inuut 

The type of order input, together with the machine shop, are the major 

characteristics of the system under study. It is assumed that only a 

limited number of different product styles are ordered during any 

interval of time. Each style Si is made up of a range of si~9s, and 

a component of size j and style i is represented by Zij 

Each order nhich arrives at the system can be specified by t~:o variables: 

the style, Si' required and the individual demands, qj' for each of the 

sizes, Zij' ,rhere qj ~ 0 and Q = l: qj is the total amount demano.ed. 

It is assumed that the values q. in an order are not completely inde-
J 

pendent because of a relationship which exists within j. Thio relation-

ship can be better expressed by the proportions p(j) = qj!Q, Nhere 

o ~ p (j) ~ 1 and l: p (j)= 1. The values of p(j) , when plotted 

against j gives a histogran similar to the distribution described in 

2.2.) and dependent on the particular class of style. 

Both the total quantity demanded and the interarrival times follow 

probability distributions, which are also dependent on the particular 

class of style. 

Delivery delay is a major feature of the system and customers rely on 

a short and precise delivery date Hhich, within certain limits, is 
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fixed independently of the quantity demanded. A delivery can only be 

made after all the batches in an order have been completed, i.e., 

customers require a full range of sizes to be delivered together. 

2.3.2 - Machine shop subsystem 

The machine shop is in the heart of the production system and is 

representf>d by machines, men and tools. 

The machines are multiple stations,and able to produce different 

components at the same time. Each is manned by a single operator. The 

cycle times of machines and operators are two var~ables in the sub

system, which need to be identified. Machine cycle time is determi

nistic, but operator . cycle time is variable. 

All components are manufactured in batches of varying sizes, through 

the same process, by the multiple stations machines.Each one of 

the different components requires a specific mould for manufacture, 

and any mould can be fitted in any station on the machines. 

In relation to moulds, two variables need to be specified: the list 

of moulds available in the system, and the specifications which will 

determine whic!1 components each mould ~s able to manufacture. 

Each time there is a change of a mould, the machine has to be stopped, 

and consequently all products being produced in the other stations are 

delayed by a period corresponding to the time spent in executing the 

mould change. Setup times for mould changes are random variables which 
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follo;r a probability distribution. 

2.).)- Rau material stock and supply system 

Stocks of raw mat~rial are maintained in order to create a buffer 

behreen suppliers and production. If they are ~re.Ll controlled, the 

chances of a stockout should be small. 

In this study it is assumed that raw material stocks are such that 

stockout never occurs, and ra;r materials a=e always readily available 

for production. 

2.).4 - Finished products 

Finished products are the physical output of production systems. A 

company is usually free to choose, as a matter of policy, whether to 

start manufacture of a product, only after a firm order is placed by 

a custoMer, or alternatively it can produce in advance of customers 

orders, with the expectation of future demand. In the latter case a 

stock of finished products will be created, and this ~rill help to 

shorten delivery delays. 

In the system under study it is assumed that the usual policy is to 

start production only after the receipt of a firm <.>rder. ROlieve:t the 

effect of a change in this policy is ~lso considered, as an alternative 

to improve delivery performance. In this case stock ;rill be naintained 

for individual cc~ponents, and this will inply the r.eed of ~ policy 

to control the stocks. A policy can be established by the determination 
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of three parameters: which components to stock, when to order a new 

batch for stock, and how large a batch should be. 

2.).5 - Control system 

The control system can be considered the brain of the production system. 

It is responsible for the application of rules which guide the day-to

day operation of the production system. In general terms it is respon

sible for providing answers to the questions of what to produce, how 

to produce and when to produce. 

This is done through the use of such tools as priority rules, the se

lection of batch sizes, the utilization of overtime and extra shift, 

the control of stocks and the selection of moulds. 

One of the objectives of this study is to determine effective policies 

for the control system in order to obtain a high efficiency of the 

production system under study. Some questions which this work aims to 

ansHer are: what sort of priority rules should be used; whether to 

split large production orders into smaller batches; which and how many 

moulds to have available; whether to use overtime and/or extra shifts; 

whether to hold stock, and if so, which is the most efficient control 

policy. 
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2.4 - Summary 

In this chapter the problem under study was presented, and.its 

characteristics ~iscussed. 

A description of a particular production unit, from which real inform

ation had be~n gathered, li<LS used in order to identify a class of 

production sy~tems. 

Finally an acstract model of a production system was used in order to 

formalize the problem and identify the variables which characterize the 

class of production systems under study. 
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3.1 - Introduction 

From the descript10n given in the previous chapter it is evident 

that the system under study involves among other things a queue1ng 

problem with strong stochastic components. It is known that queueing 

problems,if they are not too complex, can be mathematically modelled, 

and their behaviour analysed through the model. However, in cases 

where several factors work together to influence the queueing process, 

the use of a mathematical model can become infeasible, due lo the 

curnplexities involved in modelling. This is certainly the case for the 

system under study. The characteristics of the arrival process, and 

the complexities of the production activity, involv1ng multiple stc

tions machines, spec1al tools, and possibly stocks, makes m~thematical 

modelling an infeasible propos1tion. It is therefore necessary ill th~s 

investigation, to use a computer s1IDulation model. 

This chapter describes a computer simulat10n model, which represents a 

class of production systems~ with the characteristics of the system 

described in the previous chapter. The model is fairly flexible in 

respect to the variables influencing the system, which can be eas~ly 

varied. 

In order to program the model for computer runs, a general purpose 

simulation language (CSL), which is a package provided by ICL, was 

used. From the p01nt of view of programming, CSL has the advantage of 

being based on Fortran, which means that apart from offering its own 

internal simUlation rout1nes, it allows the introduct10n by the u~er 

of most of the Fortran faci11ties. A full listing of the computer pro

gram, together with netailed explanations are given in appendix 1. 
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From a maCT? point of view the model can be seen as an input-output 

cycle, in which customer's orders arriving at the system are the input, 

and delivery of components are the output. A macro block diagxam of this 

input-output cycle is given in figure 3.1. 

For the purpose of examininG the components of this input-output cycle, 

the model will be divided into five major olocks: demand or order input; 

machine shop; inventory subsystem; operation control systen; and output 

variables. 
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3.2 - Order input 

'Order input' represents the demand for the products manufactured by the 

system. As described in paragraph 2.3, the system manufactures only a 

limited number of product styles, with each style having a ra~se of 

product sizes. 

The arrival of a customer demand result~ in the generation of orders which 

are input to the machine shop, if no stock is being held The whole pro

cess for a non-inventory system can be see~ as a three stage cycle: 

i) Generation of the interarrival time and requirements for next 

customer demand. 

ii) Arrival of a customer order. 

iii) Issuing ahd input to the machine shep of production orders to 

satisfy customer requirements. 

For the execution of this cycle the model makes use of three classes of 

temporary entities called 'style', 'order' and 'job'. 

Entities 'style' are used in the fi£st phase of the cycle, to store the 

values of interarrival times and reqUirements of demand. Each class of 

product style is represented by an entity of the class 'style', such 

that generation of interarrival times and requirements of demand can be 

made independently for each 'style' 

Each 'style' has ~ssociated with it three probability distributions 

corresponding respectively to interarrival times, total quantity demanded 



-43-

per o~er, and proportion of the total quantity which is required for 

each of the product sizes in the range. Each probability distribution 

is accessed by an independent stream of random numbers, and the model 

allows for the use of either theoretical distributions or empirical ones 

provided by the user, in the form of histograms. 

The generation of interarrival times and total quantity demanded is 

executed by sampling from the respective probability distributions)the 

procedure being repeated each time a new demand arrives at the system. 

However, the determination of the proportions of the total quantity that 

are required from each product size in an o~er, is a more complex pro

cedure and needs detailed description. 

As explained in paragraph 2.) the proportions o~ered in each customer 

demand are not completely independent, but follow a certain pattern which 

is representative of the general level of demand for the different pro

duct sizes. 

It is assumed that when customers make a decision to o~er a certain 

style, they first decide on the total quantity to be o~ered, and then 

decide on the proportions for each size. 

The distribution of proportions in an o~er can be represenoed by the 

variable p(j) where 0 ~ p(j) ~ I, Lp(j)= I, for j : I, n with n 

representing the number of different sizes in the range. Theoretically 

there are infinite combinations of p(j) which satisfy the above cons

traints. In practice, however, it is assumed th~t only a limited number 

of combinations are used, following predetermined patterns. 
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In the model, each style has associated with it a limited number of com

binations of p(j), each combination being called a 'pattern', which is 

input to the model by the user. Each 'pattern' is in turn associated with 

a probability corresponding to its chance of occurrence, and has a correct-

ion factor for the total demand, to take account of the number of different 

sizes ordered. 

The whole process of demand generation can be represented by the follow-

ing procedure, which is independently repeated for each different product 

style. 

(i) Generate the next arrival time of demand from the corresponding 

distributinn of interarrival times; 

(ii) Generate the total quantity Q required for the next demand; 

(iii) Select the 'pattern' of proportions required for the product sizes; 

(iv) Adjust the value of total quantity Q, correspondin~tothe 'pattern' 

selected, and calculate the quantities q. required from each in
J 

dividual size in the range; 

(v) Store this information, (i) to (iv), until the arrival of the 

demand at the system, when they are transferred to other entities 

which are created; 

(vi) Repeat the ,Thole procedure as from the first step, after each 

arrival. 

The second stage of the 'order input' cycle is the arrival at the system 

of a customer order which is represented by the event called 'demand'. 

At each 'demand' the model generates and inputs to the system a temporary 

entity of the class 'order', which represents the set of requirements made 
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by a customer. Each 'order' is characterized by four attributes repre

senting respectively the style, the total quantity, the number of differ

rent sizes ordered, and a serial number Hhich identifies each 'order'. 

An 'order' stays in the system until all its ~aquirements have been 

satisfied, with r.~ partial delivery being allowed. 

The third and last stage in the cycle is the generation and input to 

the system of production orders for the rec;.'lired product sizes. The 

procedure at this stage depends on Hhether or not the system holds ~ 

stock of finished goods. If the answer is no, then immediately after the 

generation of an entity 'order' the model generates and inputs to the ma

chine shop a series of temporary entities of the class 'job', where each 

'job' represents a production order for a batch ~f components of a parti

cular size, as required in the customer order. If the system holds stock 

of finished goods, then, before the 'jobs' are generated, a check is made 

to see whether the order requirements can be satisfied directly from 

stock. The procedure used in this latter case will bo explained when the 

inventory system is discussed. 

Each entity 'job' is characterized by five attributes, namely the 'job' 

serial number, the serial number of the 'order' to Hhich it belongs, the 

product size it represents, the quantity of items required, and a code 

number to identify the tools which can be used in the manufacture of the 

, job' • 

The whole procedure for demand generation is represented in figure ).2 

by a macro block diagram of the process. 
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3.3 - Machine shop 

The machine shop is represented in the model by machines, mould~ and 

a queue of 'jobs' wa1ting to be processed. 

'Jobs' on arrival join a queue, and wa1t there until they are selected 

to be processed on the multiple station machines. The selection of a 

'job' depends on the availabi11ty of both a free station and a suitable 

mould, and on the priority scheduling rule used by the model. 

3.3.1 - Multiple station machines 

Machines are represented by two classes of permanent entities called 

'machine' and 'station' respectively. Each 'machine' is linked to a 

number of 'stations', where each 'station' represents a specific 

station in the multiple station machines. 

a) Entity 'machine' 

All 'mach1nes' are identified by six parameters and two loading states, 

viz. ,'idle' and 'busy', which are represented in the models by two 

distinct queues called '1dle' and 'busy'. It is assumed that a 'machine' 

can operate both fully loaded (all the 'stations' loaded), or it can 

operate part1ally loaded ( at least one station unloaded), 1n which case 

it will be in the idle state and join the queue 'idle'. In both cases 

the machi~e wiJ 1 join the queue 'busy'. The only occasion in which the 

machine is not in the queue 'busy' is when all stations are unloaded. 

Apart from the idle and busy states each 'machine' is characterized 

by the following parameters: 
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(i) A +ime cell which keeps the record of time events; 

(ii) An ident~ication serial number; 

(iii) The number of stations loaded at a certain instant of time; 

(iv) A parameter to determine whether the 'machine' is operative or 

not in al: experiment; 

(v) Two parameters used to determine the 'process cycle time' as 

defined in 2.2.2. 

The time cell is used to record the times of the events which represent 

the completion of a job by one of its stations. The identific~tion serial 

number, which has an unique value for each machine, is used to link a 

'machine' to its correspondinE 'stations'. The third parameter is used 

as a record of the number of loaded 'stations' L~ a machine, at a certain 

instant of time, as it is assumed that a machine can operate partially 

loaded. The fourth parameter is to 'switch off' a 'machine' in an expe

riment. If in the initialization period of a run the value of this para

meter is set to 1 the 'machine' will be operative, otherwise it will be 

'switched off' and left out of the experiment. The last two parameters 

are used in connection with the specification of the 'process cycle time', 

which is the manufacturing time for a single component. 

As described in 2.2.2 each machine is manned by a single operator who 

has the function of unloading and loading, and who has partial control 

over the machine as far as 'production cycle time' is concerned. That 

is, each machine has a fixed cycle time which is overruled only when the 

operator's cycle is longer than the machine cycle. 
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In order to define the problem of cycle time, one has to consider the 

following variables:-

N number of stations per machine 

NSL number of loaded stations in a machine in a given instant of 

time; NSL ~ N 

OCi operator's cycle time 

OC - II:I'an value of operator's cycle time 

11C ma"hine cycle time 

FCi 'production cycle time' 

~ average value of 'production cycle time' 

Operator's cycle times OCi have a variability, and their distribution 

tends to be skewed. The machine cycle time, on the other hand, is a 

detenninistic variable. If the model was to simulate the manufacturin:; 

operation, cycle by cycle, the following procedure would be used: 

i) generate an operator's cycle time OCi 

11) if OCi ~ MC, make PCi = OCi ' but 

if OCi ~ HC, then PCi = 11C 

If the machine was manufacturing the same product in all of its stations 

in a given production run, then the average 'production cycle time' PC 

'Would be equivalent to the average production rate of the machines, Hhich 

would be the ~~in parameter of interest. HOHever this is not so. Usually 

the stations are manufacturing diff"()rent products, and although PC can 

" still be seen as the general production rate, the variable of major inte-

rest is now the production rate of each station, because a batch of a 

certain product is allocated to a single station, and one is interested 

in detennining the processing tine for that batch, Hhich on average is 
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equal to (I' * re * batch size) where N is the number of stations per 

machine. For a batch size equal to S the processing time would be de-
. 

tennined by simulating N * S 'production cycles', as a station takes 

N 'production cycles' to manufacture one component. If one considers, 

for example, that N = 12 and S = 150 are typic~l values for the 

system being analysed, this would mean the simulation of 1800 cycles 

for a typical batch. Since the variable of major interest in the 

process is the time taken for the completion of a full 'order', which 

means the completion of the last batch ('job') belonging to that 'order', 

i~ seems reasonable to assume that a 'cycle by cycle' simulation of 

the manufacturing process would result in an extremely high computa-

tional effort, which would not be justified by the additional precision 

that would be obtained. 

In order to increase the computational efficiency when running the mo-

del, the 'cycle by cycle' simulation approach was substitut~d by a 

'batch manufacturing time' approach, in which mean values instead of 

individual samples are used. This approach is based on the utilization 
I 

of the 'process cycle time' which is the time that elapses from the 

loading of a 'station' by an operator, to its unloading after N 'pro-

duction CYCles'. The model assumes a linear relationship between 'ave-

rage process cycle time' and the number of stations loaded, which is 

given by the following expression: 

PCT c N * lie + I * NSL •. , 3·1 
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where: 

PeT - 'aver-a.ge process cycle time' 

N number of stations in a machine 

MC - machine cycle time 

I - Pe - l~r" is the difference between average 'production cycle 

time' and 'machine cycle time', and measures the average 

interference of 'opera tor cycl~ time' in the 'machine cycle 

time' • 

NSL - number of stations ;rhich are loaded in a machine 

The reasoning behind this equation is based on the following assumptions: 

i) 'Stations" will always be subject to the machine cycle time, , 

whether or not they are running loaded. 

ii) 'Stations' are subject to operator cycle time, only if they are 

running loaded. 

iii) 'Production cycle times' Pei are given by either operator cycle 

time OOi or 'machine cycle time' HO, whichever is bigger. 

If NSL 'stations' are running loaded, the 'process cycle time' of each 

'station' is given by NSL 'production cycle times' plus (N - NSL) 'ma-

chine cycle times'. Rearrangi~ equation (3.1): 

PeT = Pe * NSL + HC * (N - NSL) ••• 3.2 

The two extreme loading cases would be: 

- -NSL = N ... PeT = Pe * N 

NSL = 1 ... PeT = HC * (N - 1) + Pe 
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Expression 3.1 is used to generate manufactur~ng t~mes for individual 

batches, and MC and I are the parameters of eac~ machine which will 

determine the 'proCess cycle time' peT, used to calculate batch ma

nufacturing times. 

b) Entity 'station' 

The second class of entities used to represent the mult~ple stations 

machines are the 'stations'. Each 'station' is identified by six 

parameters and two loading states, represented by two classe3 of 

queues called 'loaded' and 'unloaded'. F~r each 'machine' there is 

a corresponding pair of 'loaded' and 'unloaded' queues, such that 

when a station is running loaded it joins the 'loaded' queue corres

ponding to its 'machine', otherwise it joins the corresponding 

'unloaded queue'. 

The following six parameters are used by each individual station: 

i) a serial number used as an identif~cation for each 'station' 

ii) the identification number of the 'job' which is beiny manufact

ured by the 'station' 

iii) the identification number of the mould which is setup in the 

station 

iv) a time cell used to record the completion time of 'jobs' 

v,vi) two parameters wh~ch are used in connection with the updating 

of the programmed completion time of 'jobs' allocatedC'loaded') 

to the station 

The first parameter is a unique identification number for each 'station' 

and is used together with the 'machine' identification number to link 

each 'station' to its corresponding 'machine'. The second and third 
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parameters are used in order to identify which 'job' and mould are loaded 

in the station at a given instant of time, as they change from time to 

time. The fourth parameter is used to record the value of expected com-

pletion times of 'jobs' allocated to the station. The last two parame-

ters are needed because of the variability associated with PCT, the 'ave-

rage process cycle time' which, as defined in (3.1), has a linear relation-

Ship with NS1, the number of stations loaded in the 'machine~As NSL in 

each 'machine' changes from time to time, then PCT will also change and, 

45 a con5e~uence, the programmed completion time of 'jobs' allocatea 

in the stations which rel>l",in 'J oaded', will also be changed. 

When a 'job' j is committed to a 'station' its expected completion time 

is determined by ID"ltiplying its batch size S by the 'average process 

cycle time', PCT. The first step is the determination of PCT, as it is 

a function of the number of 'stations' loaded, NSL. By determining NSL 

and using e~~ation 3.1, PCT is calculated, and the expected completion 

time tj can be determi~ed. If to represents the time at which production 

starts on 'job' j, then 6. t = tj - to represents the expected processing 

time for 'job' j. 

During A t the number of 'stations' loaded, NSL can be modified by 

either an 'unloaded' station becoming 'loaded' or vice versa. In both 

cases, the pr~duction rate of the remaining loaded 'stations' would be 

modified due to the c~nge in the \~lue of PCT. The conse~uences of such 

changes are reflected in the 

which have to be revised. 

\",lue of the expected completion time, t., 
J 
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If a change in the value of NSL happens at instant ti' where to < ti < tj' 

then tj and all the other expected completion times on that machine will 

have to be recalculated. To do this, the follol{ing procedure is used: 

i) Calculate.AS = (ti - \) * PCTo ' where AS measures the amount 

produced during the interval (ti - to) and PCTo 

of Fr.T at instant to' 

is the value 

ii) Calculate Si = So - AS, where Si is the outstanding production 

from the original batch So' 

iii) Calculate the new value PCTi , using e~uation ).1 with the new 

value of N;:,L. 

iV) Calcul::.te tj = Si * PCTi + ti' mere, t' j is the revised 

expected completion time for 'job' j 

v) Replace the values of to' tj and So 

vely 

b t t ' . d S ti Y i' J an i respec -

In order to execute this procedure each 'station' needs to record the 

).).2 - Houlds 

and S which are atributes of each 'station'. o 

The second group of components in the machine shop are the moulds used in 

the manufacture of different product sizes and styles. They are represen-
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ted in the model by a class of permanent entities called 'mOUld' where 

each 'mOUld' is characterized by an identification serial number and 

a list of products it is able to manufacture. A mould is either set up 

in a 'station' or it is free, in which case it joins a queue called 

'free'. It is assumed that a 'mould' only leaves a 'station' when there 

is another 'mould' to be set up in its place, otherwise it stays in the 

'station' even if it is 'unloaded'. Every time a new mould is setup in 

a station a setup time is generated from a probability distribution and 

its value is added to the expected completion time of all 'Jobs' 'loaded' 

in the other 'stations' in the 'machine'. The model allows the use of 

both an cmpirical distribution of setup times, which is provided by the 

user in the form of histogram data, or a theoretical one, in which case 

it is assumed that setup times follow a normal distribution. 

3.3.3 - Queues 

~he third and last component of the machine shop is the 'queue' used by 

'jobs' during ~Iaiting times, from arrival until start of production. It 

is assumed that all 'jobs' join the same queue, and that they wait there 

until they are selected for manufacture in any station of anyone of the 

'machines', in accordance with the priority scheduling rule in operation. 

Because of the characteristics of the arrival process which generates 

simultaneous arrivals of 'jobs' at the shop, and also for computational 

necessity, the model actually uses two 'queues' called 'inqueue' and 

'atqueue', to handle these simultaneous arrivals. 
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At the moment of arrival all 'jobs' join 'inqueue', which is an empty 

queue, such that they can be organized in sequence following the prior

ity rule in operation. If there are one or more 'stations' 'unloaded', 

the model tries to allocate as many 'jobs' as possible to the stations, 

and this is done by matching 'jobs' to 'available' moulds, using the 

priority system in operation. After all possible 'jobs' have been loa-

ded, the remaining ones are taken from 'inqueue' and transferred to 

'atqueue' where they wait until a 'station' and a proper 'mould' becomes 

available. If at the moment of the 'jobs' arrival there is no 'unloaded' 

'station', the 'jobs' are transferred straight ,from 'inqueue' to 

'atqueue'. 

The activities in the machine shop are generated by the occurrence of 

two major events, namely the arrival of 'jobs' to the shop, and the com

pletion of 'jobs' by the machines. In order to describe the logic of 

these activities, two macro block diagrams of events 'job arrival' and 

'job completion' are presented in figures 3.3 and 3.4 respectively. 
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3.4 - Inventory subsystem 

Although the production system under study is basically a non inventory 

system, in the Sense that customers expect a delivery delay in comple

tion of their orders, an inventory subsystem is provided by the model, 

which can be 'switched on' and off between consecutive experiments. The 

objective of using inventory in this study is not to eliminate or de-

crease the lehgth of delivery promises, but instead to improve the 

pfficiency . in those promises. 

~he inventory system is defined by four groups of variables, where one 

group is used to keep the record of the stock levels, and the other three 

are used to controL the level of stock, by determining which products to 

stock, when to place a replenishment order, and how many to order. 

If i represents a particular style and j a product size in that style, 

then the following variables represent the inventory system: 

STOCK (i,j) - A one-zero variable used to indicate whether or not product 

(i,j) is an inventory item. 

QTSTCK (i,j)- A variable used to record the value of stock levels. If 

STOCK (i,j) is zero, then QTSTCK (i,j) remains always zero. 

P~INT (i,j) A control variable used to record the values of reorder 

levels for each individual product. 

EBQ (i,j) - A control variable used to record the values of reorder 

batch quantities, for each individual product. 

For experiments in which the inventory system is not used, it can be 

'switched-off', simply by setting the values of all STOCK (i,j) to zero. 
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The inventory system can be 'switched-on' for any of the products by 

setting the value of STOCK (i,j) to one. 

When switched on for any of the products (i,j), the inventory sUb-system 

has a strong influence on the general behaviou:of the production system, 

and in particular on the machine shop, which has to produce 'jobs' for 

both customers and stock replenishment orders. The interference of in

ventory in the behaviour of the model starts at the moment of genera

tion of 'jobs' after the arrival of a customer 'order'. As described in 

).2, in cases where the inventory is 'switched-off', the arrival of an 

'order' causes the immediate generation of 'jobs' and their input to the 

machine shop. However if the inventory is 'switched on' the procedure 

is changed, and before a 'job' is generated the model checks the inven

tory subroutine to determine whether or not the reqUirements that would 

be contained in that 'job' can be satisfied from stock. Four alternatives 

can happen when this check is made. 

i) The component required is not kept in stock, meaning that STOCK 

(i,j) is set to zero. 

ii) The component required is kept in stock and there is enough stock 

to fully satisfy the demand. 

iii) The component required is kept in stock but the present stock 

level can only partially satisfy the demand. 

iv) The component required is kept in stock but the level of stock at 

present is zero. 

For each one of these alternatives a different course of action is taken 

and full description of the procedure is given in the block diagram of 

figure ).5 
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Another aspect of the inventory system worth mentioning is the problem 

of priority sched,lling when there are both 'stock' and 'customer"orders', 

competing for the same facilities. Any procedure used will inevitably 

interfere with the whole behaviour of the systclm as far as delivery per

fo~nce is conceLned, and the design of effective procedures could on 

its own be the subject of a full investigation. However, as far as this 

study is concerned, there was not much sco;)e or time for such investiga

tion, and so a decision was made to use a single priority scheme, in 

which customer 'jobs' are given absolute priority over inventory reple

nishment 'jobs' such that an 'inventory job' is loaded in a machine only 

when there is absolutely no customer 'job' available for 'loading'. The 

detailed procedure is described in the section where scheduling rules 

are discussed. 
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3.5 - Control system 

The control system is represented in the model by decision variables 

whose values are selected by the experimenter in onier to study their 

influence on the behaviour of the production system. 

Five areas of control are considered in the model: 

i) the use of priority scheduling rules 

ii) the splitting of jobs into smaller batches 

iii) the selection of extra moulds and machines 

iV) the use of additional working hours 

v) the control of inventory 

).5.1 - Priority scheduling rules 

Priority scheduling rules are used in connection with the process of 

selecti~ 'jobs' from queues in onier to 'load' them into machines. As 

described in paragraph ).) 'Jobs' can be selected from queu~s on two 

occasions: firstly when they arrive at the shop, if there is an 'unloaded' 

station, and secondly when a previously 'loaded' station completes a 'job' 

and becomes 'unloaded'. In both cases, when the number of jobs in the 

queue is bigger than the number of stations available and/er the number 

of suitable moulds, a priority rule is used in onier to decide which 

'job' should receive 'loading' priority. 

As discussed in 2.2, a considerable amount of research has been directed 

towanis the problem of shop scheduling~ in whicn both theoretical and 

experimental approaches have been used. Of particular interest to this 
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study are the experimental investigations carried out with the objective 

of comparing the performance of different heuristic priority rules. A 

number of relatively simple rules have been proposed and analysed for 

a variety of situations, and results have shown that they are able to 

influence the delivery performance of production systems. 

In order to analyse the effect of heuristic priority rules on the perfor

mance of the system under study, this model was provided with facilities 

for using any of eight priority rules. Three of them, namely SPT, SLACK 

and FIFO are well known rules, and the other five, viz. FIFOB, FIFOH, 

FIFOllB, STIli and SLACKl1 are modifications of the original three. 

Before describing the procedures followed by each of the eight priority 

rules, it is worth mentioning the particular characteristics of this 

production system which make scheduling procedures slightly different 

from most of the models described in the literature. 

Firstly there is the arrival process. In most models 'jobs' arrive indi-

~ vidually at the machines as independent entities, while in this model 

they arrive in groups. 'Jobs' in each group are related to each other by 

the fact that they are part of the same 'customer order' and must be 

delivered together. 

Secondly, there is the problem of mould (tool) reqUirements and setup 

times. Host models which considered the problem of setup times have 

assumed that their expected values, as well as their actual values, depend 

on either the 'job' or the particular machine in which it is being 
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'loaded'. It is also assumed that tools are always available. In this 

model the availability of suitable moulds (tools) is as important as 

the availability of mach1nes (stations). They are both restrictions 

that must be satisfied before a 'job' can be 'loaded'. Furthermore, 

the expected value of setup times is constant and does not depend on 

the 'job' be1ng 'loaded'. Every time a change of mould takes place 

an actual setup time is generated from the same probability distri 

bution, irrespective of the 'job' being 'loaded'. 

Fj~ally there is the problem of the method for setting due dates. Most 

studies have assumed that lead times used to fix due dates are var1-

able and a function of the amount of work requ1red by a 'job'. In this 

study lead t1mes are assumed to be constant and independent (w1thin 

certain limits) of the amount of work required by the 'jobs'. 

These differences between models lead to a series of modifications 1n 

the procedure for selecting 'jobs' and loading them into the machines. 

These changes are due to the following factors: 

i) In models where tools are not a restriction, the order of select

ion of a 'job' from a queue depends only on the availability of 

a free machine and the position of the job in that queue. This 

means that if a 'Job' is the 'first' in 'queue' at the time a 

machine (stat1on) becomes free, it will be 1mmediately selected 

and 'loaded'. In this model, however, because of mould res

triction, the fact that a 'job' is the 'first' in the queue 

does not necessarily mean that it will be the first to be select

ed and 'loaded', when a machine (stat1on) becomes free. Unless 
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a suitable mould is also 'free', the 'job' can lose its 

priority and be overtaken by another' job', for ~lhich a 'free' 

mould can be found. 

ii) The characteristics of the arrival prc~ess on this model, to

gether with the mould restriction, means that the activities 

which follow the arrival of a 'job' are different from a 'tra

ditional' model. In both cases the two options for a 'job' at 

its arrival are either to join a waiting queue or be 'loaded' in 

a machine (station). However, the circumstances in which either 

of these options happens differ for the two models. In a 'tra

ditional' model, due to the fact that 'jobs' arrive independen

tly and do not require special tools, a 'job' will always be 

loaded at the moment of its arrival, if it finds a free ~achine 

(station). This happens because there is no other 'job' to com

pete with it for the facility, and so there is no need to con

sider priorities. In this model however, due to the fact that 

'jobs' arrive simultaneously and require specific moulds, a job 

will not necessarily be 'loaded' at the moment of its arrival, 

even if it finds a free station. Before being selected for 'load

ing' a 'job' has to compete with other 'jobs' for both a station 

and a mould, and the selection is decided by using the priority 

rules in operation. 

A final point worth mentioning, before the description of the priority 

rules, concerns the moulds. As described in ).), there is always a 

mould set up in every station, whether the station is 'loaded' or not. 
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It is assumed that when a station finishes a 'job', it retains its 

mould until there is a need for a change, This means that at arrival 

a 'job' could find'a station free with a suitable mould already set up, 

and so no setting up would be needed, 

The problems raised above point to the need for considering two stages 

of decision in the scheduling process: 

i) how to sequence the 'jobs' in the queue 

ii) how to select 'jobs' and moulds to 'load' a station. 

The first stage of decision is a straightforward procedure, After the 

criterion for queue priority is chose~ jobs are arranged in sequence in 

accordance with that criterion. 

The second stage considers the problem of finding suitable moulds for 

the 'jobs', The problem arises because there are three states in which 

a mould can be found, 

i) it can be set up in a 'loaded' station, in ~lhich case it is said 

to be 'unavailable' 

ii) it can be set up in an 'unloaded' station in which case it is 

said to be 'available' 

iii) it can be out of station, in which case it is said to be 'free', 

The states of the moulds are not considered in the first stage of the 

scheduling procedure which is only concerned with sequencing the 'jobs' 

in the queue, Only in the second ,stage is this aspect considered,Because 

of this, a 'job' which gets the highest prioritJ' in the queue is not 
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necessarily the first one to be selected and 'loaded'. In the second 

stage, because of mould considerations, priority for 'loading' could 

be given to a job which is behind in the queue. 

In the section which follows all eight priority rules are defined, by 

describing their procedure in each one of tt>e t~·o decision stages: 

a) SPl' 

i) organizes the queue by giving highest priority for the job with 

the minimum imminent processing time. In case of a tie it chooses 

th~ job with smallest <jE!t1E!ro±lon serial number. 

ii) selects the first 'job' in queue for which a mould can be found 

either in the 'available' or 'free' state. 

b) SPTII -(is a modification of the SPl') 

i) organizes the queue in exactly the same way as in the SPl' rule. 

ii) selects the first 'job' in queue for which an 'available' mould 

c) SLACK 

can be found. If no such mould can be found, selects the first 

'job' in queue for which a 'free' mould can be found. 

i) organizes the queue by giving priority to the job with the mini

mum slack time for the due date. In case of a tie it chooses the 

'job' with minimum arrival serial number. 

ii) selects the first job in queue for which a mould can be found 

either on the 'available' or 'free' state. 

d) SLACK].! - (modification of SLACK) 

i) organizes the queue in exactly the same way as the SLACK rule 

ii) selects the first 'job' in queue for which an 'available' mould 

can be found. If no such mould can be found, selects the first 

'job'in queue for which a 'free' mould can be found. 
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e) FIFO 

i) organizes the queue by giving pricrity to the first 'job' to 

a=i ve at' queue', In case of a tie chooses the ' job' ~li th 

smallest generation serial number 

ii) selects the first 'job' in queue for which a mould can be found 

either in the 'available' or 'free'state, 

f) FIFOH (modification of FIFO) 

i) organizes the queue in exactly the same way as FIFO 

ii) selects the first 'job' in queue for Hhich an 'avail~ble' mould 

can be found, If no such mould is found, selects the first 'job' 

in queue for Hhich a 'free' mould can be found, 

g) FIFOB (modification of FIFO) --
i) organizes the queue by giving priority to the first 'job' to arrive 

at 'queue', In case of a tie chooses the 'job' Hith the larges~ 

imminent processing time 

11) selects the 'job' in exactly the same way as FIFO 

h) FIFOl!3 (modification of FIFOB) 

i) organizes the queue in exactly the same way as FIFOB 

ii) selects the first 'job' in queue for which an available mould can 

be found, If no such mould is found, selects the first 'job' in 

queue for which a 'free' mould can be found, 

Attention should be paid in the FIFO class rules to the fact that jobs 

Oalonging to the same 'order' a=ive simultaneously at the 'queue', For 
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the FIFO and FIF0l1 rules this means that the ties decisions are depend

ent on the sequence in which 'jobs' in the same 'order'are generated. 

In this model it is assumed that generation of 'jobs' in an 'order' are 

made in sequence, starting with'the smallest product size and finishing 

with the largest one. For the cases of FIFOB ap~ FIFOlill rules the tie 

decision means that production of an 'order' should always start from 

the 'job' with the largest batch size. This is justified by the fact 

that no partial delivery is allowed" and so an 'order' tends to be 

delayed by its largest 'job'. By giving preference to this particular 

'job' it would tend to minimize the 'order' waiting time. 

Another important aspect which should be noted refers to the fact 

that all the eight rules described above are designed for a non-inven

tory system. For the cases in which the inventory system is 'switched 

on', the procedure is as follows: 

i) separate the customers 'jobs' from the inventory replenishment 

'jobs' 

11) apply the priority 'loading' rule in operation to tile 'custo

mers' 'jobs'. If no such'job'can be 'loaded', apply the prior

ity rule to the 'inventory replenishment"jobs'. 

3.5.2 - Splitting of ',jobs' into smaller batches 

Quantities demanded in each customer order vary considerably from order 

to order. They also vary for the different product sizes belonging to 

the same order, meaning that some of the 'jobs' require much longer 

~nufacturing times than others. This tends to create an imbalance in 
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the completion times of 'jobs' belonging to the same order. 

One possible way of controlling this is to split large 'jobs' into 

smaller batches, such that production of two or more batches of the 

same original ' job' could be running simul talleously in different sta

tions. For this to be possible there must exist at least one replicate 

'mould' of the same style and a suitable size of the 'job' to be split. 

This model is supplied with a facility whic~ allows the user to decide 

which 'jobs' should be split into smaller batches. This is done through 

the use of control variables, whose value~ are input a~ data, such that 

they can be changed between experiments. The first of these variables is 

an array whose elements correspond to individual product sizes. If the 

value of an element is zero, 'jobs' for the corresponding product size 

are in no circumstances considered for splitting, whereas if the value 

is I ' jobs' , ~Ihose batch sizes are bigger tban a certain lir.lit, are split 

into snaller batches. 

The second control variable (I~XLOT), is used to set the limit mentioned 

above, such that all 'jobs' whose batch sizes are bigger than 1'~XLOT, and 

whose corresponding array element is one, are spl~tinto smaller batches. 

The number of batches into which a job is split, is obtained by dividing 

the' job' batch size by I~XLOT and approximating the result to the next 

integer n~~ber. This means that batch sizes for 'split batches' are limi

ted to values between I1AXLOT/2 and I1AXLOT. 

Splitting of 'jobs' occurs during the process of 'order' arrival, and 

before 'jobs' are sent to the queue in the machine shop. The whole proce

dure is sho~m as a block diagram in figure 3.6. 
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3.5.3 - Selection of extra moulds and machines 

In order to study the effect of extra moulds and machines on the per-

formance of the system, the model allows the user to 'switch' machines 

and moulds on and off- between experiments. 

As described in paragraph 3.3.1 a machine can be easily 'switched-on' 

or off by setting one of its parameters [1:ACllIllE. I (1)] to one or zero 

respectively. Considering that all machines are equivalent, in terms of 

production capability, the decision is limited to choOSin8 the number of 

machines in operation. 

The decision about moulds is more complex because they are not equi\~lent 

to each other. Apart from deciding on the number of moulds, one has also 

to decide which moulds to select. As described in 2.3.2, each product 

requires a special mould, so that for each product style, there must 

exist a minimum number of moulds in order to satisfy the technological 

requirements of production. However this minimum technological require

ment may not be enough to satisfy the capacity requirements of product-

ion. 

Because moulds play such a vital role in the production process, it is 

important to analyse the effect of extra moulds on the performance of 

the system. This is made possible by the use of control variables which 

determine the number and specifications of the moulds in operation. After 

fixing the total number of moulds for a given experiment, the user can 

specify each one of them, using one of the mould's parameters described 

in 3.2.2, i.e. the list of products that a mould is able to manufacture. 
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The right selection of moulds is an important decision and one of the 

objectives of this study was to devise a procedare which would allow 

rational decisions to be taken in this area. This procedure is based 

on the use of information from some of the output variables, and carried 

out externally to the model. For this reason, dtscussions about the 

procedure will be left ~ntil the section in which the output variables 

are discussed (paragraph 3.6.1). 

3.5.4 - Usc of additional Horkin,j hours 

In order to study the effect of overtime and an extra shift on the 

perfonnance of the system, the model is provided <lith a facility for 

modifying the number of Horking hours per day. This is done by the use 

of a control variable (VCOIN), which is input as data, and specifies in 

minutes, the actual amount of working time per day. The procedure is 

based on the utilization of a correction factor obtained by the ratio 

between VCONV and the nUr.lber of minutes in a normal Horking day, which 

is applied to all time-based 'variables such as interarrival time and 

delivery delay. 

To be able to make comparisons with industrial data, the concept of real 

time was used, such that a normal working day is equivalent to 540 units 

(minutes), and a week is made up of five days. By varying the value of 

VCONV, for instance, from 540 to 1080, one would have a correction factor 

of 2, Which would be applied to all time-based variables, such that the 

actual amount of working time per day would be 1080 minutes, which is 

equivalent to two shifts of 540 minutes each. 
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3.5.5 - The control of inventory 

Control of inventory is effected by 3 sets of variables, whose values 

a:re input to the model as data such that they can be easily changed 

in between experiments. 

The first set, as described in 3.3, is composed of the variables STOCK 

(i,j), which are used to specify whethe~ or not a product of size i 

and style j will be kept in stock. If STOCK (i,j) is set to one, the 

item is a stock item, otherwise its value should be set to zero. ,[hen 

the values of all STOCK (i,j) are set to zero, the inventory SUbsystem 

is completely 'snitched off' from the model. The last two variables, 

RPOINT (i,j) and EaQ (i,j), are used to control "he level of stock 

[ QTSTCK (i,j)] , by establishing the value of the :reorder point, and 

the reorder batch quantity :respectively. The values of both RPOII1T(i,j) 

and EBQ (i, j) are chosen externally by the user betHeen experiments. 

The use of the reorder point method for controlling inventory means that 

every time a denand causes the inventory level QTSTCK (i,j) to drop 

below the reorder point RPOINT (i, j), an inventory replenishment 

order of batch size equal to EBQ (i,j) is issued to the machine shop. 

Issue is executed by generating an 'inventory job' representin3 product 

(i,j). No other'inventory job' Hill be generated for product (i,j) until 

the original 'job' has been completed, so that at no time Vlil1there be 

mo:re than one 'inventory job' for a product (i,j). If after the :receipt 

of a replenishment batch the level of QTSTCK (i,j) is still belo~ 
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RPOINT (i,j), a new 'inventory job' of batch size equal to EBQ (i,j) 

is generated and input to the shop. 
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3.6 - The output variables 

The output variables are the response of the system to the various inputs 

placed on it. They can be divided into two groups: one is made up of vari

ables which measure the internal behaviour of the system, and the other 

of variables which measure the performance of th~ system in terms of 

delivery performance. 

3.6.1 - Heasures of internal behaviour 

In order to have a picture of the internal behaviour of the system, the 

model outputs a series of diagnosis variables. Some of these variables 

were particularly useful in the initial stages of the study when the 

model was being validated and decision rules were being devised. Below 

is a list of these variables, which is followed by the explanations of 

how they are calculated: 

a) Average number of 'jobs' waiting in the queue 

b) Standard deviation of number of 'jobs' waiting in the queue 

c) Average 'process cycle time' 

d) Standard deviation of 'process cycle time' 

e) 'Average load factor' on the system(actual) 

f) Total demand 

g) Hachine idle time due to setup (percentage) 

h) Hachine idle time due to lack of work (perC'enta:>e) 

i) Hean waiting time in queue 

j) Standard deviation of waiting time in queue 

k) Hould's idle times (percentage) 

1) 11ean processing time of 'jobs' 

m) Total production delivered 

n) Average level of stock 
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a,b) The average and standard deviation of the number of jobs in 

queue is obtained by taklng samples of the number of 'jobs' 

waiting in queue every tlme the state of the queue is modified. 

c,d) The averaye and standard deviation of 'process cycle time' is 

obtained by taking samples every time a 'job"is completed in 

a station. Each sample is obtained by dividing the 'job' pro

cessing time by the 'jOb' batch siz~. 

e) 'Average load factor'is Obtained by the ratio be~"een production 

requirement and production capacity. Production requirement is 

calculated by multiplying total demand by the average 'process 

cycle time', and production capacity is obtained by multiplying 

the total simulation time by the number of avaiLable stations. 

f) 'Total demand' is obtained by adding the total quantities 

required in each customer's order. 

g) 'Machlne idle time ~ue to set up' is calculated as a percentage, 

obtained by dividing the total time spent in setting up, by the 

result of the product of the total simulation tlme ~~d the 

number of machines. 

h) 'Machine idle time due to lack of work' is calculated ~s a 

percentage, obtained by the ratio between stations idle time, 

and total production capacity. Stations idle time is obtained 

by adding together the times of all the 'unloaded' periods of 

the stations and total production capacity is obtained by mul

tiplying the total simulation time by the total number of sta

tions. 
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i,j) Average and standard deviation of waiting time in queue is 

calculated separately for each individual product. They are 

Obtained by measuring the waiting time of all 'jobs' for 

each product, and calculating their mean and standard deviation. 

k) Mould's idle time is calculated for each single mould, and is 

expressed as a percentage obtained by the ratio between total 

time that each mould stays idle, and the total simulation tLme. 

1) Average processing time of 'jobs' is calculated individually 

for each product size, and is obtained by taking samples of 

processing time each ttme a 'job' is completed in a station. 

m) Total production delivered is calculated by adding together 

the batch sizes of all orders delivered to customers. 

n) Average level of stock is calculated separately for each class 

of style. Their values are obtained by taking samples of the 

level of stock and the time between variations, each time there 

is a variation Ln the level of stock. The average value is ob-

tained by weighting each stock level sample by its correspond-

ing interval of tLme, and dividing at the end by the 

simulation time. 

If T = total simulation time 

interval between instants ti and t i _
1 

= stock level between Lnstants t. and t. 1 
L L-

then, Average stock level = 1 E ~.dtL 
T 

total 
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A few comments should be made on the uses to which some of the measures 

of internal behaviour were put. Chief among them is the use of the vari

ables, mean and standard deviation of waiting time in the queue, moulds' 

idle times, and average processing times of jobs, in the execution of a 

procedure for selecting extra moulds. In paragraph 3.5.3 the importance 

and characteristics of the selection problems have already been discussed, 

and now the selection procedure is described. 

The selection procedure is based on the fact that an 'order' is held 

back from delivery until its last 'job' (product size requirement) is 

completed. If the distributions of throughput times for the differeut 

product sizes could be determined, it would be possible to calculate the 

probabilities that each will have a throughput time bigger .han the pro

mised delivery time. 

These probabilities could then be compared and the product sizes classi

fied in accordance with their probabilities of delaying the delivery of 

orders. Based on this classification, moulds could then be belected. One 

problem however is that it might be not very easy to identify the distri

butions of throughput times for the product sizes, and a solution would 

be to build histograms for each product size. However in order to build 

these histograms, a very large amount of information would have to be 

stored. One way of avoiding this is to use parameters of two distrlbu

tion~ which make up the throughput time, viz. waiting time tn queue and 

processing time. The use of these two distributions provides more infcr

mation than the throughput time by separating the waiting time, which 

can be reduced by providing extra moulds, from the processing time, 

which cannot be reduced by extra moulds (for the same batch size). 
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The selection procedure starts by analysing the outputs from an initial 

€xperiment in which the machine shop is provided with the minimum possi

ble number of moulds, which are necessary to satisfy the technological 

requirements of production, as described in 3.5.3. For this first expe-

riment, there is no problem in choosing between moulds, because the 

selection is bound by the technological requirements. However from this 

point on a decision about extra mOUlds she,uld take into consideration 

the contribution that each mould would make towards improving the deli

very performance of the systew. This can be done by looking at the late

ness probabilities of the product sizes, together with their distribution 

of waiting time and the percentage utilization of each mould. Preference 

should be for duplicating mOUlds which have a high utilization level 

and whose corresponding product sizes have a long waiting time and 

a high probability of lateness. After each selection a new experiment, 

including the additional mOUld, could be executed, and the new results 

analysed. 

3.6.2 - l1easures of performance 

In order to measure the performance of the system, such that different 

configurations and operation rules can be evaluated, the model outputs 

the following variables: 

a) Average delivery delay of orders 

b) Standard deviation of delivery delay of orders 

c) Average delivery delay of 'production' 

d) Percentage of late orders 

e) TardineSb index of orders 

f) Percentage of 'production' delivered late 

g) Tardiness index of'production' 
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a,b) The average and standard deviation of delivery delay of orders 

are calculated from the samples obtained by measuring, for each 

order which is completed, the time elapsed from the arrival of 

the order at the system to its delivery. The delivery corres-

ponds to the completion of the last 'jcb' belonging to that 

order. 

c) Average delivery delay of , production' is a weighted measure of 

tho delivery delay of orders. For each order which is delivered, 

the model measures the time it spent on the system, and weights 

this measure by the total quantity delivered with tr~t order. At 

the end of the simulation the weighted measures are averaged. 

d) Percentage of late orders is calculated by the ratio between the 

number of orders delivered after the due date, and the total num-

ber of delivered orders. 

e) Tardiness index of orders is a measure of lateness dispersion. 

It is the summation of t~e products of the proportions of orders 

late and the number of days late. 

If d = promised delivery delay (lead tlme) (days) 

i = actual delivery delay (days) 

p(i) = proportion of orders with delivery delay equal to i 

days, then 

Tardiness index of orders = E (i-d) * p(i) 
i=d+l 

In practical terms it is assumed that 45 days is the limit of 

lateness. 
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F) Percentage of 'production' delivered late 1S a weighted measure 

of the percentage of orders delivered late. It is calculated 

by the ratio between the number of items delivered after their 

due date,and the total amount of delivered items. 

g) Tareiness index of 'production' is a weighted measure of 

lateness dispersion. It is calculated in the sa~e way as the 

tardiness index of orders, with each order weighted by the 

total quantity delivered. 

Apart from these measures of delivery performance which are output 

direct from the model, other measures of performance involving costs , 

are also used, but are calculated outside the model. For this reason 

they are not described here and will be d1scussed in a later chapter 

together with the experiments 1n wh1Ch they are used. 

The measures of performanceJpercentage of late orders; tardiness 

index of orders; percentage of 'production' delivered late; and 

tardiness index of 'production', are calculated as a function of a deli-

very promise (lead time) which is always the same for all orders. The 

value of these promises however, can be varied from, say, eight days 

for all orders to, say, ten days for all orders, and in fact the 

model calculates the above measures of perforrnanc~ for seven different 

values of the del1very promises (lead t1mes). 
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3.7 - Summary 

In this chapter the characteristics of the simulation model used in this 

study are presented and discussed. 

For the sake of explanation, the model is divided into five major compo

nents, viz. order input, machine shop, inventory subsystem, operation 

control systen,s and output variables. The characteristics of each of these 

components are explained in detail, and a series of block diagrams are 

used to help the explanati~n. 

Details of the computer program used to implement the model, and which 

"~s written in CSL, are given in appendix 1. 
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FIGURE 3.2 

MACRO BLOCK DIAGRAM OF 0RDER INPUT 
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FIGURE 3.3 

MACRO BLOCK DIAGRAM OF ARRIVAL OF 'JOBS' AT ttACHINE SHOP 
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4.1 - Introduction 

The investigations carr~ed out with the model can be divided into two 

phases. The first phase (in which empirical information obtained in 

a particular company was used), was exploratory; n nature. The main 

objectives of this phase were to validate the model and identify the 

major characteristics of the system, in order to determine typical va

lues for the parameters, and work out possible control rules which 

might be appropriate to the characteristics of the systen under study. 

The second phase of the investigation consisted of a more formal set 

of experiments, which were designed with the obj:x:tive of generating 

information which could lead to a more general set of conclusions about 

this class of production systems. To this end three different sets of 

experiments were conducted, in which indiv~dual experimental designs 

were organized. The first set of experiments was reldted to the study 

of priority scheduling rules. The second set was related to the study 

of the effects of some of the system's parameters on the system's 

behaviour. The third set consisted of the study of operation stra

tegies for capacity manipUlation. 

The two phases of the ~nvestigations complemented each other, in the 

sense that the choice of param2ters and the experimclltal des~gns of 

the second phase were largely based on the informat~on obtained from 

the first phase of the investigation. This chapter is concerned with 

the description of the results obtained from the first phase of the 

investigation and with the discussion of the experimental designs of 

the second phase of the ~nvestigation. 
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4.2 - Preliminary investigation 

To validate the model and gain an insight into the behaviour of the 

system, the model was initially run with information obtained from 

an industrial com~any which was intended to reproduce as close as 

possible the conditions of that production unit. At this time, the 

actual production unit was In its early stages of development and 

only a relatively small amount of information was avail2b1e, concern

ing the distributions of demand. 

During development of the model more comprehensive data was collected 

which, although not used in tpis initial phase, formed the basis 

of the major experimental programme. At this point It should be noted 

that the initial information was found to be sufficiently represent-

ative, since the _ conclusions from these initial experiments were 

confirmed during the major series of tests. Some of the parameters 

used in this preliminary investigation are: 

a) Products: There were three classes of styles, where two 

were made up of eleven sizes and one made up of thirteen 

sizes. The mean values of lnterarriva1 times were 11.6 days, 

6.07 days and 4.10 days respectively, oni1e the aver~ge size 

of orders were equal to 2404, 1971 and 1611 items respect-

ive1y. The three distrlbutions of interarriva1 

plus the three distributions of order size and 

times 

the 

distributions of proportions are given in appendix 2. 
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Machines: there was one twelve station machine. 

value of average 'process cycle time' is given by 

peT = (3.0 + 0.1 (NSL» minutes ~l) 

The 

c) Moulds: there were 26 moulds cover~g the three classes 

of styles. A list of moulds is given in appendix 2. 

d) Setup time: the mean value of setup time was 8 rr~nutes. 

The distribution of setup times is given in appendix 2. 

e) Working hours: normal working hours were 5 shifts of 

9 hours (45 hours) per week. 

f) Due date: due dates were established in accordance with a 

fixed lead time which meant that any order which spent 

more than eight days in the machine shop was considered 

late. 

g) Stocks: production was lnitiated only after the receipt 

of a customer order, i.e. no stock of finished parts 

was held. 

(1) For description of 'process cycle time' see paragraph 3.3.1 
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Because no formal priority rule was in operation in the company, 

it was decided to use the FIFO priority rule(2) in the init~al 

runs. It was also decided not to give much consideration to tactical 

and statistical problems in these preliminary runs, and a single 

long run, equivalent to a period of three years was used, in which 

statistics obtained from the first eight weeks of simulation were 

discarded, to allow for stabilization of the model. A full study 

of tactical cnd statistical problems was however conducted for the 

second (and major) phase of experiments, as reported in chapter 5. 

4.2.1 - Validation-runs and analysis of internal behaviour 

With the model fed w~th the above data and before any long runs were 

made, a series of short runs were executed, in which the program was 

instructed to output information at the occurrence of every event, such 

that the logic of the model could be checked and compared with empi-

rical information. This procedure was repeated each time a new modi-

fication was introduced to the model (program). 

After careful checking that the logic was correct an init~al long run 

was conducted in wh~ch the general pattern of demand and the delivery 

(2) For description of operation procedure for FIFO rule see paragraph 
3.5.1 
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performance were compared with ava~lable information from the company. 

This initial run also provided useful information about the inter-

nal behaviour of the system. 

Information output by the model included the histograms of mean wait

ing time in queue, and mean processing time of 'jobs'; the level of 

mould utilization; the percentage of time spent setting up the 

machine; and level of delivery performance obtained by the system. 

The histograms of mean processing time of 'jobs' and'mean waiting 

time in queue are shown respectively in f~gures 4.1 and 4.2. -Each 

figure shows three histograms, where each histogram represents the 

range of shoe sizes belonging to a particular shoe style. As should be 

expected, all three histograms of figure 4.1 have bell shaped formats, 

similar to the distributions of demand (see paragraph 2.2.3), for 

the shoe sizes in a style. On the other hand, the histograms of 

figure 4.2 (mean waiting time in queue) differ markedly from each 

other. The histogram for the product sizes of style one, is similar 

to what would be expected from the use of the FIFO priority rule. 

As discussed in paragraph 3.5.1, the FIFO rule gives priority to 

the 'Jobs' having the smaller arrival serial number, wh~ch means 

that 'jobs' belonging to the same 'order' are given priority 

in accordance with the product size they represent. The smaller 

product sizes get preference over the larger product sizes, as this 

is the sequence in which they are generated. This pr~ority scheme 
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means that 'jobs' representing the larger product sizes would 

tend to wait longer in queue, than 'jObs' represent1ng the smaller 

product sizes. This effect is confirmed by the first histogram 

which represents product sizes of style one. However the other 

two histograms (for styles two and three) do not show the same effect. 

Although there is still a tendency for longer waiting times for the 

larger sizes, the two histograms do not follow the same smooth pattern 

as histogram one does. What characterizes those two histogrruns is the 

fact that a few product sizes in each style (4-1/2 and 6-1/2 for style 

two; 4-1/2 and 7 for style three) have distinguishably longer waiting 

time in queue than the other product S1zes. The reasons behind this 

effect will be shown later to be related to the restricted number of 

moulds for those particular sizes. 

Another histogram of interest as far as delive~ delay is concerned, 

is the histogram of average throughput time of 'jobs' rep~esenting 

the different product sizes in a style. This histogram can be obtained 

by adding the histogram of mean processing time of 'jobs' to the his

togram of mean waiting time in queue. 

In figure 4.3 the histograms of average throughput times for the d1ffer-

ent product sizes, for each of the three styles are presented. They 

show that for each style, there are few product S1zes (5, 5-1/2 and 6 

for style one, 4, 4-1/2, 6 and 6-1/2 for style two; and 4-1/2 

and 7 for style three) which have markedly h1ghEr throughput times 

than the other product sizes 1n the corresponding. range. The imp1i-
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cation is that the product sizes with the higher throughput times have 

a large share of the delivery delay of orders for their style. 

In order to detect possible reasons for the long waiting times suffered 

by some of the product sizes, an analys~s was made of the level of 

mould utilization. It is known from paragraph 2.2.1 that a mould of 

a certain size can be used ~n the manufacture of more than one product 

size. Take, for example, product size 5 of style one. In accordance 

with the list of moulds h.:ld by the, company (appendix 2), there are 

two moulds of size 5 and two moulds of size 5-1/2. Considering that 

a mould of size 5 can manufacture product sizes 5 and 5-1/2, and 

that a mould of size 5-1/2 can manufacture product size 5-1/2 and 6, 

it means that there are four moulds available for the manufacture of 

product size 5-1/2, where each mould is shared with another product 

size. When relating mould idle capac~ty to individual product sizes, 

this fact must be taken into consideration. As described in 3.6.1-e, 

the model outputs the percentage of idle time for each individual 

mould held by the system. By analysing these outputs it is poss~le to 

calCUlate an index to represent the percentage of mould idle capacity 

available for each product size. This index will, be called 'index 

of idle capacity'. Take again the case of produc~ s~ze 5. The outputs 

from the in~tial run show the following percentages of idle time 

for the four moulds r~lated to it. 

MOULD M:lULD PRODUCT SIZES PERCENTAGE OF 
SERIAL SIZE RELATED TO IDLE TIME 
NUMBER MOULD 

5 5 5-, 5-1/2 68.85 

6 5 5-, 5-1/2 88.84 
7 5-1/2 5:1/2; 6 65.52 
8 5-1/2 5-1/2; 6 65.28 
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When calculating the 'index of idle capacity' allocated to each 

product size, it i$ assumed that the percentage of idle time of 

each mould is equally shared by all the product sizes it is able 

to manufacture. In this way, the 'index of idle capacity' for pro

duct size 5 will be equal to 143.37% ( 68.85/2 + 88.84/2 + 65.52/2 

+ 65.28/2). This index can be similarly calculated for each product 

size, and then compared with the ¥alues for mean waiting times in 

que~e for individual product sizes. 

In figure 4.4 three histograms are pr~sented, which sh~N the 'index 

of idle capacity' allocated to each product size, for each of the 

three styles. It can be seen that, in general, there is a fair a

mount of idle capacity in terms of moulds, but some of the product 

sizes (3-1/2, 7-1/2 and 8 for style one; 4, 4-1/2, 6 and 6-1/2 

for style two; 4-1/2, 5, 6-1/2 and 7 for style three) have a much-

smaller share of the 1dle capac1ty than some of the ?thers. The 

average level of mould uti11zation was equal to thirty two per cent, 

i.e., there was sixty eight percent of mould idle capacity, most of 

which allocated to style 1. 

In figure 4.5 the histograms of 'index of idle capacity' per product 

size (figure 4.4) is superimposed on the histogram of mean waiting 

time in queue (fig. 4.2). An analysis of figure 4.5 1ndicates a 

relationship between mould idle capacity per product size and average 

waiting time in queue. This relationship is clearer for product 

sizes 4-1/2 and 6.1/2 of style two and 4-1/2 and 7, of style three. 

In those cases, although the amount of idle capacity is still nearly 
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twenty percent, the fact that two product sizes had to share a 

single mould (see list of moulds in appendix 2) meant that one of 

the product sizes had always to wait for the completion of the other 

before it could ~c 'loaded' in a station. 

other interest1ng information obtained from the init1al run refers 

to the 'percentage of machine idle time due to setup', Which was 

relatively small (three percent), and the 'machine idle time due to 

lack of work', Which was relatively high (thirty percent). It is also 

interesting to note that although there seemed to be plenty of spare 

plant capacity, the delivery performance was relatively poor: twenty 

percent of the orders were late, with a tardiness index of orders 

equal to 0.73, and thirty five percent of production was late, with a 

tardiness index of 1.17. 

4.2.2 - Development and initlal tests of priority scheduling rules 

In view of the information obtained from the initial run, it was de

cided that more experiments should be made in order to test the pos

sible effects of different operation control procedures, on the be

haviour of the system. 

One possible modification of the control procedure 1S the use of 

priority scheduling rules better suited to the characteristlcs of 

this production system. To this end three modified versions of the 

FIFO rule (FIFOB, FIFOM, and FIFOMS) were devlsed and compared a

gainst two well known priority rules (SPT and SLACK) and modified 
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versions of them (SPTM and SLACKM). 7he description of each of 

these priority rules have already been given in paragraph 3.5.1. 

Before discussing the results obtained by using these priorjty 

rules, a few comments should be made on the reasons behind the mo

difications .mtroduced to the FIFO rules, which were later partial

ly extended to the SPT and SLACK rules. The idea behind the FIFOM 

:t'Ule, and by extension, the SPTM and SLACKM, was to reduce the amoont 

of time lost with setting up (c~anging moulds), by giving an extra 

priority to 'jobs' which could be 'loaded' in a machine Wlthout 

the need of changing moulds. Although the results from the initial 

runs suggested tha~ only a small percentage of time was spent with 

setting up, it was thought that the reduction in the number of 

mould changes could bring some improvement on the performance of 

the system. The idea behind the FIFOB rule was to glve priority to 

'jobs' with larger batch sizes, over their companion 'jobs' in the 

same 'order', which have smaller 'batch sizes'. This procedure would 

tend to reduce the waiting time in queue for the 'jobs' belonging to 

the high demand (large batches) product sizes, with a possible re

duction of their a'lerage throughput time. To check the veracity of 

this assumption an inltial run was made with the FIFOB rule, ln which 

the histograms of mean waiting time in queue were analysed. Fig. 4.6 

presents t~e three histograms of average waiting time in queue, each 

correspondlng to a different product style. A comparison between fi

gure 4.6 and figure 4.2, which presents similar histograms for the 

FIFO rule, shows that the use of the FIFOB rule has caused a desir

able modiflcation in the shape of the histogram for style one. The 
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new histogr3ltl is now U shaped, with the high demand (high process-

ing times) product sizes having a smaller mean waiting time in 

queue, and the low demand (low processing time) product sizes having 

larger waiting time 1n queue. This U shaped waiting time histogram, 

comb1ned with a bell shaped processing time histcgram, would tend 

to create a more uniform histogram of average throughput times. For 

style two and style three, however, the U shaped effect did not 

occur, and their histograms have maintained their original shape. 

This might be explained by the small number of moulds available for 

style numbers two and three, which most prubably has hindered any 

changes in the 'loading' sequence which was brought about by the 

FIFOB rule in the case of styl~ number ~ne,which had more moulds avail-

able. 

Finally the FIFOMB pr10rity rule was designed in order to combine the 

characteristics of both FIFOB and FIFOM priority rules. 

(3) 
The results of delivery performance and percentage of machine idle 

time due to setup, obtained by the use of the eight priority rules are 

presented in table 4.1. From the results it appears that introduct1on 

of mod1fications in the FIFO rule can bring some improvements in the 

system performance. All the tr~ee modified versions, FIFOB, FIFOM, 

and FIFOMB, have produced slightly better results than the FIFO rule 

in all five measures of performance, with FIFOMB producing the best 

results among them. The differences however are relatively small and 

(3) Por def1nition of measure of performance see paragraph 3.6.2 
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might not be statistically significant. When FIFOMB is compared with 

the other rules (SP!, , SPTM, SLACK and SLACKM) it performs qw.te well. 

Apart from the result of percentage of late orders, in which it comes 

third to SPTM and SPT, the FIFOMB rules comes first in all the other 

measures of performance used. It is interesting to note that although 

SPT and SPTM dJ.d ~rell in relation to percentage of late orders, they 

did particularly badly in terms of lateness dispersion (tardJ.ness in

dex of order and tardiness index of production), which indicates their 

tendency to delay certain 'job~' for a very long time. 

Another observation which came out of this series of experiments was 

that although the use of priority schedulJ.ng rules could have some 

positJ.ve effect on the perfor~ance of the system, the general level of 

performance was still poor. 

4.2.3 - The effects of 'job splitting'; extra machines; and new demand 

pattern 

To further explore possible ways of improving the delivery performance 

and to get more information about the nature of the system, another 

series of three experiments were conducted: 

i) The first experiment consisted of uSJ.ng the control procedure 

which would allow the splitting of larger 'jobs' into s~aller 

batches, such that it would be possible (in cases where there 

was more than one suitable mould available), to manufacture 

more. than one batch of the same origJ.nal 'job' sJ.multaneously 

in two different stations. By doing so, one would hope to re-
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duce the average throughput time of 'jobs' (batches) belong

ing to the high demand (high processing time) product sizes. 

As expl3ined 1n 3.5.2, two variables are used in order to 

control the splitting of jobs: the first variable, SSTYLA (I,J), 

is used to specify wh1ch products should have their jobs con

sidered for splitting, and the second var1able (MAXLOT) is 

used to determine how large a 'job' should be before it is 

split into smaller batches. It is evident that in cases where 

there is only one mould suitable for the manufacture of a 

certain product size, the 'jobs' belonging to that product 

size should not be split, because the split batches would 

have to wait for each other, as no partial delivery is allow

ed. The decision taken was therefore to split all 'jobs' for 

which there were at least two suitable moulds, and which have 

a batch S1ze bigger than four hundred and fifty components 

(MAXLOT = 450). The choice of four hundred and fifty for 

MAXLOT was based on the results obtained from the previous 

experiments, which had shown that the longer mean waiting 

times in queue varied between four and five days. Therefore 

if the batch sizes for 'jobs' are limited to four hundred and 

fifty items (between three and four days production), there 

should be a better chance of delivering orders 1nside the 

eight days promise. 

ii) The second experiment consisted of modifying the demand 

pattern, though ma1ntaining the same level of demand. The 

idea was to look at the influence of the total amount required 
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per 'order' on the delivery performance of the system. 

This can be done by modifying both the distribution of 

interarrival times (by halving its mean value) and the 

distribution of total quantity per order (by also halv

ing its mean value). This modificatlon in the demand 

patl-ern means that twice the number of orders would be 

arriving at the system but the average size of orders would 

be half that of the order size in the original experiments. 

iii) The objective of the thlrd experiment was to observe the 

effect on the shop delivery performance, caused by a large 

increase in machine capacity, brought about by the addition 

of an extra machine to the machine shop. ThlS would mean 

doubllng the overall production capacity and halving the load 

factor. 

Each experiment was completely independent from one another. In all 

three experiments the FIFOMB rule was used as the scheduling rule. 

The results obtained are shown graphically In figure 4.7 and numeric

ally in table 4.2. Figure 4.7 presents the distribution of lateness 

for the three new experiments, compared with the same distribution for 

the previous experiment using the FIFOMB rule. Table 4.2 shows the nu

merlcal results of th~ 'average dellvery delay of production', 'percen

tage of production delivered late', and 'tardlness index of production', 

for the three new experiments and for the original FIFOMB experiment. 
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The results of table 4.2 and figure 4.7 suggest the following: 

i) The split~ing of jobs in the present shop configuratl0n (1 

machine, 26 moulds) has almost no effect on the delivery 

performance. The percentage of 'production delivered late' 

came down from 31.11 to 29.94 percent and the tardiness 

index ha~ not changed. This 1S probably due to the limited 

number of moulds for style numbers two and three. 

ii) The 1ncluslon of an addit10nal machine had a l2rge impact 

on delivery performance. The percentage of productivll deli

vered late came down from 31.11 to 1.80 percent and the tar

diness index changed from 1.05 to 0.04. This was due to a 

large reduction in the average waiting time in queue, which 

came down from 1.96 days to 0.79 days, a drop of more than 

50 percent, and also to the reduction in the average value 

of 'process cycle time', which came down from 4.47 minutes 

to 3.50 minutes, a change of -21.70 percent. This reduction 

in the 'process cycle time,(4}can be understood by the fact 

that its value is a function of the number of stations 

'loaded' and the amount of setup time. As the load factor 

went down, the average number of stations 'loaded' also went 

down. 

iii} The new demand pattern also had a large effect on the deli

very performance of the system, showing that for the same 

level of production there could be large improvements in 

(4) For definition of 'process cycle time' see paragraph 3.3 
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delivery performance, if the pattern of demand was favour-

able. The 'percentage of production delivered late' came 

down from 31.11 to 4.65 percent and the tardiness index 

was reduced from 1.05 to 0.13. The main reason for this 

improvement is that smaller orders mean smaller batch sizes 

for the 'jobs' and consequently smaller 'processing time' on 

the machine. Although there is an increase in the average 

waiting time in queue, and the amount of time spent in sett-

ing up, they are not large enough to offset the decrease in 

the 'jobs' processlng ~ime. 

4.2.4 - The influence of moulds and of MAXLOT (Job splitting parameter) 

on the behaviour of the shop 

In order to complete the preliminary investigatlon two additional se-

ries of experiments were devised in order to throw some light on two 

questions. 

The first question relates to the possible influence that the value of 

MAXLOT could have on the effectiveness of the splitting procedure. The 

second question relates to the influence exerted by the moulds on the 

delivery performance of the system. 

The first series of experiments had the objective of getting lnformation 

on the influence that the value of MAXLOT and the 'mould restrlctlon'(5) 

had on the delivery performance of the system. This was done by making 

a small change in the model which eliminated the 'mould restriction', 

(5) The expression 'mould restriction' is used to express the fact 
that 'jobs' have to find a suitable mould before they can be 
'loaded' at a station. 
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such that 'jobs' would always find a suitable mould available. This 

is theoretically equivalent to having an infinite number of moulds. 

With such modifications implemented it was possible to isolate the 

effect caused by MAXLOT values from the effect caused by the 'mould 

restriction'. This series consisted of 10 experiments in which the 

value of MAXLOT was changed in steps, from one hundred and fifty to 

one thousand and then to infinit¥ (no splitting at all). 

Results of these experiments are presented in figure 4.8 and table 

4.3. Fig~re 4.8 shows the variation on the 'percentage of production 

delivered late' caused by varlation in the value of MAXLDT. In table 

4.3 the results o~ 'percentage of production delivered late'; 

'tardiness index of production'; 'average number of 'jobs' waiting 

in queue'; and 'percentage of idle time due to setup', are presented 

for each of the ten experiments. From the analysis of the informa

tion, the fo11owlng observations can be made: 

i) 'Mould restriction' seems to have a large influence on the 

delivery performance of the system. The 'percentage of pro

duction delivered late', which was equal to 31.11, in the 

case where the 'mould restriction' was in operation (table 

4.2), came down to 13.30 percent when the 'mould restric

tion' was lifted, a reduction of two thirds. The same e-

ffect was ob$erved for the tardiness 

(down from 1.05 to 0.27). 

index of orders 

ii) The sp11tting of JObs seems to have a positive influence 

when there is no 'mould restriction'. There was a drop from 
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13.30 percent to 6.30 percent in the percentage of 'pro

duction' delivered late, when 'jobs' were split with a 

MAXLOT value of 350. 

iii) An analysis of figure 4.8 and table 4.3 seems to indicate 

thac the curve of 'percentage of production delivered late' 

has a point of minimum, which occurs when the value of 

MAXLOT is between 250 and 350. The results also show that 

the 'percentage vf production delivered late' is not very 

sensitive for values of MAXLOT above 350, but is quite sen

sitive for values below 250. For example, for a value of 

MAXLOT e~lal to 450, the percentage of 'production delivered 

late', changed from 6.30 to 6.70, a difference of only 0.40 

percent, which most probably is not statistically signifi

cant. On the other hand, when the value of MAXLOT was put 

at 120, there was a sharp increase in the percentage of 

production delivered late, which moved from 6.30 percent 

to 8.50 percent, a change of 2.20 percent, which is still 

not a large difference in absolute terms, but which is 

considerable in relative terms. The reason for this sudden 

increase can be explained by the sharp increase in the ave

rage number of 'jobs' waiting in queue, which went up from 

13.1 to 32.1, when the value of MAXLOT changed from 250 to 

120. This increase in the number of 'jobs!, resulted in a 

large increase in the percentage of time spent with setting 

up the machlne, which went up from 3.71 percent to 6.11 per

cent, a relative increase of nearly sixty percent. 
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The second series of exper1ments in this last phase had the inten

tion of following up from the results obtained in the above series, 

by going back to the more realistic 'mould restriction' situation. 

The idea was to get information about the effect that variation 

in the number of mo~lds might have on the delivery performance of 

the system. This was done by having a series of seventeen runs 1n 

which the numPer of moulds was increased in steps of one, from 

eighteen (which is the minimum technological requ1rement as descri

~ed in paragraph 3.5.3) to thirty two, and then from thirty two 

to forty five in a single step. The selection of moulds for all 

seventeen experiments was made through the use of the procedure des

~ribed in paragraph 3.6.1. The FIFOMB prior1ty rule was used through

out the experiments, and apart from the last experiment in the series 

(forty f1ve moulds), all the other experiments were executed without 

'jobs' being split into smaller batches. 

Results obtained from these experiments are presented in table 4.4, 

which contains the results of 'average del1very delay of production'; 

'percentage of production delivered late'; and 'tardiness index of 

production'. A graphical presentation of the results 1S also given in 

figures 4.9 and 4.10 which show respectively the 'percentage of 

production delivered late', and the 'tardiness index of production', 

as a function of the number of moulds. The following observations 

can be made from the results: 

i) There is a clear relationship between the number of moulds 

and delivery performance of the system. By looking at fi

gures 4.9 and 4.10 it can be seen that the curves obtained 
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have a shape similar to a negatively exponential curve, 

Which means that increases in the number of moulds result 

in a large decrease in lateness and tardiness, when the 

number of moulds is small (between 18 and 26). However, 

When the number of moulds gets larger ('!hove 27), in

creases in the number of moulds result in very small de

creases in lateness and tardiness. For example, When the 

number of moulds was increased from eighteen to twenty 

seven (a net increase of nine moulds) the 'percentage of 

production delivered late' went down from 64.3 to 20.9 

percent, a relative drop of 67.50 percent, and an absolute 

drop of 43.4 percent. However when the number of moulds 

was increased from twenty seven to forty five ( a net in

crease of eighteen) the value of the 'percentage of pro

duction delivered late' went down from 20.9 to 18.0 percent, 

a relative drop of only 13.9 percent, and an absolute drop 

of only 2.9 percent. The same kind of observations are true 

for the tardiness index and average delivery delay of pro

duction. 

ii} In experiment 17 with the number of moulds equal to forty 

five, 'jobs' were split into smaller batches with a value 

of MAXLOT equal to 450. When the results of experiment 17 

are compared with the results of experiment 16 (~lhich also 

had forty five moulds, but no splitting of 'jobs') it can 

be seen that splitting of jobs caused a drop in the 'per

centage of production delivered late' from 18.0 to 12.7 

percent, an absolute drop of 5.3 percent and a relative 

drop of nearly 30.0 percent. 
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iii) When the results of experiment 9 (which had twenty six 

~lds, selected by the procedure described in paragraph 

3.6.1), are compared with the results obtained from a pre

vious experiment (table 4.1 - FIFOMB) in which the select

ion of moulds was the one used by the company from whLch 

data was obtained (also twenty six moulds), it is possible 

to sce that using the twenty six moulds selected by the 

described procedure caused a drop in 'percentage of pro

duction delivered late' from 31.11 to 25.9, an absolute 

drop of 5.2 percent and a relative drop of nearly 17.0 

percent. 

iv) Finally it should be said that forty five is a very large 

number of moulds for this situation. An indication of this 

is the fact that some of the moulds were hardly used, with 

a level of idleness above 99 percent. This waS true 

for the case when 'jdbs' were being split, and also 

even 

when 

different selections of moulds were tried. The average mould's 

utilization factor in this situation was equal to only 18.0 

percent. 

It should be said that apart from helping a better understanding of 

the system, the resultq of these preliminary experiments were also 

used as 0 first guideline to the particular company from which the 

initial data was gathered. 
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4.3 - Experimental designs 

The information obtained from the preliminary runs suggested three 

areas of investigation to be followed in order to get a better under

standing of this class of production systems and to suggest possible 

ways of efficiently running the system. The first area consists of 

the analysis and comparison of the scheduling rules described in 

paragraph 3.5.1 and Which were initially tested in the preliminary 

runs. The second area is c0ncerned with the analysis of the effects 

caused to the system by variations in some of its parameters like, 

for example, the mean value of setup times, the load factor, etc. The 

third area refers to the study of strategies for capacity manipula

tion, Where options like increased number of working hours per week, 

extra moulds, and the use of finished product inventory are compared 

in terms of costs and benefits (represented by better delivery per

formance). 

4.3.1 - Experimental design for the study of priority scheduling rules 

The preliminary tests with the priority scheduling rules, reported ~n 

4.2.2, have produced some results which, although useful, were by no 

means conclusive. This is because of two main reasons. Firstly, the 

d~fferences between SU,7le of the results were too small in order to 

allow any f~rm conclusion to be made without the backing of a statis

tical test. Secondly, and more important, the prior~ty scheduling 

rules were tested for a single system configuration, and as a conse

quence, any conclusion which might have been reached, would be restrict

ed to that single situation. 
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Ideally one would like to test the priority scheduling rules under 

as many different system configurations as possible. For example, 

one would like to see how the rules behave for different values of 

setup times, different load factors, different number of moulds, 

etc. As far as the model is concerned, it would be possible to 

analyse the priority rules for an almost limitless number of system 

configurac10ns, simply by mod1fying the parameters of the variables 

provided in the model and described in chapter three. However, be

cause of time and cost considerations one has to lLmit the number 

of experiments to a manageable size. As Bonini (1963) points out, 

when the number of changes that can be made is qu1te large, one must 

select some for study and ignore others. When referring to his par

ticular study he says: "Since there is no concreteness or ''bound

edness" about the universe of all possible changes, we shall have 

to take a judgment sample, that is, we shall use our own judgment 

in deciding which changes in the firm to study". 

Judgement was also used in this study in order to select the varia

bles whose values were to be changed. After considering such aspects 

as the amount of time and experimental effort which would be requJ..l:'ed, 

the information available from industrial data, and the usefulness 

of the conclus10ns which might be obtained, it was decided that the 

priority scheduling rules should be tested for a number of system con

figurations, which would be obta1ned by varying six of the system's 

parameters: 

D 

iD 

the load factor on the system 

the mean value of the distribution of setup times 



iii) 

iv) 

v) 

vi) 
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the number of moulds 

the mean value of the distribution of total quantity 

demanded per order (order size) 

the value of 'MAXLOT' for splitting jobs 

the ratio between the number of product styles and the 

number of machines (statLons) 

Because the second area of investigation was concerned with measuring 

the effects on the system of variations in the same set of variables 

it was at first thought that it might be worthwhile to combine the 

first and second series of experLments in a single experimental de

sign. In order to analyse such a possibility it was necessary to decide 

how many different values (levels) each variable (factor) should have, 

and the ~ctu.qll/alue;-\oYe.&.hl/ar-iable(1\3.c+or). Here agaLn judgment must be 

used. In relation to the priority scheduling rules the number of l~· 

vels is llinited to a maximum of eight (the eight priorLty rules des

cnbed in 3.5.1). Also there is no proble:n il1 s.ethn9tf.e fsrticLildrJeVel 

of the .appropriate varia I::Je Cfac.\cr) as priority scheduling is a quali ta-

tive varLable. On the other hand, f0r the cases of the other six 

variables, there is no limitation on the number of possible levels as 

they are quantitative variables. However if one is mainly interested 

in analysing the effect of changes in thel/ariables)Lt is possible to 

limit the number of levels to two. For example, it would be possLhle 

to measure the effect of load factor by comparing the results obtained 

from the model when the system was subjected to a low load factor, as 

opposed to the results obtained when the system was subjected to a 

high load factor. 

In view of the objectLves of this part of the study it was decided that 

the use of two levels for each of the six variables (factors) would 
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be sufficient to generate the necessary information and glve gene

rality to the results. 

If the two areas of investigation were to be combined in a single 

experimental design, a possible solution would be to have a factorial 

design, in which priority scheduling rules and the S1X other vari-

abIes would be the factors, and their values, the levels of the 

factors (Davies, 1967 (1». A full factorial experiment for this 

case would require a total of 512 experiments (26 • 8), which would 

be too large a number as far as time and computer resources avai1a-

bi1ityare concerned. For this reason consideration was given to 

another experimental design which could economize on the number of 

experiments, such that the study would be kept within manageable 

size, and still generate sufficient information. 

In order to plan a more economical experimental design, two questions 

had to be answered: 

i) 

ii) 

is it necessary to test all the eight priority schedul

ing rules? 

is it necessary to compare the priority scheduling 

rules for all the possible system conflguratlons which 

will be generated from a full factorial design? 

To answer these questions, the objectives of the experiments with the 

scheduling rules should be considered. In the main, these objectlves 

are to compare the efficiency of the priority scheduling rules, 

specially developed for the characteristics of +his class of product

ion system, against rules which have shown to perform well in tradi-

tional 'job shop' or batch manufacturing systems. It is also the 
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intention that these comparisons be made over a range of situations 

created by variations of the va.1u..e of some of the system 

variables. This can be obtained by taking a 'sample' of the total 

system configurations which would be generated, by a complete fact

orial design. It was also thought that not all the eight priority 

scheduling rules needed to be tested. The FIFO ~nd FIFOM rules could 

be left out of the experiments as FIFOB and FIFOMB are no more than 

modifications of them, and as far as the evidence of paragraph 4.2.2 

shows, performed better, and are based on more logical princlples 

(as far as this system is concerned). 

After all the above considerations lt is now possible to devise the 

experimental design which will be used ln the study of the priority 

scheduling rules. There are six priority scheduling rules to be 

tested (FIFOB, FIFOMB, SPT, SPTM, SLACK and SLACKM) , under a range 

of system configurations which will be generated by varying six of 

the variables which might have an influence on the system. The 

variations are based on two levels for each variable. Below is a 

summary list of the changes (levels) that will be made in each of 

the six variables: 

i) Load factor: a low average load factor (65%) against a hloher 

average load factor (85%). It should be pOlnted out that these 

values of load factor are nominal average values. The 

actual values will change depending on the system configu

ration being simulated. As described in paragraph 3.6.1, the act

ual average load factor is a direct function of the 'process 

cycle time'. The 'process cycle time' on the other hand, 

depends on the amount of time spent in setting up, which in 
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turn depends on the mean value of the distribution of setup 

times and the number of changes of moulds. Considering that 

the mean of the distnbution of setup times is one of the 

variables Wlich is changed, and that "the number of changes 

of mould~ depends on the relation between the number of 

moulds and the number of stations(which also changes), it 

is expected that the actual load factor will vary consi

derably around the nominal values of 65% and 85%. Because 

of this it was decided that 85% should be the upper average 

value, in order to avoid the possibility of th2 model 

'blowing up' with a load factor too close or above 100%, 

which could happen for some of the ti9hter system 

configurations. The choice of 65% as the lower average level 

was made because of two main reasons. Firstly, to allow 

a large enough differ~~ce between the two values, such 

that any effect could be easily detected, and secondly, in 

order to keep 1ts value close to 70% which ~as the actual 

value at which the company~rredta previously was working." 

Finally it should be said that the variation in the nominal 

average load factor is obtained by Changing the mean of 

the distribution of interarrival times.Eight different mean 

values have to be used in order to take account of the number 

of machines, which (as will be seen later) vary between one 

and two, and the average size of orders which will also vary. 

ii) Setup time: A lower value for the mean setup time (8 min.), 

against a higher value (16 min.).The choice of 8 minutes and 

16 minutes was made in order to keep within the bounds of 

this class of production system. The difference between the 
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values should be large enough in order to allow any possible 

effect to be detected, but not too large, such that the var

iations in load factor would become too W1de (see relation

ship between setup times and load factor above). 

iii) Number of moulds: a medium number of moulds (27 moulds) 

against a large number of moulds (42 moulds). The decision 

on the number of moulds was based or. the results obtained 

from the prel~minary investigation (paragraph 4.2.4) which 

showed that the adJition of extra moulds aft~r 27, had 

little influence on system performance for that p~i-

cular system configuration. The idea was to check whether 

this lack of effect wculd hold true for a wider range of 

situations. Considerir-g that at 45, some of the moulds were 

not used at all, a decision was made to have 27 and 42 

moulds. 

iv) Mean value of the total quantity demanded per order: a lower 

(1000 items), against a higher value (1600 ~tems). The cho~ce 

of these values Was based on the analysis of actual data from 

the industrial company which showed that the average order size 

varied between 1100 and 1900 for different product styles.(See 

appendix 3). The choice of values far away from those two, 

~ere ~ncompatible 'lith the range of lead times which is 

expected from this class of production systpn. 

v) Splitt~ng of 'jobs': The two situations tested were 

first - 'jobs' were never split (MAXLOT = m) 

second - 'jobs' were split (MAXLOT = 450) 

The idea was to check whether 'splitting of jobs' had any 
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effect at all on the system's performance. The choice of 

450 for MAXLOT was based on the results obtained from the 

prelLminary experiments reported in paragraphs 4.2.3 and 

4.2.4. 

vi) The ratio between number of styles and number of machines: 

a lower ratio (3:2), against higher ratio (3:1). The choice 

of these two ratios was based on t~e actual situation found 

on the industrial example and reported in paragraph 4.2. It 

should be noted that ~~e variation in the ratio is obtained 

by maintainLng the number of styles constant and varying the 

number of machines. Fer this reason, and for simplicity of 

expression, from now on, reference will be made to both the 

ratio and the number of machines (two or one). 

In order to make further references and manipulations easier, the 

variables and their values will be tabulated and associated with 

letters and abbreviated names, as shown on the table below. 

Values of the varLables' parameters 

0 1 

Variables to be changed Symbol Sl:andard values Alternative values 

A _ nominal load factor a 65% 85% 

B Setup time b 8 min. 16 min. 

e Number of moulds c 42 27 

D Size of orders d 1000 1600 

E Splitting of job e 450 CD 

F - Number of mac~ines f 2 1 
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It can be seen on the table above that the values of the variables 

have been divlded i~to two groups: the first group is called stand

ard values and is denoted by a zero, while the second group is 

called alternative value and is denoted by 1. The intention of 

doing that is to facilitate 

figuration in which a = 85, b 

reference such that a system con-

16, c = 27, d = 1600, e = <D and 

f = 1, can be denoted as abcdef, while the system configuration 

a = 65, b = 8, c = 42, d = 1000, e = 450 and f = 2 will be denoted 

(I). This means that when a variable is at its standard value, it 

is associated with zero and the letter which represents the v3ri

able does not appear on the denomlnation of the system configura

tion. However when the value of a variable lS set at its alterna

tive value, the variable is associated with one and its symbol 

(letter) appears on the denomination of the system configuration. 

In this way If one starts from the standard conflguratlon (I), and 

then change the value of a from 65 to 85, the new system configu

ration will be denominated a. (For further reference to this method 

of referring to variable changes, see Davies, 1967 (2». It should 

be noted that the parameters of the variables were divided in such 

way that (I) and abcdef would represent respectively the most 'loose' 

system configuration (low load factor; low setup time; large number 

of moulds; small size for the orders; more favourable ratio style/ 

machinc),and the most 'tight' system configuration (high load fuctor; 

high setup time; smaller number of moulds; large size for the orders; 

less favourable ratio style/machine). 

Using the notations introduced above it is now possible to propose 

an experimental plan for testing the priority scheduling rules. The 
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idea is to test them for a set of system configurations which will 

include the two extreme cases, (I) and abcdef, and some 'intermedi-

ate' cases obtained by the joint variations of 'some' of the other 

variables. In other words, the rules will be tested over a set of 

system configurations, WhlCh represent a sample of the total number 

of system configurations, which would be obtained if a full factorial 

design were uFed. 

=n order to limit the amovnt of experimental work, the number of 

system configurations will in principle be limited to six. This will 

allow the testing of the two extreme cases and four intermediate cases 

(samples), obtained by varying three parameters at a time. This design 

will not allow the systematic study of the influence of the variables 

on the scheduling rules, but will allow the comparison of their per-

formance far a range of situatlons, which is representative of the 

situations which would be otained by a complete factorial design. 

However in the second part of the investigation, the influences of 

those variables on the system behaviour will be fully analysed. 

The six initial system configuratlons chosen as a 'sample' of the 

6 
universe of sixty four (2 ) possible system configurations are: 

i) (I) 

ii) abc 

iii) ~f 

iv) bdf 

v) ace 

vi) abcdef 
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The experimental design will consist of testing each one of the six 

priority schedul~ng rules (FIFOB, FIFOMB, SPT, SPTM, SLACK, SLACKM) 

for each of the six system configurations above, giving a total of 

thirty six exper~ments; At the end of L~ese thirty six experiments 

results can be analysed, and a decision can be made on whether or 

not more experiments should be carried out. 

4.3.1.1 - Discussions on the choice of paraw~ters for the variables 

Before describing the experimental designs of the other two phases 

of experiments, there is a need to discuss all the other variables 

of the model whose valu.es have still to be determined and just

ified. In accordance with the descript~ons of chapter three, there 

are a total of eighteen different variables, some having more than 

In order to determine each of these valu.es the 

variables will be listed in accordance with the subsystem they belong 

to in the model, as described ~n chapter 3. 

a) Variables belonging to the demand or order inout subsystem 

i) the number of product styles was fixed at three, as it was in 

the industrial example. It should be considered that three pro

duct styles already represent a total of thirty nine product 

sizes and at least eighteen moulds. To increase the number of 

styles would result in a large increase ~n the program core 

si~e. However by varying the number of machines it is possible 

to assess the effect which might result from 0 different nllil~er 

of product styles, because then the ratio between product style 

and number of machines (stations) is modified. 

ii) the number of product sizes in each style was fixed at thirteen 

as this is a typical number of sizes for ladies and men's shoes. 
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iii) the distributions of quantities demanded for the different 

product sizes in each style and which are represented by 

a distribution of proportions, were fixed in accordance with 

the values of the histograms of figure 2.3, which was d1.s

cussed in paragraph 2.2.3. For details of the distribution 

see appendix 3. 

iv) the distribub_on of total quantity demanded per orderwasone 

of the variables whose parameters wOILld be varied. However 

-as a probability distribution it has a qualitative parameter 

(the type of distribution) and quantitative parameters (mean 

and variance). In order to determine those parameters, the 

KOlmogoroff_Smirnoff goodness-of-fit test was applied to the 

industr1al data referred in paragraph 4.2 (the details of the 

goodness-of-fi t test are shown in appendix 3). The test showed 

that the distributions of total quantity demanded per order 

fits an exponential distribution. It was therefore decided 

that an exponential distribution should be used for the gene

ration of total quantity per order. The quantitative parameter 

of the distribution (the mean) is one of the parameters varied 

in the model, assUffi1ng values of 1000 and 1600. The distribu

tions however have their tail cut at 5,000 in order to take 

account of the way in which due date is fixed. As described in 

2.3.1 and 3.6.2, due dates are based on a fixed delivery delay 

promise which is independent (within certain limits) of the 

total quantity demanded. It is assumed that this limit is 5,000, 

and that any order which might be larger than that would in 

fact be processed as two independent orders, with different due 

dates, as this seems to be the practice of the company 

which data was obtained. 

from 
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v) the distribution of interarrival times of orders is one of 

the variables whose parameters are modified. In order to 

determine its qualitative parameter (type of distribution) 

a Kolmogoroff-Smirnoff goodness-of-fit test was performed 

on the industrial data, and it was found that the data also 

fits an exponential distribution. It was therefore decided 

to use exponential distrlbutions to generate the interarri

val times of orders. Its quantitative parameter (the mean) 

is fixed for each experiment ~n order to generate the desired 

load factor on the system. Deta~ls of the goodness-of-fit 

test are shown ~ appendix 3. 

b) Variables belonging to the machine shop subsystem 

i) the number of stations per machine was fixed at twelve, in 

accordance with the ~ndustrial data. It should be noted that 

this variable might have a considerable influence on the be

haviour of the system. For this reason, considerations were 

given to the possibility of ~ncluding this variable in the 

list of variables whose values were going to be changed du

ring the study. However, the modification of the value of 

this variable would require a series of econom~cal and tech

nological considerations, for whlch data were not available. 

For exan.ple, if one were to compare one twelve-station ma

chine with two six-stations machines (to mainta~n the same 

production capacity), the following points would have to be 

taken into consideration: what would be the difference in 

cap~tal and operation costs between one twelve-station Ma

chine and two s~x-station mach~nes? Would two six-station 
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machines require two operators as compared with one operator 

for a single twelve-statLon machine? What would be the 

technological consequences in terms of 'process cycle time' 

of having- a machine with six stations? Would the 'curing' 

time interfere with the possible reduction in 'process cycle 

time'? Unfortunately this information was not available, and 

the amount of guesswork would have to be so great as to make 

any comparisons very doubtful. It might however be an inter

esting area of invebtigation, in order to help the machine 

ma'lufacturers to decide Oll the design of these multiple 

station machines. 

ii) the 'process cycle time' was left constant with the same va

lues as the industrial example, Which was described in para-

graph 4.2. It should however be noted that there is a 

relationship between the mean value of the total quantity 

demanded per order, the delivery delay promises, and the 'pro

cess cycle time'. ConsiderLng that both, the ~ean value of 

the total quantity demanded per order, and the delivery delay 

promises are varied, this relationship can be assessed. 

iii) the product sizes that each mould can manufacture were main

tained constant, in accordance with the princLple that each mould 

of a certain size can manufacture a component of both its normal 

size and half-s~ze above the nominal size. For further details 

see paragraph 2.2.1. The main consequences of changing this 

variable would be economical, meaning that more or less moulds 

would be needed in order to satisfy the minimum technological 

requirements as described in 3.5.3. 
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iv) the distribution of setup times was assumed to follow a normal 

distribution, with the tail cut at three standard deviations. 

The parameters of the distributions (mean and standard de

viationl varied during the runs, but the ratio between the 

standard deviation and mean was kept constant and equal to 

c) Variables belonglng to the inve2tory system 

The inventory system was 'switched off' in all the experiments 

concerned with this phase and the second phase of experiments. 

It was 'switched on' only in the last phase of experiment re

lated to the study of capaclty manipUlation. Its control pa

rameters, viz. list of products to be manufactured for stock, 

the reorder point for each stock item, and the reorder batch 

quantity, are discussed later, when the last series of expe

riments are discussed. 

d) Variables belonging to the operation control subsystem 

The priority scheduling rules; the values of MAXLOT; the number 

of machines; and the number of moulds, are all modified in this 

series of experiments and their parameters have already been 

discussed. The only point winch should be stressed is that the 

selection of moulds is made by the use of the procedure descri

bed in paragraph 3.6.1. The other variable of the operation 

control subsystem is the number of working hours per week which, 

in this experiment, was maintalned constant and equal to forty 

five hours per week. Its value is however modified for the third 
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series of experiments, and discussions will be conducted 

when those experiments are analysed. 

4.3.2 - Experimental deslgn for the study of main effects and inter

actions of some variables on the behaviour of the system 

The main objective of this part of the investigation is to obtain 

information about the sensitivity of the system to variations in 

same of its variables. In the last paragraph the six variables to be 

analysed haVe been defined, and a notation introduced in order to 

represent the different system configurations which are generated by 

making changes in the values of the variables. 

The method of experlmentation conslsts of making changes in the 

val~es of the variables and then analysing the effects of these changes 

upon the behaviour of the system. In order to conduct the study in a 

=ystematic way, it is necessary to decide upon the proper method of 

analysis, viz. the experimental design. 

It would be a relatively simple matter to make a series of independent 

alterations in the variables, one at a time, and to note the effect of 

each of those alterations in turn. Such a procedure however has two 

draWbacks. 

i) Interaction effects would be ignored. It is possible that a 

change may have an effect upon the system only if some other 

change is also effected. For example, a high number of moulds 

may have an effect upon the delivery performance of the system, 

only if the ratio (number of style/number of machines) is low. 
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Such interactions mLght be important, and should not be 

ignored. 

ii) There would be little genera11ty in the results. If single 

changes were made, the effects of these changes could be 

said to apply only to situations quite similar to the 

system configuration in operation when that change was made. 

Ideally each individual change should be made over a 

variety of system configurations. 

wide 

As stated at the beginning of this chapter, the objective of this 

part of the investigation is to have an experimental design which 

will generate info~~ation that will enable the estimation of the 

main effects and interactions of the various variables. The factorial 

experimental design 1S well suited for such an analysis. If a complete 

factorial design were to be used, it would require a total of 64 (26 ) 

experiments. It is however possible to economize in the number of 

experiments by using a fractional factorial design. Such a design 

enables the estimation of the main effects and low-order interactions, 

by confounding higher order interactions with lower order interactions. 

This is made possible by the fact that higher order interactions are 

generally assumed to be zero. As BOnini,(1963 (2»says: 'Interactions 

higher than first order are generally assumed to be zero. In addit1on, 

their meaning would b~ difficult to dec1pher at the present state of 

knowledge'. He also notes that a detailed examination of references 

failed to reveal any illustrations in where the higher order inter~ 

actions were not ignored or assumed to be zero. 

If a half-replicate factor1al design (Davies, 1967 (3» is used, only 
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thirty two experiments will be needed, and it will still be possible 

to measure all the main effects and first order interactions, which 

would be confounned respectively with fourth and third order ~ter

action. In view of this, it was decided that a half replicate factorial 

design should be used. 

There are two possible designs for a half-rep11cate design, one being 

the complement of the other. In table 4.5 these two designs are listed. 

The first design is obtained by equating the main effect F to the 

fourth order interaction ABCDE and the second design is obtained by 

equating F to -ABCDE (Davies, 1967 (3». If one considers that the 

lhird and fourth order interactions are zero, then the two designs 

are equivalent as far as the estimation of the main effects and first 

order interactions are concerned. In figure 4.6 the main effects and 

first order interactions are listed, with their respective aliases 

(confounding pairs), for the case of the first design, which is the 

design used in the exper1ments. 

A single priority scheduling rule will be used throughout the thirty 

two experiments in this series. The choice of the rule to be used 

will depend upon the results from the previous series of experiments. 

In relation to the other system's variables, they will be maintained 

fixed, with their parameters set in accordance with the description 

given in paragraph 4.3.1.1. 

4.3.3 - Experimental design f01 the study of strategies for capacity 

manipulation 

In paragraph 4.2.4'a series of experiments were dis~ussed in ~ich 
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the relationship between the number of moulds and the delivery 

performance of the system was analysed. Although the results 

Obtained helped to,increase the understanding about the system's 

behaviour, it fell short of producing more practical information. 

If one is going to increase the number of moulds, then the opera

tional as well as the economic consequences of the decision should 

be taken into con3ideration. ~e operational consequences can be 

measured by the effect on the delivery performance, and the eco

nom~cal consequences by the costs incurred when providing the 

moulds. To increase the number of moulds is however only one way 

of increasing the system's capacity to meet demand. Capacity 

could also be increased by working overtime, having extra shifts, 

~ntaining stock, etc. 

Thisser~es of experiments was therefore des~gned with the objective 

of comparing the d~fferent strategies for capacity manipulation. 

The experimental design for tnis phase of the investigation consists 

of making single changes in the system's 'capacity parameters' (num-

ber of moulds; number of machines; number of 'working hours per 

week; and the other three control parameters related to the inventory 

control subsystem), and to measure the consequences of those changes 

on both the del~very performance and the costs ~ncurred by the system. 

All the remai~ng variables of the system are maincained constant, 

in accordance with the parameters set in paragraph 4.3.1.1. 

Further discussic~s about the experimental design and the system's 

parameters for this phase of the investigation will be conducted 

in chapter eight, when the results of the experiments are presented 

and discussed. 
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4.4 - Summary 

This chapter has presented the results of some preliminary experi

ments and discussed the experimental designs used during the main 

core of the investigation. 

The main core of the investigation was divided into three areas, 

each one having its own set of experiments for which experimental 

designs were organ1zed, in accordance with the objectives of the 

study. 

Also discussed in this chapter were the parameters for the other 

variables of the system whose values were maintained constant 

throughout the experimentation. 



TABLE 4.1 

RESULTS OBTAINED BY mE USE OF DIFFERENT PRIORITY SCHEDULING :uJLES 

RULE PERCENTAGE OF TARDINESS INDEX PERCENTAGE OF TARDINESS INDEX IDLE TIME DUE 
LATE ORDERS OF ORDERS LATE PRODUCTION OF PRODUCTION ID SET UP (%) 

FIFO 21.02 0.73 35.31 1.17 3.15 

FIFOB 19.28 0.71 33.77 1.14 3.11 

FIFOM 20.83 0.71 34.38 1.15 2.80 

FIFOMB 18.88 0.67 31.11 1.05 2.81 

SPT 18.76 1.06 37.38 2.28 3.37 

SPlM 15.00 0.79 31.66 1.72 2.82 

SLACK 22.04 0.73 33.28 1.09 3.17 

SLACKM 22.02 0.80 34.18 1.20 2.88 



TABLE 4.2 

RESULTS OF DELIVERY PERFORMAN::E FOR DIFFERENT SHOP CONFIGURATIONS 

EXPER1MENT AVERAGE DELAY PERCENTAGE OF TARDINESS INDEX 
OF PRODUCTION PRODUCTION LATE OF PRODUCTION 

ORIGINAL 7.15 days 31.11 % 1.05 
FIFOMB 

SPLITTING 7.01 days 29.94 % 1.05 
OF JOBS 

TWO 4.20 days 1.80 % 0.04 
MACHINES 

NEW DEMAND 3.91 days 4.65 % 0.13 
PATTERN 



TABLE 4.3 

RESULTS OF EXPERIMENTS TO TEST THE EFFECT OF MAXLOT VALUE ON SYSTEM PERFORMANCE 

VALUE OF PERCENTAGE OF TARDINESS INDEX AVERAGE NO. OF IDLE TIME DUE 
MAXLOT PRODUCTION LATE OF PRO~UCrrON JOBS IN QUEUE TO SETUP % 

120 8.50 0.19 32.1 6.11 

250 6.30 0.14 13.1 3.71 

350 6.30 0.14 9.6 3.17 

450 6.70 0.15 8.2 2.93 

550 7.40 0.16 7.1 2.72 

650 7.90 0.16 6.6 2.66 

750 8.10 0.19 6.1 2.63 

900 10.40 0.23 5.9 2.61 

1000 10.40 0.23 5.9 2.60 

ro 13.30 0.27 5.7 2.59 



TABLE 4.4 

RESULTS OF EXPERIMENTS AllIED AT RELATING NUMBER OF MOULDS TO DELIVERY PERFORMAOCE 

EXPERIMENT NUMBER OF AVERAGE DELIVERY TARDINESS INDEX PERCENTAGE OF 
NUMBER MOULDS DELAY OF PRODUCTION OF PRODUCTION PRODUCTION DE-

LIVERED LATE 

1 18 13~34 6.21 64.3 
2 19 13.22 6.11 63.5 
3 20 10.75 4.21 51.1 
4 21 8.65 2.48 42.3 
5 22 8.20 2.06 40.4 
6 23 7.21 1.19 33.8 
7 24 6.84 0.99 30.8 
8 25 S.57 0.83 27.6 
9 26 6.19 0.71 25.9 

10 27 5.93 0.61 20.9 
11 28 5.91 0.65 22.5 
12 29 5.74 0.62 20.4 
13 30 5.73 0.53 20.7 
14 31 5.81 0.59 20.6 
15 32 5.7'J 0.56 20.2 
16 45 5.56 0.50 18.0 
17( 0) 45 5.16 0.38 12.7 

(0) Experiments 16 and 17 were both made with 45 moulds, the difference being that while 
in experiment 16 there was no splitting of 'jobs', in experiment 17 all 'jobs' with 
batch size larger than 450 were split into smaller batches. 



TABLE 4.5 
TWO POSSIBLE DESIGNS FOR A HALF-REPLICATE FACTORIAL DESIGN 

FACTORS LIST OF EXPERIMENTS FOR 

A B C D E F DESIGN 1 DESIGN 2 

(I) f 

+ + af a 

+ + bf b 

+ + ab abf 

+ + cf c 

+ + • PO: acf 

+ + bc bcf 

+ + + + abef abe 

+ + df d 

+ -+ ad acf 

+ + bd bdf 

+ + + + abdf abd 

+ + cd cdf 

+ + + + acdf acd 

+ + + + bcdf bcd 

+ + + + + abed abedf 

+ + ef e 

+ + ae aef 

+ + be bef 

+ + + + abef abe 

+ + ce cef 

+ + + + acef ace 

+ + + + bcef bce 

+ + + + abce abeef 

+ + de def 
+ - + + + adef ade 

+ + + + bdcf bde 

+ + + + abde abdef 

+ + + + cdef cde 

+ + + + acde acdef 

+ + + + bcde bcdef 

+ + + + + + abcdef abcde 
Note: (-) factor is on its standard value 

(+) factor is on its alternative value 



TABLE 4.6 

LIST OF MAIN EFFECTS AND FIRST ORDER INTERACTIONS AND THEIR 

CORRESPONDING ALIASES (CONFOUNDINGS) 

MAIN EFFECTS 

A 

B 

C 

D 

E 

F 

FIRST ORDER 
INTERACTIONS 

AB 

AC 

AD 

AE 

M' 

Be 

BD 

BE 

BF 

CD 

CE 

CF 

DE 

DF 

EF 

ALIASES 

BeDEF 

ACDEF 

ABDEF 

ABCEF 

ABCDF 

ABCDE 

ALIASES 

CDEF 

BDEF 

BeEF 

BeDF 

BeDE 

ADEF 

ACEF 

ACDF 

ACDE 

ABEF 

ABDF 

ABDE 

ABCF 

ABCE 

ABCD 
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'CHAPTER 5 

DISCUSSIONS OF TACTICAL PROBLEMS AND SELECTION OF SAMPLING ?ROCEDURE 



-121-

5.1 - Introduction 

The objective of this· chapter is to discuss the way in which the experi

ments with the simulation model were carried out. 

Conway (1963) defines three main phases in any investigation by simulation, 

after the problem to be considered has been identified and formulated. 

They are: 

1. Model implementation - description of the model in a suitable 

computer language; 

2. Strategic planning - design of experiments that will yield the 

desired information; 

3. Tactical planning - determination of how each of the test runs 

specified in the experimental design is to be executed. 

Phases I and 2 have been described in detail in chapters 3 and 4 respect

ively; this chapter will concentrate on the description of phase 3 which 

is concerned with the efficiency of the method used in obtaining the 

desired information from the simUlation model. It is basically an analy

sis of different ways of obtaining the desired information within a 

certain statistical precision • If the efficiency of the experimentation 

was not taken into consideration, then the use of very large sample sizes 

could overwhelm all of the difficult tactical questions, but this is not 

a satisfactory or practical answer. A decision was therefore taken to 

make a series of pilot runs, in order to decide on a tactical plan. 
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5.2 - Analysis of tactical problems 

The necessity of tactical considerations arises because of two pro

blems whlCh are present in most computer simulation experiments. These 

are the problems of equilibrium and varlability in the model with the 

consequent necessity of determining sample sizes. As Gordon (1969) says, 

"the introduction of stochastlc variables lnto simulation models causes 

the variable" used to measure the system performance to become random 

variables, an~ so the problem of gauging the significance of the results 

~st be considered. The values measured are no more than samples, and 

they must be used to estirr3te the parameters of the distributions 

from which they are drawn". 

Each one of the above two problems generates questions which have to 

be answered before efficient use can be made of the model. 

r.l-Rayah (1973) suggests five questions that should be answered when 

planning a computer simUlation experlment: 

"Cl) How long do the systems require to settle down to a steady

state (equilibrium) condltion? 

(2) What starting condltion for the simulation runs should be 

used or whether an 'empty and idle' starting condition is 

reasonable. 

(3) How long a simulatl0n run should be? 

(4) How many runs (observations) to have and which method of sampl

ing and replication should be used to obtain the samples? 

(5) What, if any, variance reduction techniques to employ?" 

Questions 1, 2 and 3 relate to the problem of equilibrium or 'steady

state' situation of the simUlation runs, whl1e questions 3, 4 and 5 

relate to the problem of variabl1ity of the results. 
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5.2.1 - Problems of stabilization and starting conditions 

The problem of stabilization arises from the intermittent nature of 

simulation models. Each time a new experiment is carried out, an arti

ficial initial cond~tion is used to start the run. This abrupt beginn~n6 

must be taken into consideration in order to avoid the introduction of 

any bias which could influence the results of the output variables which 

the model is intended to measure. A large enough run should be able to 

overcome this problem because the bias, which would be introduced at 

the beginning,would have smaller and smaller influence as the size of 

run increases, until this influence becol.es negligible. This of course 

is not a satisfactory solution because in increasing the run length one 

is neglecting the efficiency of the experimentation, and moreover, de

pending on the system being analysed and the starting condition used, 

it may be that an extremely long run would be needed in order to reduce 

to acceptable levels the influence of the bias on the results 

reported. 

being 

If some reasonable starting condition is chosen and some information 

discarded in the beginning (stabilization period), it should be possible 

to reduce the size of the run to an acceptable length. Unfortunately it 

is not very simple either to determine what a good starting condition 

would be or to decide }men neasurement should begin. In fact as 

Con}~y (1963) says, there is no general objective cri~eria for determin-

ing when measureQent should start, the only thing clear is that the 

problem should be recognized and dealt with. The decision about starting 

condition and non sampling period becomes even more difficult when the 

model is being used to compare different system configurations, because 
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then, a starting condition which seems reasonable for one system 

configuration could well not be so for another. 

Conway (1963) suggests 3 alternative solutions to the problem of initial 

conditions: 

"(I) Test each system starting 'empty and idle'; 

(2) Test each system using a common set of starting conditions 

that is essentially a compromise bet~/een different sets of 

reasonable starting conditions; 

(3) Test each system with its own 'reasonable' starting conditio::!". 

Each of the solutions has its own pitfalls. Solution 3 seems to be the 

most difficult to apply because it would require a previous knowledge of 

the behaviour of each of the system configurations being tested, and 

also because there is a danger that the use of different starting condi

tions could bias the results in favour of a particular system configura

tion. Solution 2 should be more efficient than solution 1 in terMs of 

reducing the length of the stabilization period, but again it would be 

very difficult to find a 'compromise reasonable condition' when a large 

number of system configurations are being compared. In these cases, 

a modified 'empty and idle' solution could be used. For example, the time 

scale for the first few exogeneous events can be artificially compressed 

to accelerate the development of a reasonable 'backlog of work'. 

In order to find an answer to these problems a series of pilot runs has 

to be made, in which the variables being measured are output at short 

intervals, and the results plotted on a chart to indicate the behaviour 

of the variables over time. In planning the pilot runs a series of decl 
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sions has to be made, concerning initial conditions and system configu

rations to be tested, together with the variables which it is intended 

to analyse. 

Before these points are considered, it is importar.t to note that the 

discussions which follow assume that no stock of finished goods is held 

by the system. This is due to the fact that the inventory subsystem was 

only incorporated to the model in the later stages of the study, and 

for the great majority of the experiments it has been 'switched off'. 

The major consequence of this assumption is that 'conclusions in respect 

of initial conditions and stabilization periods might not be valid for 

the experiments in which the inventory system is 'switched on'. Discuss

ion of this problem will be left for a later stage when experiments with 

the inventory system are reported. 

5.2.1.1 - Choosin; initial conditions 

In view of the large number of system configurations being studied it 

was decided to use a modified 'empty and idle' solution for the initial 

condition, in which the exogeneous event, arrival of orders in the systen, 

was artificially compressed to create a fast backlog of work in the 

queue. The generation of order arrivals to the system is made through a 

series of sampling distributions, each using its own stream of random 

numbers. Basically, each one of the different product styles has two 

main distributions attached to it, one representing the interarrival ti-

me and the other the total size of the order. The method chosen for 

initialization considers the system in the 'empty and idle' situation, 

but instead of generating an arrival time for the first orders in each 
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style from the appropriate distribution, each initial order is artifi

cially set to arrive at time zero in the simulation. This still leaves 

the other random variable, size of order, to be determined. By testing 

different values for the sizes of the first orders arriving, it is 

possible to analyse its effect over time on the vaciab1es being output. 

The values chosen are multiples of the average size of the orders 

arriving at the system. 

Three values, equal to 1, 2 and 4 times the average size of the orders 

were tested. 

5.2.1.2. - Choosing the systeM configurations to be tested 

In view of the large number of system configurations in the st~1y, it 

would be impractical to test the effect of the initial conditions on 

all the configurations. Fortunately this is not necessary, as it is 

possible to choose a few configurations ~rhich represent the range of 

situations covered by the study. Two different system configurations 

were chosen. 

1) a = 65, b = 8, c = 42, d = 1000, e = 450, f = 2, FIFOHB 

2) a = 85, b = 16, c = 27, d = 1600, e = 00 ,f = 1, FIFO~ffi 

Where: a = load factor on the system (percentage) 

b = mean setup time (minutes) 

c = total number of moulds available 

d = average size of an order 

e = maximum size of a batch, before splitting (MAXLOT) 

f = number of machines in the system 
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Analysis of these two configurations will give an indication 

influence of initial conditions on the output variables, and 

general behaviour of the system over time. 

5.2.1.3 - Choosing the variables to be output 

of the 

the ' 

The simulation model was designed to output a large number of variables, 

some related to the internal behaviour of the system, such as 'process 

cycle time' and 'average number of jobs waiting in the queue', and 

others related to the delivery performance of the system, such as 

'average delivery delay of orders', 'percentage of late orders' and 

'tardiness index of orders'. 

Considering the number of variables, it would not be practical to 

analyse all of them for each one of the situations tested. Fortunately 

this is not necessary. By carefully selecting some key variables it is 

possible to check whether the system has reached a point of equilibrium. 

One such variable in a queueing system is the 'average number of lobs in 

queue~ Other key variables are those used to measure the delivery perfor

mance of the system, because they represent the output of the system. It 

is expected that if the system is in equilibrium, then all its output 

variables should also be in equilibrium. However the only way to check 

that is by comparing their relative behaviour over time. Three of the 

major output variables in the system are 'average delivery delay of or

ders','percentage of late orders' and 'tardiness index of orders'. 

Figures 5.1, 5.2, 5.3 and 5.4 show the behaviour ef the four key vari

ables described above for the case of FIFO}ffi, a = 85, b = 16, c = 27, 
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d = 1600, e = 00, and f = 1, with the size of initial orders equal to 

the average size of an order (1600 pairs). 

The value of each v~riable is output at intervals corresponding to the 

completion of 10 full orders for both cumulative and independent sta-

tistics. 

Figures 5.1 to 5.4 show clearly that the four variables behave in a 

very similar pattern. Thus it is possible to choose one of them, and 

to draw conclusions which houefully will be valid for the other vari

ables as well. The variable 'average delivery delay of orders' was 

chosen due to its characteristic as a mean value. 

5.2.2 - Pilot study - determination of starting conditions and stabi

lization period 

In order to choose the starting conditions and determine the stabiliza-

ticn period, a series of eleven runs were conducted, in which the vari

able 'average delivery delay of orders' was output at intervals cor-

responding to the completion of ten full orders, and its behaviour over 

time plotted for the cases of cumulative and independent statistics. 

The first three runs were designed with the objective of analysing the 

behaviour of the output variable for the three initial conditions al

ready descrlbed, for the case of FIFOl1B, a = 85, b = 16, c = 27. d = 1600. 

e=m,f=l. 
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Figures 5.5 and 5.6 show the results for the cases of c~Ulative and 

independent statistics respectively. Looking at the figures it is possi

ble to observe that initial conditions 1 and 2 (average and twice avera

ge order size) seem more appropriate than condition ), because initial 

outputs are closer to the ones found at the more 'steady' part or the 

run. It is also possible to observe that the system has a hiehly random 

component, whi,,!l means that any effect of a SUdden build-up in the sys

tem is quicJ~y dissipated. This can be seen, for example, in the dissi

pation of the build-Up effect caused by the initial conditions. After 

the completion of twenty full orders the additional effect of starting 

with condition 2 instead of 1 has been completely dissipated, as shown 

in fig. 5.5. The same is true for initial condition ), after thirty 

full orders have been completed. The conclusion to be dra~m from the 

above is that if initial conditions 1 or 2 are used, and if a period co

rresponding to the completion of twenty full orders is discarded at the 

beginning of each run, any initial bias which could have been introdu

ced by the artificial initialization can be considered insignificant 

for any run of reasonable length. 

Runs.4 to 11 Here intended as a test of the suitability of initial con

dition no. 2, for other system configurations. The same procedure of 

outputting the variable 'average delivery delay of orders' at intervals 

corresponding to the completion of ten full orders lms repeated for the 

cases of hro system configurations I 

1) FIFOiffi, a = 65, b = 8, c = 42, d = 1000, e = 450, f = 2 

2) FIFOllB, a = 85, b = 16, c = 27, d = 1600, e = 00"', f = 1 



-130-

For each case four different streams of random numbers were used, with 

the intentinn of an~lysing the effect of different streams on the out

put variables. Figs. 5.7 and 5.8 show the cumulative statistics for the 

output variable for system configurations 2 and J respectively, and for 

the four different streams. Analysis of fiV1res 5.7 and 5.8 shows that 

initial condition 2 is quite reasonable for both sy~tem confiV1rations, 

as is illustrated by the relatively small bias introduced at the beginn

ing of the run, uhich can be made even smIler by eliminating from the 

statistics the period corresponding to the completion of the first twenty 

full orders. 

Another observation that can be made relates to the strong influence 

different random streams have on the output variabl~s. In fact it can be 

noted that even after a relatively large run, lihen the cumulative statis

tics from individual streams seem very close to equilibrium, the values 

of the output variable differ markedly from the different streams. 

This observation confirms the results reported by El-Rayah (1973) ,rhich 

found a high statistical significance in the difference of response 

estimates obtained through different random stre2J'1s. This fact tends to 

indicate that in order to obtain precise estimates for the output vari

ables it would be better to have a series of smaller runs with different 

random streams, than a large run with a single random stream. 

In the light of these results, it seems reasonable to suggest that to 

achieve stabilization and have reasonable starting conditions, condition 

2 (modified 'empty and idle' situation with initial orders bdce the 

average size of an order ) should be used, and inforQation discarded at 
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the beginning for a period corresponding to the completion of twenty full 

orders and only then start gatherin,g statistics. The length of the run 

for the valid period will depend on the number of replications used and 

the desired level of statistical precision. 

5.2.3 - Problel'ls of sample size. replication and variability 

The necessity of determining sample size in simulation expe~ents is 

dup to the introduction into the model of stochastic variables which 

cause the var~bles being ~~asured to becone random variables, in most 

cases havir~ a high level of variability. The existence of such uncertain-

ty results in the need for assessing the accuracy of the results being 

considered. The statistical methods available for estimating population 

parameters through statistics of random samples are well known, and 

familiar to anyone concerned with sanpling procedures. Considering that 

the results of simulation experiments are, in essence, samples from sta-

tionary populations, it would seem logical, at first, to make use of , 

the familiar statistical models available for traditional sampling ex-

periments. 

A traditional sampling teChnique consists of drawing a variable Xi from 

a population that has a stationary probability distribution, Hith a 

finite mean Jl ?nd variance 0 2(Gordon (1969)). If n independent obser-

vations of the variable x. are made, then one would be able to estimate 
~ 

the paraneters Jl and 0
2 of the real population through the statistics 

X and S 2 Hhich are given by 

5.1 ... x = 

n 
1: 

n 
and 5.2 ... ff-

n _~ 

= 1:: (X.-XJ I(n-l) 
1=1 ~ 
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The central limit theorem establishes that the distribution of X tends 

to a normal distribution with mean 11 and variance 0
2 In 

It happens that the variable, [Guenther(1964) (3)] 

Iii (X -11) t 1 -n- - S 
••• 5.3 

follows a St'lden~ t distribution with n - 1 degrees of freedom. 

Basp.d on this distribution one could then choose a value u such that 

f(u) ~ 1 - ",/2 for 0 """'/2 "" 1 and denote ~ by u"'/2 

The probability that t n_l is greater than u"'/2 would be "'/2 

Due to the symmetry of the 1 distribution, it would then be possible to 

state the probability of t n_1 lying betHeen - uo/2 and uo/2 by 

5.4 

From (5.3) and (5.4) it is possible to build a confidence interval for 

the parameter 11 being estimated, which would have attached to it a 

probability given by 

pr(x-r!n ,u_/2 <11< x+_S_.u } 
• u _ "" ;n ",/2 ~ 1 - '" 

where the constant 1 _ '" is the confidence level, and the interval 

is the confidence interval. It can be seen that the size of the confiden-

ce interval and, as a consequence, the precision of the estimate, is an 

inverse function of the sample size ~. So, theoretically, for a set 
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confidence level, it would be possible to reduce the confidence interval 

to any desired level, by simply increasing the sample size n. However 

all these procedures are based on the following two assumptions: 

a) the obsernttiorts are drawn from stationary distribution I 

b) the observations are statistically independent. 

In a simulation experiment the first condition can be obtained by consi

dering the stabilization problem as in paragraph 5.2.1, but the second 

condition has still to be considered. Unfortunately many simulated sys

tems tend to generate highly auto correlated variables. This is particu

larly true for the case of temporary entities in queueing systems, where 

variables belonging to consecutive elements tend to be highly autocorre

lated. -This autocorr~lation between consecutive elements precludes the 

use of the classical statistical method of equating the variance or tne sample 

mean to ihe variance ~ the sami"l.e divided by the sample size. In order to 

overcome this problem a series of different solutions have been suggest

ed, and they are all related to the method by which samples are obtained. 

Different sampling methods have been used in reported simulation 

experiments, and they differ mainly in relation to what one considers 

to be a single sample. For example, consider a simple queue problem in 

which one is interested in measuring the average throughput time of jobs 

leaving the system. The most obvious way of obtaining the desired statis

tic would be to measure each s,ingle throughput time, Xi' for individual 

jobs, as they leave the system, and then, by using the collection of 

all Xi obtained, calculate the desired statistics. If n such jobs 

were measured the sample size would obviously be equal to n. 
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By varying the duration of the run from, say, one to two months, one 

could increase the sample size. Two problems exist with this method: 

first, the series of values Xi tend to be highly autocorrelated, and 

so one cannot use the sample variance to estimate the sample mean vari

ance, without the introduction of an extra term .:hich takes account 

of the autocorrelation. Secondly, if one is interested in measuring some 

parameters from permanent entities like, for example, the percentage of 

time the service station stays idle, one would not be able to estimate 

its precision, bec~se such a statistic would be the ratio of two cumu

lative variables, namely the total time the station stayed idle divided 

by the total simulation time. 

A second method would be to have a series of ~ independent runs of, say, 

one week, instead of a single run of eight weeks. The runs would be made 

independent by restarting the simulation after the end of each run, and 

using a different random stream each time. This method would solve the 

problems discussed above, because then it would be possible to measure 

the uncertainty associated with all the variables being measured. 

Each run would contribute a single value to the calculation of the mean 

and variance, viz. the mean value of each run, and the use of different 

random streams would guarantee independence of the samples. The sample 

size would be the number of runs. The main problem with this method is 

the fact that each time a new run is started the problems of initial 

conditions and stabilization period have to be considered, and this 

could in ceztain cases result in a large amount of information (stabili

zation period) being thrown away, which can be seen as sampling ineffi

ciency. 
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The third method, also called the 'run-subdivision method', consists in 

having a single long run divided into equal periods, such that the mean 

value of each period would contribute a single value to the calculation 

of statistics. With this method, the final condition of a sampling period 

will be the starting condition of the next one, and as a consequence, 

subsequent periods would in principle not be independent. 

Two solutions could be adopted in order to guarantee independence of 

consecutive peri~s. The first would be to make the length of the sub

division periods so long as to render subsequent periods independent from 

each other. Thi~ independence could, and should, always be tested by 

calculating the autocorrelation coefficient in the time series generated. 

The second solution would use a decoupling period between consecutive 

runs, in the same way that the stabilization period is used to render 

the sampling period independent from the initial conditions. 

It is argued, Conway (1963), that the final condition of an individual 

period should be a more reasonable starting condition for the next period 

than one set artificially, and because of that, the decoupling period 

could be smaller than a normal stabili?ation period, resulting in a more 

efficient sampling procedure than the one used by the completely inde

pendent run method, which always starts from an artifiCially set initial 

condition. The main problem with such a method is that the autocorrela

tion tends to vary depending on the system configuration being analysed. 

There is therefore the p~oblem of ensu~ing that autocorrelation is not 

overlooked in certain cases, which could result in a serious overestima

tion of the precision of the results. 
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Apart from the three methods described above, another two have been 

suggested in the literature concerning computer simulation experiments. 

They are both more complex than the previous ones, and do not seem well 

suited for the sort of investigation this project is intended to follow. 

The first one,Conway (1964), is based on the idea of eliminating the 

autocorrelation between observations by performing a linear transforma

tion on the original time series obtained during the experimentation. 

Traditional analysis is then applied assuming the transformed observa

tions are uncorrelated. However, it has been pointed out,Fishman and 

Kiviat (1967), that this procedure throws away a considerable amount of 

information, and that the transformed time series may be inappropriate 

for comparison purposes. 

The second method, Flshman (1967) and Fishman and Kiviat (1967), is 

based on exploitation of the autocorrelation rather than in its elimi

nation. The approach centres on the utilization of spectral analysis on 

the generated time series, with the objective of identifying an interval 

called 'correlation time of the process', which is dependent on the au

tocorrelation properties of the process. The principle of the 'correla

tion time' is based on the assumption that if a process is observed for 

a time interval equal to ~ 'correlation times', then from the point 

of view of the variance of the sample mean, this time series is equiva

lent to collecting n/2 independent observations. By using the 'correla

tion time' together with the total observation interval, one can define 

the number of 'equivalent independent observations' contained in the 

autocorrelated time series, with the objective of calculating the sample 

mean variance. 
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The main problem with this method is the fact that it needs a preliminary 

run for each individual system confio~ration being analysed, with the 
2 

objective of estimating the population variance a • For studies in 

which there are a large number of system configurations being investiga-

ted, such preliminak! runs may become prohibitive. For this reason this 

method has not been considered in this study. Based on the characteris-

tics of the five methods described above and on the characteristic of 

this study, it was felt that only two methods, the independent replica-

tion method and the run-subdivision method, are suitable for conducting 

the series of planned experiments in this study. In order to help decide 

which method to use, a series of pilot runs were made with the objective 

of determining the most efficient and practical method. Efficiency is 

understood as the capacity for generating the requi£ed information, with 

the required precision and with the minimum sampling effort. The descrip-

tion of the pilot runs will be given later on in this chapter, but a dis-

cussion about variance reduction techniques will be conducted first. 

5.2.3.1 - The use of variance reduction techniques 

All the discussions in this chapter have been concerned with the effi-

ciency of obtaining the desired information from the simulation model. 

The main objective is to minimize the sampli~ effort for a given preci

sion of the generated information. Considering this objective, one can-

not fail to analyse the possibility of using some variance reduction 

teChniques in the experimentation with the model. 

Variance reduction t3chniques are statistical methods used witll the 

objective of reducing the variance of the estimated response, through 
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the replacement of the crude 'straight on' sampling procedure by a 

revised procedure. 

Hany variance reduction techniques can be found in the literature about 

sampling procedures, and some of them, like proportional sampling, 

fixed sequence sampling, importance sampling, use 0f concommitant in

formation and control variate, have been analysed by Ehrenfeld (1962) 

to check their efficiency when applied to computer simulation experimenos. 

Kleijnen (1975) however, points out that the adjustments required by 

most of these techniques in order to make them applicable to simulation 

experiments, result in qUite complicated procedures and that they have 

hardly been applied in practice. 

Two other techniques h01,ever, remain very simple when applied ,,0 simula

tion experinents. They are the use of antithetic variates and common 

random numbers (or correlated sampling). 

The concept of antithetic variates, as developed by Hammersley and 

Horton (1956), is based on the idea of generating pairs of negatively 

correlated random variables. The use of antithetic variates in computer 

simulation experiments has become widely accepted, and the most common 

procedure is to generate a pair of runs such that the first run is gene-

rated in the 'normal' way from the random numbers rI' r 2 ••• but its 

companion on the pair is generated 'antithetically' from the complements 

of these random numbers, i.e., from (l-rl ), (1-r2), ••• By doing so one 

hopes to create a ne~ative correlation between the responses of the two 

partner runs. Such correlation decreases the variance of the average 

output of the two runs, since: 
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where ~ and x2 are the output of run 1 and 2 respectively [Kleijnen 

(1975) J . 

If the two runs were independent, cov(~, x
2

) would be zero. Whether 

antithetics indeed create negative correlation in a complicated simu-

1ation cannot be proved. However intuition indicates that negat.ive cor-

relation may be expected. Experiments with various simulated systems of 

moderate cOl'lplexity show that such correlation is created indeed. 

[Kleijnen (1975), EI-Rayah (1973) 1 

Common random numbers can be used when the intention is to simulate and 

compare two or more systems or system configurations in relation to their 

response. By using the same sequence of random numbers for all systems 

being compared, one is comparing them 'under the same circumstances' or, 

statistically speaking, their responses are supposed to show positive 

correlation. Such correlation is desired since: 

var (x - y) = var (x) + var (y) - 2 cov (x.y) 

where x and y are the response of systems 1 and 2 respectively. This 

variance reduction technique is widely used in practice and Conway (1963) 

strongly recorunended its use by saying:"The use of a common sequence to 

test all alternatives appears the most important single procedural 

question in simulation and can very well mean the difference between 

feasibility and impossibility:' 
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5.3 - Selection of samplin~ procedure 

The previous paragraph has listed a number of sampling methods, together 

with some variance reduction techniques. 

Because of practical considerations only two sampling methods and two 

variance reduction techniques will be considered. Basically two questions 

are examined: 

a) whether to use completely independept runs, or the run subdivi

sion method of sampling; 

b) whether to use any of the variance reduction techniques. 

Considering the characteristics ef the study, which will compare a series 

of different operation rules and system configurations, it was decided 

that the variance reduction technique of common ra~dom numbers should be 

used, independently of the sampling method chosen. The arguments for its 

use have already been strongly justified in the last paragraph. 

In relation to the other variance reduction teChniques, the use of anti

thetic variates seems the most useful, and practical, for utilization in 

this study. To check its effectiveness a pilot study will have to be made, 

in which the following four sampling procedures will be compared: 

i) to have ~ samples, from completely independent runs; 

ii) to have ~ samples, usip~ the run subdivision method; 

iii) to have n/2 samples, from antithetic pairs of completely inde

pendent runs; 

iV) to have n/2 sanples of antithetic pairs, using the run sub

division method. 
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Apart from helping to decide upon the choice of the sampling procedure, 

this pilot study will give information about the relationship between 

sample size and statistical precision, for this particular problem. 

5.3.1 - Preliminary ~onsiderations concerning the pilot runs 

Before describing the pilot study design and discussing its results, 

some preliminary considerations have to be maCe. These considerations 

relate to sample size, the length of a run, and the problem of statis

tical independence of the samples. Depending on whether completely in

dependent runs, or the run subdivision method is used, the approach to 

the problems will differ. 

Problems which arise when using completely independent runs are quite 

simple. The main concern should be about the stabl1ization period which, 

if overlooked, could result in bias being introduced to the final results 

by the initial conditions. This problem has been fully discussed in para

graph 5.2.2 and it was concluded that by using a modified 'empty and 

idle' starting condition, eliminating the data corresponding to the first 

twenty full orders (two hundred and sixty jobs), and only then starting 

to gather valid statistics, it would be reasonable to assume that no 

significant bias would be transmitted to the output variables. 

The decision on the length of each run has to be made in the light of 

conflicting factors: if the length is too small, the probability of bias 

(from the initial condition) being transmitted to the final outputs is 

increased. On the other hand, as the length of runs increases, there is 



-142-

a tendency for a decline in the efficiency of the antithetic variates, 

because the chance of the simulated elements getting out of sequence 

increases. There is also a need to consider the relationship between 

the-length and number of runs. For a fixed sample effort (run length * 

number of runs), an increase in run length results in a decrease in 

the number of runs. 

The main consequence of this is the decline in the number of degrees of 

freedom available for calculating the precision of the estimate, which 

increases the chance of a Type 11 error when using statistical tests. 

The main problem with the run subdivision method, apart from the previous 

ones, is the autocorrelation which tends to exist among sUbsequent sam-

pIes. 

In order to make sure that autocorrelations are not overlooked, they 

must be estimated. The only way of doing this is by generating a series 

of outputs from the model and analysing them as a time series from which 

the autocorrelation coefficients of lag 1 to K are calculated and plotted 

as a correlogram. 

Kendall (1966) says about serial correlations: 

"For series which are not random there will be dependencies of one kind 

or another between successive terms. One very useful measure of this 

effect is the product moment correlation between successive observatio~s. 

Given ~ values ~, u2 ' 

lag 1 is defined by: 

... u , the so called serial correlations 
n 

of 
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n-1 1 .., u.) 
_-- U 1. 
. n-1 1.=1 

r 1=[·~1-n---::1--;{--'·'--:;-1-n---:::1--::}-;::2--:1;---n--:1;-;{""'---:;-1--:::n--1:;--~}-;2::-=];--:::1/-';::2 ••• 5.5 
--1: u---l::u --t u --- tU 
n-1 i=1 i n-1 1.=1 i n-1 i=1 i+1 n-1 i=1 i+1 

Likewise the serial correlation of lag K is the correlation between 

pairs of K ~nits apart, viz. , 

1 n-k 
- Il . n-k 1.=1 

1 
(u.- --1. n-k 

u ) 
1. 

n-k 
(ul.+k- n~k i~1 ui +k ) 

1 
n-k 

n-k l' n-k • 21 112 ••• 5.6 

i~1 {ui +k - n-k i~1 ui +k} J 

In practice (and'also for theoretical convenience) l.t makes for simpli-

city to modify these definitions to some extent. 

Instead of measuring the first (n-k) u's about their mean, we may 

measure about the mean of the whole set of observations; and sl.milarly 

for the values at the end. Sl.milarly, instead of taking separate vari-

ances in the denominator, we may use the variances of the whole series. 
n 

Thus, writing il for i~1 ui/n we may put: 

1 n-k 
E (u - il) (u. k - il) n-k i=1 1. 1.+ 

r k= 1 n (u. -)2 
11 - u n 1.=1 1. 

••• 5. 7 

For series of moderate length the differencebei:ween the two formulae is 

negligible. However for short series, where exactitude is necessary, 

we should be careful not to use 5. 7" 
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5.3.2 - Analysis of autocorrelations 

Because of the necessity of measuring the autocorrelation, a preliminary 

run was made, with the objective of studying the effect of different pe

riod lengths on the ~utocorrelation coefficients. For a given total run 

length the number of periods (samples) can be varied, with a consequent 

variation in the period length. It is logical to expect that smaller 

periods will generate more correlated values than longer periods. To 

check that, correlograms corresponding to different period lengths were 

plotted. 

By carefully selecting values for the period lengths, it is possible to 

obtain all the information from a single run. However it was considered 

wise to replicate the run using different random streams. Four replica

tions were used and compared. The following lengths and number of periods 

were chosen for a total run size equivalent to the departure of six 

hundred full orders from the system: 

No. of periods 

120 

60 

30 

20 

15 

period length 

5 

10 

20 

30 

40 

For each of the five period lengths the autocorrelation coefficients 

were calculated and correlogramsplotted. Because the objective at this 

point was only to have an insight into the behaviour of the process, in 

relation to the autocorrelations, it was thought that exactitude was not 
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necessary, and so, formula 5.7 instead of 5.6 was used for the calcu-

lation of the autocorrelation coefficients. 

All correlograms present a wild fluctuation, jumping from negative to 

positive values and vice versa, very quickly. They also reveal a con-

siderable influence of different random number streams on the model's 

behaviour. All this indicates a strong random component in the process, 

confirming the lmpression obtained in paragraph 5.2.2. 

However, it was found that for small period lengths, the autocorrelation 

of at least lag 1 was always very high, but that it decreased when the 

period increased, being negligible for period lengths of 30 or more. 

In figures 5.9 to 5.13, correlograms corresponding to period lengths of 

5, 10, 20, 30 and 40 respectively, are plotted. They correspond to one 

of the replications, and are a good example of the pattern of the corre-

lograms generated by the process. 

In the light of such observations, a decision can now be made in rela-

tion to period lengths for the run subdivision method. 

It seems reasonable that if a period length large enough is used, the 

autocorrelations between periods can be discharged as insignificant 

when assessing the sample mean variance. It is always possible to take 

them into consideration by using the following expression, 

var. 
n-l 

l: 
1=1 

••• 5.8 



Where S2 = sample variance 

n = sample size 
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r k = autocorrelation coefficient of lag k 

However it looks as if there is no need to use this expression, at 

least for the moment, if a reasonably large period length is used. 

5.3.3 - Pilot study - Selection of a samplin~ nrocedure 

Using the results from the previous paragraph it is now possible to 

design a pilot study with the objective or comparing the efficiency 

of the four sampling strategies mentioned before. 

Sixteen experiments in total were conducted, four for each sampling 

strategy. 

For all cases the same initial conditions and non-sampling periods, as 

described in 5.2.2, were used. Th8 systeN configuration used was 

(FIFOlill, a = 85, b =16, c = 27, d = 1600, e = 00 , f = 1), the length 

of each individual period (or run, for the case of independent runs ) 

chosen was equal to 150 departures of orders from the system, and the 

number of periods (or runs) made equal to 6. The reason for the choice 

of 150 and 6 respectively for period length and number of samples, is 

due mainly to computation time ana other practical considerations. 

The choice of 150 for the interval length will also guarantee inde

pendence between samples for the case of the run SUbdivision method, 

as well as guaranteeing that no significant bias will be transmitted to 

the final output by the initial conditions, in the case of independent 

runs. 
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Experiments 1 to 4 were used to test the efficiency of completely inde-

pendent runs. The four experiments differ only in respect of the ran~om 

streams used. Each one consists of six completely independent runs, each -
run having a non-sampling period equivalent to twenty departures, follow-

ed by a sampling period equivalent to one hundred and thirty departures, 

giving a total of six independent samples. Experiments 5 to 8 were used 

to assess the efficiency of the run subdivision method. As in the previous 

series, they differ only in respect of the random streams used. Each 

experiment consists of a single long run, equivalent to the departure of 

nine hundred and twenty orders from the system, split in one non-sampl-

ing period of hrenty departures (stabilization period), plus six sampl-

ing periods of one hundred and fifty departures. At the end of each 

sampling period, the mean value of the outputs for that period is calcu-

lated and recorded as a sample Xi' and a new random number stream is 

selected as this seems to enhance independence behreen periods and 

precision in the estimation of the real mean. 

Experiments 9 to 12 were designed to test the efficiency of antithetic 

variates when used in conjunction with completely independent runs. 

As in previous cases, the experiments differ from each other in respect 

to random number streams. 

Each experiment consists of six runs, made up of three antithetic pairs 

of runs. Each pair is obtained by having a 'straight sampling' run 

followed. by an antithetic run. 

If the 'straight' sample uses a random stream rI' r 2 , r
J 
•.• the antithe

tic run will use a stream (1 - r l ), (1 - r 2), (1 - r
J
), •.• Each pair 

contributes a single value for the calculation of the sample mean 

variance, this value being the average of the pair. 
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Experiments I) to 16 were designed with the objective of testing the 

efficiency of antithetic variates when used in conjunction with the run 

subdivision method of sampling. 

As in all previous cases, the four experiments differ only in relation 

to random number streams. All four experiments consist of two long runs, 

each having a total length equivalent to the departure of four hundred 

and seventy orders, split in one non-sampling period of twenty departure 

plus three sampling periods of one hundred and fifty departures. 

At the end of each sampling period, the mean value of the outputs for 

that period are calculated and recorded, and new random number stream 

selected. After the last sampling period is terminated an antithetic run 

is started from the original initial condition. This run uses random 

streams which are the complement of ___ the ones used in the previous runs. 

If the nth sampling period, of the original run used the stream rI' 

r 2 , ••• £n' the ~ sampling period of the antithetic run will use 

the stream (1 - r l ), (1 - r 2), ••• (1 - rn). 

At the end of the antithetic run, the outputs of equivalent periods of 

the t;TO runs are averaged, giving rise to ) pairs of antithetic samples. 

If the outputs from the original run are ~, x2 ' and x)' and the outputs 

from the antithetic run are Yl' Y2 and Y)' the) resulting samples will 

be given by ( Xl + Yl)/2, (x2 + y2)/2 and (x) + Y)/2. 

This procedure has a pitfall, concerning the '~Y in which the antithetic 

pairs are generated. 

As the length of run inc~ases,the effectiveness of the antithetic pro-

cedure tends to decline, because of the increased chance that the elements 

being simulated will get out of sequence. 

The consequence of elements getting out of sequence is a decline in the 

negative correlation between the antithetic samples. 
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A procedure used by El-Rayah (1973) seems more efficient. It consists 

of making sure that each period from the original run, and its corres-

ponding antithetic companion will have exactly the same initial condi-

tion. This is obtained by a process of dumping and later reinstating 

the initial conditions of each period of the original run. Unfortuna-

tely this procedure was not used in this study because of practical 

considerations. An application package (eSL), with its own 'internal' 

variables wa<; be~g used and this made it extremely difficult to dump 

and reinstate the conditions of the simulated system. 

The execution of the sixteen experiments has generated the necessary 

information for assessing the relative efficiency of the four sampling 

strategies. For each strategy four independent values of the sample 

mean, standard error, and relative standard error were calCulated. 

The efficiency of each method is measured by the average of the relative 

standard error, over the four independent estimates. The relative stan-

dard error is given by 

RS- = S- / X x x 
and measures the relative dispersion of the mean. 

The results given in table 5.1, show that the most efficient method of 

sampling would be to use antithetic pairs of completely independent runs. 

This method proved to be 1.8 times more efficient than the run subdivision 

method with antithetics, and more than 3 times as efficient as the other 

two methods. 

The use of antithetics on the other hand proved to be almost twice as 

efficient as the 'straight' sampling for the run subdivision method and 

more than 3 times as efficient as the 'straight' sampling for the case 
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of completely independent runs. 

The experiments also gave information about the level of precision which 

can be expected if three pairs of antithetic runs are used. 

It was felt that in order to combine the advantages of precise estimate 

of the mean and narrow confidence intervals, the ~umber of samples 

should be increased. 

Based on these results a sanpling procedure was desio~ed which consists 

of six independent pairs of antithetic runs. All runs start from the same 

initial condition, as described in 5.2.2, have a non-sampling period 

(stabilization) equivalent to the completion of twenty full orders, 

followed by a sampling period equivalent to the completion of another 

one hundred and thirty orders. 

After deciding on the sampling procedure, a final test was made in order 

to check whether it would give a precise estimate of the mean, without 

any bias. The simplest lm.y of checking that is to have two sets of 

experiments, in lmich the run length is varied, and then to apply a 

statistical test to check uhether there is any significant difference 

betneen the two estimates. The result of two sets of experinents, both 

using the same sampling procedure as described above, were comrared. 

One experiment used run lengths of one hundred and fifty orders and 

the other run lengths of one hundred orders. The difference in sample 

mean betneen the hro were compared, through a! test on the paired 

samples, and no significant difference could be found. For details of 

the t test see table 5.2. 
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The results confinn that the estimates that will be obtained by using 

the chosen sampling procedure will satisfactorily represent the real 

parameters. 

~-----------------------------------j 
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5.4- Summary 

This chapter discusses the tactical problems involved in computer si-

mulation experiments, and describes in detail how a decision was 

reached in choosing the best sampling strategy. Al~lysis of pilot 

studies yielded information .mich helped to decide the initial condi

tions and stabilization period. 

Four sampling strategies have been tested, and it was found that the 

most efficient method would be to use independent pairs of antithetic 

runs. It was also shown that the use of variance reduction technique, 

known as antithetic variates greatly enhances the efficiency of 

sampling. 

Finally a decision was made to utilize the following sampling procedure 

for the experiments in .mich the inventory system is not in operation: 

(i) Start simulation from an 'empty and idle' initial condition, as 

described in 5.2.2. 

(ii) Consider a stabilization period equivalent to the completion 

of twenty full orders (two hundred and sixty jobs), and discard 

the information obtained during this period; 

(iii) After the twentieth order has been completed, start sampling, 

and continue to do so until another one hundred and thirty 

orders have been completed; 

(iv) After the completion of the one hundred and fiftieth order, 

restart the simulation from the original initial condition, and 

use an antithetic stream of random numbers. Follow the same 

procedure as in the first run. 



-153-

(v) After the antithetic run has been completed, return again to 

the original initial condition and have a new run similar to 

the first one, but using a completely fresh set of random 

numbers; 

(vi) Repeat the procedures as from item (iv) until twelve runs 

have been obtained. 



Table 5.1 - Comparison of sanp1ing strategies in terms of confidence in 

the estimation of the mean. 

STRA om:; res X S-x s- I X x 

1 Six independent runs G.82 1.380 0.1962 

2 Six samples from continuous run 6.93 1.482 0.2080 

3 Three independent pairs of antithetics 6.88 0.420 0.0610 

4 Three pairs of antithetics from 6.78 0.760 0.1120 
c i u u run 

Table 5.2 - Student 1 test on the difference of the sample mean values 

of runs with different lengths. 0 

RUN LENGTH 
100 ORDERS 150 orders 

DIF'Fi':REIlCE 
, 

RESULTS 

Xl X
2 

d i = \ - X2 

7.37 7.12 0.25 

6.51 6.66 -0.15 

7.15 6.81 0.34-

6.05 5.99 0.06 

6.43 6.43 0.00 

6.92 7.01 -0.11 

d = 
l: d i 

= 0.065 2 l: (~i-d)2 
0.03818 Sd = = 

6 S 

d- ]Jd 
t rn = 0.8142 ts ,Cl,90 1,476 

s 
Sd 

t· > t 



-- independent statistics 
---- cumulative statistcs 

------------ .... "--

3 5 7 9 11 13 15 H 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 

no. of simulation periods 

FIGURE 5.1 

AVERAGE NUMBER OF JOBS IN QUEUE VS. LENGTH OF RUN 
(one simulation period is equivalent to the completion of ten orders) 
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FIGURE 5.3 

PERCENTAGE OF LATE ORDERS VS. LENGTH OF RUN 
(one simulation period is, equivalent to the completion of ten orders) 
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FIGURE 5.4 

TARDINESS INDEX OF ORDERS VS. LENGTH OF RUN 
(one simulation period is equivalent to the completion of ten orders) 
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EFFECT CAUSED BY DIFFERENT INITIAL CmmITION ON THE CUMULATIVE STATISTICS 
(one s~ulation period is equivalent to the completion of ten orders) 
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CHAPTER 6 

S'IUDY OF PRIORITY SCHEDULING RULES 



-154-

6.1 - Introduction 

The main Objective of this part of the study is to compare the prior

ity rules in relation to their ability to influence the delivery 

performance of the system. 

The experimental design, as described in 4.3.1, consists of testing 

six prior1ty rules, viz. FIFOB, FIFOMB, SPT, SPTM, SLACK and SLACKM, 

under six different system configurations. Each of the six rules will 

be tested for each of the S1X system configurations, giving a total 

of thirty six experiments. Ear.h experiment will be conducted in 

accordance with the sampling procedure descr1bed in 5.3.3. 

As described in 3.6.2, the model outputs seven variables related to 

measures of delivery perform~~ce. However one of those variables, 

viz. 'standard deviation of delivery delay of orders' w1l1 not be 

used, as it is thought that 'tardiness index of orders' and 'tardi-

ness index of production' are mo~e significant measures of disper-

sion than the standard deviation. The remaining six variables can 

be div1ded into two groups, where the variables of one group are 

'weighted' measures of delivery performance (each order which is 

delivered is weighted by its total batch size) and the variables 

of the other group are 'unweighted' measures of delivery performance. 

In order to faci11tate future references to the measure of delivery 

performance the name of the variables will be shortened in accordance 

with the table below: 
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Variable Short name 

Average delivery delay of order 'order delay' 

Average delivery delay of 'production , 'production delay' 

Percentage of late orders 'orders late' 

Tardiness index of orders 'tardiness of orders' 

Percentage of'productiorrdellvered late 'prcduction late' 

Tardiness index of , production' 'tardiness of production' 

" 

The variables 'orders late', 'production late', 'tardiness of orders' 

and 'tardiness of production' are functions of due-date. As described 

in 3.6.2 the procedure for determlning due dates is based on ,a const-

ant 'lead time', which is fixed at a number D of days. In order 

study the influence of the value of D on the scheduling rules, 

to 

the 

model calculates the values of 'orders late', 'production late', 'tar

diness of orders', and 'tardiness of production' for different values 

of D, equal to eight, ten, twelve, fourteen, sixteen, eighteen and 

twenty days respectively. 

For the sake of analysis the thirty six experiments are divided into 

six blocks of six experlments, where each block consists of the 

results obtalned by applying the six priority rules to a specific 

system configuration. 

As far as the delivery performance is concerned, the priority schedul-

ing rules are compared to each other by the use of graphs and by 

statistical analysis. The graphs are organized by plotting the values 

of 'orders late', 'tardiness of orders', 'production late' and 'tardl-
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ness of production', obtained from each rule, as a function of D. 

This will give a total of four graphs for each system configuration, 

each graph having six curves, where each curve represents the deli

very performance obtained by a particular priority scheduling rule, 

as a function of D. 

The statistical analysis consists of the application of two statis

tical tests to each block of results representing a system configu-

ration. First an 'F test' of analysis of variance is applied to 

the data, with the objective of testing whether or not there is 

any significant statistical difference between the six priority 

rules. The hypothesis and alternate are: 

HO: II 1= II 2= II 3= II 4= II 5= II 6-

Hl : at least two means are not equal 

Where II l' II 2·.·· ••• \l 6 represent the means of some measure of 

delivery performance for each of the six priority rules respectively. 

The statistical tests are applied to all six measures of performance, 

for the case of D equal to eight days. 

The 'F test' is followed by a 'multiple comparison test', with the 

objective of identifying which differences are significant. A number 

of 'multipl~ comparison procedures' are available (Scheffe (1959), 

Tukey (1953), Dunnet (1955», which are based on the construC'tion of 

confidence limits with a specified confidence level. Tukey's and 

Scheffe's methods are designed to allow the comparisons between all 

possible pa~rs of contrasts (differences), while Dunnet's method is 

designed Wlth the objective of comparing all the means against a 
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given control. For this reason the confidence intervals generated 

by Dunnet's method are narrower than the intervals generated 

Scheffe's and Tukey's methods. In view of the objectives of 

stud,}' J it was decided that Dunnet's method should be used, 

by 

this 

such 

that in each test the lowest mean is used as the 'control'. In 

this way it would be possible to test the significance of the 

differences bstween each priority rule and the priority rule which 

had generated the lowest (best) value for a measure of delivery 

performance. For a good reference about b~e applicabLlity of Scheffe 

and Tukey's method see Guenther (1964), Cl). 

Because the sampling method adopted in this study has made use of 

the variance reduct:'on technique, of 'common random numbers', or 

'close replication' (paragraph 5.2.3.1), it is necessary to consider 

the random numbers as a factor (where the number of levels equals 

the number of antithetic pairs{six». ThLS means that instead of a 

one way classification method, a two way classifLcation (or random

ized block) will be used for the statistical analysis. This method has 

the advantage of separating the variance due to the random streams, 

from the variance caused by the differences between contrasts 

{priority rules). {For more detailed description of the two way 

classification system (randomized blocks), see Davies (1958) and 

Guenther (1964) (2». 

Apart from the measures of delivery performance the model also outputs 

all the other measures of internal behaviourwhich were described in 

paragraph 3.6.1. Some of those variables, i.e., 'average number of 

jobs waiting in the queue'; 'average process cycle time'; 'actual average 
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load factor'; 'total demand'; 'total production delivered'; 'machine 

idle time due to setup', will also be used ~n the discussions in 

order to support the results of delivery performance. Rather than 

use the actual values of 'total demand' and 'total production delivered' 

their differences are used as a measure of delivery performance. These 

values are termed 'remaining content on the shop'. 

All the numerical results of the variables used on the discussions 

~~lch follow are presented in appendix 4. 
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6.2 - Presentation of results 

The results of this series of experiments will be presented indivi

dually for each system configuration, both for the graphical and 

statistical analysis. After the individual presentations whLch are 

accompanied by brief comments, the results will be discussed as a 

whole, in order to take into account the overall performance of 

each rule over the six system configurations tested. 

6.2.l~ Results from system confiGUration (I) 

Table 6.1 presents the results of the statistical analysis carried 

out on the data for the six measures of delivery performance. The 

'F test' indicates a statistically significant difference between 

the priority rules, for all the six measures of delivery performance. 

The results also show that FIFOB produced the lowest value for the 

variables 'order delay', 'production delay', and 'tardiness of 

order', and SLACK produced the lowest value for the variables 

'tardiness of order'(together with FIFOB) , 'orders late', 'tardiness 

of production' and 'production late', with the SPT and SPTM 

producing the highest values for all six variables. However 

rules 

when 

the multiple comparLson test was applied to the data it indicated few 

significant differences. Apart from the variable 'order delay', for 

which all five rules are significantly dLfferent from the 'control' 

(FIFOB), the test failed to find any significant differences between 

the rules FIFOB, FIFOMB, SLACK and SLACKM. However it Lndicated that 

SPT and SPTM were significantly different from the 'control', for 

all the six measures of performance. 
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The level of delivery performance with D equal to 8 days was quite 

good for all of the rules. The lowest values for 'orders late' and 

'production late' were respectively 0.76% and 1.11%, while the 

highest values were 2.24% and 7.09% respectively. This 'good' deli

very performance comes as no surprise, as system configuration (I) 

is the most loose (low load factor; low value for setup times; 

large number of moulds; small size for the orders; more favourable 

ratio style/machine) of all configurations. As shown in appendix 4, 

the actual average load factor was around 6E% for FIFOB, FIFOMB, 

SLACK and SLACKM and close to 69% for S1>T and SPTM, which might 

justify their worse performance, as this higher load factor is a 

direct function of a higher 'process cycle time' which was around 

5.15 minutes for the four better rules and around 5.30 minutes for 

SPT and SPTM. The lowest value for the 'remaining content' was pro

duced by FIFOMB, and SPTM, with SLACK and FIFOB producing the 

highest values. 

The curves of delivery performance as a function of lead time D, are 

presented in figures 6.1, 6.2, 6.3 and 6.4 respectively. It should be 

noted that in order to make the curves distinguishable from each other, 

the scales for these graphs have been greatly enlarged in relation to 

graphs for other system configurations. Figures 6.1 to 6.4 show that 

all the four measures of lateness and tardlness decrease in exponential 

manner as D increases. They also show that the relative performance 

between the rules do not seem to be much affected by the value of D. 

FIFOB, FIFOMB, SLACK and SLACKM are always very close to each other 

while SPT and SPTM are always worse than the other four. It should 



-161-

however be pointed out that in such a 'loose' situation no big 

differences between the priority rules should be expected as there 

is plenty of spare capacity and as a consequence any priority rule 

should produce reasonable results. 

6.2.2 - Results from system configuration abc 

Table 6.2 presents the results of the stdtistical analysis carried 

out on the data for the six measures of delivery perform?nce. The 

'F tests' gave mixed results. For the variables 'order delay', 

'tardiness of order', 'orders late' and 'tardiness of production', 

the test indicated a statistically significant difference between 

the rules at 0.01 level. For the variables 'production late' the 

test indicated a statistically significant difference at the 0.05 

level , and for 'production delay' the differences between rules were 

signif1cant only at the 0.10 level. In relation to the individual 

performance of the different rules the results are also mixed. The 

SPTM rule produced the lowest value for the unweighted measures, i.e., 

'order delay', 'tardiness of order', and 'orders late'. In all three 

cases (with the exception of SPT which did not show any significant 

difference) there was a statistically significant difference between 

SPTM and all the other four rules. 

In relation to the weighted measures of delivery performance, FIFOMB 

produced the lowest value for 'production delay' and 'tardiness of 

production', while SPTM produced the lowest value for 'production 

late'. However the multiple comparison test indicated few statistically 

significant differences in all three cases. In the case of 'production 

delay' the only rule significantly different from FIFOMB was SPT, while 
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in the case of 'tardiness of production' SPT and SPTM were the only 

rules significantly different from FIFOMB. Finally, for the case of 

'production late', FIFOB, SLACK and SLACKM Showed a statistically 

significant difference from SPTM. 

It is interesting to note that there was a tremendous deterioration 

of the general level of delivery performance when the system changed 

from configuration (I), to configuration abc (higher load factor, higher 

setup times, and smaller number of moulds). The lowest value for 'pro-

duction late' and 'tardiness of production' (for D = 8) which were 

equal to 1.11% and 0.022 respectively in the case of (I), went up to 

34.09% and 2.598 respectively, in the case of abc. The actual 'average 

load factor', as shown in appendix 4, also went up from around 66% to 

around 78% for FIFOMB and from- around 69% to around 83% for SPT The , 

lowest values of 'remaining content' were prod'JCed by SLACKM and FIFOMB, 

while SPT and SPTM produced the highest values. 

It should be noted that the actual increase in the arrival rate was 

of the order of 33% and so the actual load factor should in princ~ple be 

expected to increase by the same rate. Actually it had a relative in-

crease of only 20%. This can be explained by the reduction in the values 

of 'idle time due to setup' and of 'process cycle time' which in the 

case of FIFOMB ·(and smilarly for all other rules) went down from 6.15% 

and 5.18 min. respectively to 4.58% and 4.58 min., when the system 

changed from configuration (I) to configuration abc. This decrease in 

total setup times (and consequently of 'process cycle time') can only 

be explained by the fact that the decrease in the number of moulds 

(from 42 to 27) had more influence in bringing down the total amount 

of setup than the increase of the mean value of setup time (from 8 to 16 
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min.) had on br~nging it up. This is understandable .men it is 

considered that for system configuration abc, the system had 27 

moulds for 24 stations, while in the (I) configuration the relation

ship was 42 to 24. 

The curves relating delivery performance to lead time D, are shown 

in figures 6.5, 6.6, 6.7 and 6.8 (it should be noted that the scales 

for this set of figures are much smaller than the scales used ~n 

configuration (I)). In general the figures indicate the same expo-

nential like relationship between D and the measures of 

performance, for all the six rules. However it should be 

delivery 

noted that 

SPT and SPTM rules t~nd to lose their advantage over the other four 

rules as the value of D increases. For example, if SPTM is compared 

with FlFOMB ~n terms of 'production late' (figure 6.7), it can be 

seen that for D equal to 8 days, SPTM produced a value of 34.09% 

compared with 38.83% for FIFOMB, i.e., an advantage of 4.74% for 

SPTM. On the other hand when the value of D was 20 days, the advantage 

was reversed in favour of FIFOMB, which produced a value equal to 

5.61%, as compared to 10.30% for SPTM, i.e., an advantage of 4.69% 

in favour of FIFOMB. 

A comparison between FIFOMB, FIFOB, SLACK and SLACKM, indicates that 

their relative performances are not very much affected by the value 

of D. FIFO~iB tends to produce always the lowest values, among the 

four, for delivery performance, although the differences are very 

small and as shown by the case of D = 8 days, not statistically sign

ificant. 
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6.2.3 _ Results from system configuration def 

Table 6.3 presents the results of the statistical analysis carried 

out on the data for the six measures of delivery performance. The 

'F tests' have indicated that apart from 'orders late', all the 

other measures of delivery performance show a statistically sign

ificant difference at the 0.01 level between the priority rules. 

The analysis of individual rules show that FIFOB has produced the 

lowest value for all the six measures of delivery perfOrTIlance. 

However when the multiple comparison test was applied, it fail~d to 

show any statistically significant difference between FIFOB and 

FIFOMB for all six measures of perfonn~~ce. In relation to the other 

four priority rules, they all produced results which were significantly 

different from FIFOB, for the measures 'orders delay', 'production 

delay' and 'tardiness of orders'. In relation to the other three 

measures of delivery performance only SPT and SPTM showed some sta

tistically significant differences from FIFOB. 

When the general level of performance is compared with the results 

obtained from configuration (I) it shows that the jOlnt modification 

of the average size of orders (from 1000 to 1600), of the procedure 

for job splitting (splitting agalnst no splitting), and of the ratio 

between number of styles and nUMber of machines (from 3:2 to 3:1) has 

caused a considerable deterioration on the delivery performance of 

the system for all rules. The values of 'tardiness of production' and 

'production late' for FIFOB, which were equal to 0.035 and 1.97%, went 

up to 0.318 and 12.01% respectively. However, this deterioration in 

delivery performance was much smaller than the one caused by changing 
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from (I) to abc as described in 6.2.2. It is interestlng to note 

from appendix 4 that the total time spent carrying out setups were 

considerably less for the rules which are designed to reduce setup 

time. FIFOMB, SLACKM, SPTM produced respectlvely 5.05%, 4.98% and 

5.21% of 'percentage of time spent setting up' as compared to 

6.30%, 6.29% and 6.51% respectlvely for FIFOB, SLACK and SPTM. 

FIFOB and SLACK produced the lowest values for the 'remaining con

tent', with SPT and SPTM again producing the highest values. 

The curves of delivery performance as function of D are presented 

in figures 6.9, 6.10, 6.11 and 6.12. The curves for all four measures 

of delivery perfornLance show similar patterns, which indicates that 

for this system configuration the value of D does not have much in

fluence on the relative performance of the priority rules. The relative 

rankings of the rules for D = 8 days is maintained when D is varied but 

with SPT and SPTM produclng markedly higher values than the other four 

rules, which produced very close results all the way through. 

6.2.4 - Results from system configuration ace 

Table 6.4 presents the results of the statistical analysis carried out 

on the data for the six measures of delivery performance. The 'F tests' 

again show mixed results, and indicate the existence of statlstically 

significant differences between the rules for the unweighted measures 

of performance, viz. 'order delay', 'tardiness of order',and 'orders 

late', but no significant differences for the weighted measures of 

performance, with the exception of 'tardiness of production' for 
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which there was significant difference at the 0.05 level. The results 

obtained from individual rules show that SPTM produced the lowest value 

for all unweighted measures of delivery performance, and also for 

'production late'. In the case of the two other (weighted) measures, 

viz. 'production del~y', and 'tardiness of production', the lowest 

values were produced by FIFOMB. However when the mUltiple comparison 

test was applied it indicated significant differences between SPTM and 

FIFOB, FIFOMB, SLACK and SLACKM for all unweighted measures, but no 

significant differences between SPTM and SPT. In relation to the other 

measures of delivery performance, the only significant difference was 

for SPT and SPTM in relation to FIFOMB for the 'tardiness of production'. 

When the results of this series are compared with the results obtained 

from system configuration (I) a marked· drop in delivery performance is 

indicated. The lowest value of 'production late' and 'tardiness of pro

duction' changed from 1.17% and 0.022 for configuration (I) to 34.81% 

and 2.398 for thlS system configuration. If these results are compared 

with the results obtained for system configuration abc it shows that 

they are very close to each other. This comes as no surprise as the 

two configurations are very similar, the only difference being the mean 

value of setup times (8 min. in ace, and 16 min. in abc) and the fact 

that 'jabs' are not split in ace. As shown in appendix 4, the difference 

in setup time ie reflected in the values of the 'percentage of 

spent with setting up', which came down from 4.65% to 3.63% for 

time 

the 

case of SPTM when changing from abc to ace, and similarly for the other 

priority rules. In relation to the other measures of 'internal behaviour', 

SLACKM and FIFOMB produced the lowest values for 'process cycle time' and 

actual 'load factor', with SPT and SPTM producing the highest values. Also 
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SLACKM and SLACK have produced the lowest values for the 'remaining 

content', with SPT and SPTM again producing the highest values. Figures 

6.13, 6.14, 6.15 and 6.16 for the measures of delivery performance, 

show a s1mi1ar picture to the corresponding results of figures 6.5, 

6.6, 6.7 and 6.8, which present the results for configuration abc. 

The SPT and SPTM rules tend to lose their advantage oVer the other four 

rules as the value of D increases. The relative results for FIFOB, 

FIFOMB, SLACK and SLACKM are not much influenced by the value of D, 

being in all cases very close to each other, with FIFOMB producing 

the lowest values among tpe four. 

6.2.5 - Results from system configuratlon bdf 

In table 6.5 the results of the statistifa1 analysis carr1ed out on the 

data for the S1X measures of delivery performance are presented. For all 

the six measures, the 'F test' has indicated a statistically significant 

difference among the pr10rity rules, at the 0.01 level. The analysis 

of individual priorlty rules shows that FIFOMB has produced the lowest 

value for all measures of delivery performance but one, viz. 'production 

late', for which SLACKM has produced the lowest value. The results of 

the multiple compar1son test indicate that SPT and SPTM are significantly 

different from the 'control' (SLACKM for 'production late' and FIFOMB for 

the other measures) for all measures of delivery performance; that SLACK 

was also significantly different for all measures but one ('tardiness of 

production'); that FIFOB was s1gn1ficant1y different only for 'order 

delay', 'orders late', and 'production late', and that FIFOMB and SLACKM 

are significantly different only in relation to 'order delay'. 

A comparison between the results obtained for this system configuration 
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and the results for configuration def (which differs from this confi

guration only in relation to the mean value of setup time, 8 min. vs. 

16 min.) and the splitting of the jobs (no splitting vs. splitting), 

indicates that the general level of delivery performance suffered a 

small deterioration, which must have been caused by an increased amount 

of time spent with setting up the machines. This increase is shown by 

the 'percentage of machine idle time due to setup', which went up from 

5.05% to 8.50% for the case of FIFOMB and from 6.51% to 12.00% in the 

case of SPT. It also went up for all other rules, as shown in appendix 

4. It is interesting to note that the difference in the percentage of 

time spent with setting up, between the rules designed to avoid setup 

(FIFOMB, SLACKM and SPTM), and the rules which do not try to avoid 

setup (FIFOB, SLACK and SPT), are relatively large for this system 

configuration. For example, FIFOB and FIFOMB spent respectively 11.26% 

and 8.50% of the total time with setting up. The same effect is true 

for other rules (SPT vs. SPTM and SLACK vs. SLACKM). TI,is effect is 

naturan.y reflected in the mean value of 'process cycle time', and 

consequently on the delivery performance of the rules. In relation to 

'remaining content' SPT and SLACK prod~ced the lowest value with SPTM 

again producing the highest value. 

The curves relating delivery performance to D are presented in figures 

6.17 to 6.20. Figures 6.17 and 6.19 ('orders late' and 'production late' 

respectively) show that the differences between FIFOMB vs. FIFOB and 

SLACKM vs. SLACK, which are considerable for D ; 8 days, tend to 

disappear as the value of D increases. The figures also show that the 

difference between SPTM (and SPT) and the other four rules tend to 

become relatively larger as the value of D increases. A comparison between 
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figures 6.17 and 6.18 against 6.19 and 6.20 respectively show that 

the relative performance of SPT and SPTM against the other four 

rules is much larger when the measures of delivery performance are 

'weighted' (figs. 6.19 and 6.20) by the 'order' batch size. 

6.2.6 - Results fram system configuration abcdef 

Table 6.6 presents the results of the statistical analysis carried 

out on the data, for the six measures of delivery perform~ce. The 

results of the 'F test' indicated a statistically significant cLffer

ence among the rules, for all the six measures of delivery performance, 

at the 0.01 level. The analysis of individual rules show that FIFOMB 

has produced the lowest value for all the three 'weighted' measures 

of delivery performance ('production delay'; 'tardiness of production'; 

'production late') ,while SPTM produced the lowest value for 'order 

delay' and 'tardiness of order', and SPT produced the lowest value 

for 'late orders'. However the results of the multiple comparison test 

showed no significant differences between FIFOMB and SPTM for 'order 

delay' and 'tardiness of order', but indicated a significant difference 

in favour of FIFOMB for the 'production delay' and 'tardiness of 

production'. The results also indicated significant differences for 

FIFOB and SLAC~ for all measures of performance but one, viz. 'tardiness 

of productLon' for FIFOB. In relation to SLACKM the multiple comparison 

test indicated only two significant differences, corresponding' to 

'order delay' and 'orders late'. The results for SPT are similar to 

the results for SPTM, as far as significant differences are concerned. 
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The general level of delivery performance, obtained from this system 

configuration was the worst in relation to the other five configura

tions. This is to be expected as abcdef is the most 'tight' of all 

configurations. The smallest values for 'order delay' and 'production 

delay' which in the case of configuration (I) were equal to 1.83 days 

and 2.94 days respectively, moved up to 6.62 days and 8.43 days 

respectively, when the system configuration ~hanged to abcdef. It 

is also interesting to note the considerable differences in 'process 

cycle time', between the rules which try to avoid settin~ up 

(FlFOMB, SLACKM and SPTM) and the other rules (FIFOB, SLACK and SPT). 

The values of 'process cycle time' for FIFOMB, SLACKM and SPTM were 

equal to 5.04, 5.03 and 5.26 minutes respectively compared to 5.55, 

5.55 and 5.75 minutes for FIFOB, SLACK and SPT. These differences 

which are a direct consequence of the arr.ount of hme spent with setting 

up for each rule, is reflected in the value of average load factor for 

each rule, which vary from a low of 80.92% for FIFOMB, to a high of 

91.46% for SPT. In relation tc the 'remaining content', SLACK and 

FIFOB produced the lowest values, while SPT and SPTM again produced 

the highest values. 

Figures 6.21, 6.22, 6.23 and 6.24 show the results of delivery perform

ances as a function of D for all the six rules. It should be noted in 

figures 6.21, 6.22 and 6.23, how the perfDrmance of the SPT and SPTM 

rules tends to deteriorate relative to the other four rules, as the 

value of D increases. For example, in figure 6.21, if the results of 

'orders late' for SPTM is compared with the corresponding results 

for FIFOMB, it is possible to see that for D = 8 days, SPTM had 23.8% 
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of orders late compared with 31.98% for FIFOMB, an absolute advantage 

of 8.14% in favour of SPTM. However for D = 20 days, the results were 

reversed with FIFOMB producing only 3.84% of orders late as compared 

to 6.02% for SPTM, an absolute advantage of 2.16% in favour of FIFOMB. 

The same effect happens for the weighted measur€s of performance, but itis 

much more accentuated. The results for 'production late' (flgure 6.23) 

are a good example of this. For D = 8 days. the results for FIFOMB 

and SPTM were respectively 41.91% and 44.55% with the multiple compar

ison test failing to find any statistically significant diffe~ence 

between them. However for D = 20 days, the results were respectively 

4.04% and 14.23%,a considerable difference both in relative rold abso

lute terms. 

A comparison between FIFOMB, FIFOB, SLACK and SLACKM show that thGir 

relative performance tend-not to be much influenced by the value of D, 

but the absolute differences tend to decrease with the increase in the 

value of D. 
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6.3 - Discuss~on of results 

The results obtained for the different system configurations are mixed 

as far as the performance of individual rules are concerned. The rela

ti ve performance of the rules is affected by the system configuratj.on; 

by the way in which delivery performance is measured; and by tile va

lue of D (lead time used to fix due dates). However a detailed analy

sis of the d'.ta show some clear points. The first point to be noted 

is the consequences of incorporating in the priority rules the proce

dure for reducing the amount of time spent in setting up. Com

parisons between FIFOB vs. FIFOMB, SLAO< vs. SLACKM, SPT vs. SPTM 

indicate that in general the introduction of the procedure for re

ducing the amount of setup time is beneficial to the performance of 

the priority rules. Take, for example, the results of tables 6.1 to 

6.6, for FIFOMB and FIFOB. From there, it is possible to see that 

for the 36 results of delivery performance (six system configuration 

X six measures of delivery performance), FIFOMB produced lower values 

than FIFOB on 25 occasions, while FIFOB produced lower values than 

FIFOMB on 11 occasions. All the 11 occasions however happened for 

system configurations (1) and def, which because of their 'slackness' 

produced very small absolute differences between rules. For example, 

for system configuration (1), the differences ~n favour of FIFOB are 

0.11 days for 'order delay'; 0.06 days for 'production delay'; 0.008 

for 'tardiness of order'; 0.013% for 'orders late'; 0.07 for 'tardiness 

of production'; and -0.16% for 'production late'. The application of a 't' 

test on these results (table 6.7) failed to find any significant differen

ces at the 0.01 level. On the other hand, the differences in favour of 

FIFOMB are much more significant. For example, for system conf~guration 
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abcdef, the differences in favour of FIFOMB are 1.05 days for 'order delay'; 

0.98 days for 'production delay'; 0.59 for 'tardiness of order'; 6.72% 

for 'orders late'; 0.65 for 'tardiness of order' and 5.52% for 'pro

duction late'. A 't' test applied to those differences indicated that 

they are all significant at the 0.01 level (see table 6.8). 

Identical comparisons made between SLACK and SLACKM and SPT and SPTM 

gave similar results. SLACKM produced 25 better results than SLACK 

and SPTM produced 31 better results than SPT. It should be noted from 

figures 6.1 to 6.24 that the etfect of D on the above differences is 

mainly in reducing their absolute values, but basically maintaining 

the pattern obta1ned for D = 8 days. In relation to the measures of 

internal behaviour FIFOB, SLACK and SPT consistently produced the 

highest values for the 'idle time due to setup' and 'process cycle 

time', the only exception was for configuration (I), where all rules 

produced similar results. As far as the 'remaining content' is con-

cerned, there is no clear difference between the two groups of priority 

rules. 

A secon~ point to be observed relates to the relative behaviour of 

FIFOMB, SLACKM and SPTM (similarly FIFOB, SLACK and SPT). A close 

exarninat10n of figures 6.1 to 6.24 show that the behaviour of FIFOMB 

and SLACKM are very similar for all configurations, while the behav10ur 

of SPTM is quite distinct from the other two. The relative performances 

of FIFOMB and SLACKM do not appear to be influenced by the value of D 

(there is no substantial 'crossing' between them), but the performance 

of SPTM in relation to FIFOMB and SLACKM is clearly influenced by the 

value of D. This effect can be seen most clearly in figures 6.7, 6.15, 

6.17, 6.21, 6.22 and 6.23, where the in1tial advantages of SPTM over 
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the other rules are reversed as the value of D increases. This charact-

eristic of SPT rule is in accordance with the results obtained from 

previous stud~es o~ priority rules in more trad~tional job shop and 

batch manufacturing systems (Conway and Maxwell, 1962; Eilon and 

Coterill, 1968; Oral and Malouin, 1973), which indicated that SPT 

rules tend to generate distributions of throughput times with high 

variance and skewness. 

Another important point to be discussed refers to the relative 

efficiency of the priority rules in terms of performance. Because of 

the observat~ons made before which indicated the advantage of FIFOMB 

over FIFOB, SLACKM over SLACK, and SPTM over SPT, the compar~sons 

will concentrate on the relative performance of FIFOMB,SLACKM and SPTM. 

From the results of individual system configurat~ons it was shown that 

depending on the measure of performance, the system configuration and 

the value of D, the relative performance of SPTM ~n relation to FIFOMB 

and SLACKM would vary markedly. In general it can be said that SPTM tends 

to perform better for the unweighted measures of performances 'order de

lay' and 'orders late', and perform part1cularly~ly in terms of the 

'weighted' measures of delivery performance 'production delay' and 'tardi

ness of production'. A good example?f th~s can be seen in the cases of 

system configurations abc, ace and abcdef. On these three occasions, with 

a single exception(abcdef;'order late'), SPTM produced the lowest values 

among all six rules for 'order delay','tardiness of order' and 'order late' 

in the case of D = 8 days. However when the 'weighted' measures, 'product

ion delay' and 'tardiness of production' are considered, 1t can be seen 

that SPTM has produced the second highest values in all cases ~th one 

exception, v~z. 'production delay, abc. The performances of 
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FIFOMB and SLACKM are in general very similar, with FIFOMB produclng 

lower values than SLACKM. If their results (in tables 6.1 to 6.6) are 

compared it can be seen that FIFOMB produced lower results than SLACKM 

on 33 occasions out of 36. However the differences between them are 

in general very small and as far as the multiple comparison tests are 

concerned, very few are significant. It should be observed from figures 

6.1 to 6.24 that although the absolute dlfferences between FIFOMB and 

SLACKM tend to decrease when D lncreases, there is in general no 

reversion of the relative performance of the two rules. 

In order to have a more clear picture of the relative performance of 

the rules two furthcc analysis were made on the delivery performance 

data. The first analysis consisted of comparing the rules in relation 

to their average performance over the six system configurations. In 

table 6.9 the average results of each rule for each of the six measures 

of delivery performance, for D = 8 an~ 20 days, are presented and 

each rule is ranked in accordance with the results obtained. The results 

confirm the observations made before. 

For D equal 8 days, SPTM produced the lowest average result for the 

unweighted measures of performance 'order delay', 'tardiness of order' 

and 'orders late', while FIFOMB produced the lowest values for the 

'weighted' measures of delivery performance 'production delay', 'tardi-

ness of productlon' and 'production late'. In all cases SLACKM c~e 

behind FIF0MB, although very close in most cases. For D equal 20 days, 

the advantage of SPTM was reversed in favour of FIFOMB, which produced 

the lowest value for all measures of delivery performance. It should 

be noted that although the absolute differences between rules for D 

equal 20 days are very small, it helps to accentuate the pOlnt about 
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the SPTM (and SPT) losing its advantages over FIFOMB and SLACKM as 

the value of D incre?ses, Which again confirms the tendency of SPT 

rules to generate highly skewed distributlons of throughput times. 

The second analysis conslsted of computing from the data of tables 

6.1 to 6.6,' the number of stahstically signiflcc>nt differences that 

each rule had from the lowest value (control on the-multlple compar-

ison test). In order to make the analysis more expliclt the total 

number of significant differences for each rule was broken drrwn into 

two groups, corresponding respectively to the 'weighted' measures of 

delivery performance, and the 'unweighted' measures of delivery 

performance. The results of this analysis were plotted in figure 

6.25, and they show that for the 'weighted' measures of delivery 

performance there was not a single significant difference for FIFOMB, 

While SPTM had 13 out of a maximum of 18 (three measures of perform

ance vs. six system configurations), and SLACKM had only one signifi

cant difference. For the unweighted measures SPTM had 7, FIFOMB 8 

and SLACKM 12 signiflcant differences out of a maximum of 18. Flgure 

6.25 also shOWS the total number of significant differences for the 

total of the six measures, Which is the result of the addition of L~e 

previous two histograms. 

To comp~ete the discusslon about the performance of the priority rules, 

a few comments should be made about the overall effects of the lndivi

dual priority rules on the varlables of internal behaviour. To help 

the discussions, the results for the variables 'average number of jobs 

waiting in the queue'; 'average process cycle tlme';'average load 
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factor'; 'machine idle time due to setup' and 'remaining content' 

were averaged over the six system configurations and the final results 

are presented in table 6.10. The first point to be observed is that 

there is a direct relationship between the values of 'machine idle 

time due to setup' and the values of the variables 'process cycle time' 

and 'actual load factor'. This relationship is due to the way in 

which those variables are defined and calculated (see paragraph 

3.6.1). This relationshLp is confirmed by the results of table 6.10, 

which show that the relative rankings of all the priority rules 

those three variables are the same. For example, it can be seen 

for 

that 

SLACKM has produced the lowest values among all rules for all the three 

variables, whLle SPT produced always the highest value for the same 

variables. The same pattern LS maLntaLned for all the other four prior

ity rules. It is therefore possible to concentrate the discussions on 

one of the above three variables, VLZ. 'idle time due to setup', as 

the observations which will be made are also valid for 'load factor' 

and 'process cycle time'. 

The results in table 6.10 show that SLACKM, FIFOMB and SPTM, in this 

order have produced the lowest values for 'idle time due to setup', 

while SPT, SLACK and FIFOB have produced the highest values. It should 

also be noted from the data of appendix 4, that the ranking of individual 

rules in respect to the above variable, is not much Lnfluenced by the 

system configuration. FIFOMB and SLACKM consistently produced the two 

lowest values throughout the six configurations, while SPT has always 

produced the highest values. A second variable of internal behaviour LS 

the 'remaining content'. From the results of table 6.10 it can be seen 
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that SLACKM and SLACK have on average produced the lowest value for 

it, with FIFOMB and FIFOB producing slightly higher values than the 

former two, but with SPT and SPTM producing results which are consider-

ably higher. A close look at the data ~n appendix 4 indicates that 

the relative performance of the priority rules in respect to this 

variable is influenced by the system configuration. 

The last variable of internal behaviour to be considered ~s the 

'average number of jobs waiting in-queue'. Results from appendix 4 

show very clearly that the relative ranking of the rules in relat~on 

to this variable is not influenced by the system configuration. In 

all six configurat~vns tested SPTM produced the lowest values, followed 

closely by SPT. After them followed FIFOMB, SLACKM, FIFOB and SLACK in 

th~s order. This capacity of SPT rules for reducing the number of 

jobs waiting in the queue confirms results of previous research on 

priority rules. However while in traditional job shop or batch manufactur

ing systems, the number of jobs in queue can be related to the amount of 

work in process, this is not so in this system which has a single queue. 

Therefore the fact that SPTM is able to reduce the 'queue s~ze' is not 

much advantage in practical terms. 

In view of all reported results and analysis it is possible to conclude 

that FIFOMB seems to b~ the most appropriate of all the six priority 

rules, as far as this class of production system is concerned. Th~s 

conclusion is even more strong if one considers that the weighted 

measures of delivery performance are more relevant than the unweighted 

measures, as they take into consideration not only the number of 
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orders delivered, but also their intrinsic value, Which is represented 

by their batch size. Finally it should be pointed out that from the 

practical point of V1ew FIFOMB has the advantage of being much easier 

to operate than both SLACKM and SPTM. This can be a significant aspect 

in the case of real production systems, particularly those Which do 

not have a sophisticated production control department. The FIFOMB 

was therefore selected for the next two series of investigations. 

A final comment should be made about the relationship between the 

results obtained in this study and the results obtained in other 

studies of priority rules, and Which have been reported in the litera-

ture. The f1rst point to be stressed is that compar1sons with results 

from other sbudies W111 be difficult because of the large dissimila-

rities between the characteristics of this class of production system 

and the characteristics of the models used by other authors in analys-

ing priority rules. Among the most strik1ng dissimilarities are 

the facts that most authors analysed priority rules for production 
, 

systems in Which machines can only process one job at a time, jobs 

heVel"have to wait for tools, and job arrival and del1very are independ-

ent of other jobs. Most of the models (Eilon and Hodgson, 1967, is one 

exception) also considered that jobs require multiple operations Wh1ch 

are executed on different mach1nes. Another dissimilarity between models 

relates to the way in which due dates are fixed. Most of the authors 

who considered due dates in their models used a method for fixing due 

dates which is based on the work content or the number of operations 

required for each job, While in this study due date is based on a 

fixed 'lead time', Wh1ch (within certain limits) is independent of 

the characteristics of the jobs. 
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In spite of this large number of differences, some comments can 

still be made. Firstly, when the results obta1ned in this study for 

SPT (SPTM) rules are compared with the results ~eported by other 

authors, it is possible to note some similarities, as far as the 

'unweighted' measures of delivery performance are concerned. For 

example, Ei10n and Coteri11 (1968) have found that for a classical 

hypothetical job shop, without setup times, end due dates fixed as 

a function of the jobs' work content, the SPT rule (which they 

call SI) performs well in reduc~ng the mean throughput tL~e of 

jobs, but falls behind with respect to variance of throughput times. 

It also performs well in terms of average delay but not so well 

in terms of variance of missed due dates. They also found that the 

performance of priority rules becomes increasingly pronounced as 

the load ratio increases. Ei10n and Hodgson (1967) also reported 

the results for the SPT rule in a single operation system, consisting 

of two identical machines, which d1d not require setting up. They 

concluded that the SPT rule appeared to m1nimize among other variables, 

the mean throughput times and the average queue length, but as expected, 

it had a clear effect in delaying ]otswith long estimated processing 

times. Other authors like Elvers (1973), Oral and Ma10uin (1973), 

Wilbrecht and Prescott (1969), Ho11ier (196B), have also analysed the 

SPT or SPT based rules for typical batch or job shop systems, with 

different characteristics, and they all found that in general the SPT 

based rules tend to perform well in respect to mean individual delay 

and number of jobs late, but tend to perform badly in terms of tardi

ness based criteria. It should be pointed out that none of the above 

authors seem to have used any 'weighted' measure of delivery 
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performance which take account of the order's batch size. In this 

study it was shown that the advantages of SPTM (and SPT) rules in 

reducing the average delay of order (mean throughput times) can be 

reversed in favour of other rules (FIFOMB, SLACK}i) if individual 

jobs (orders) are weighted by their batch sizes. 

One conclusion of this study which does not agree with other studies 

(one exception is Wilbrecht and Prescott (1969)) is the clear advant

age of the rules which are designed to avoid setup time, over the 

rules which do not try to avoid setup times. The dLsagreement is 

understandable when one considers the characteristic of the machines 

used in this study with their multiple stations, which means that 

each setup executed in one station affect all the other jobs on the 

other stations, giving a greater dimension to the importance of setup 

times. 

Another point of disagreement with other studies relates to the results 

obtained by SPT and SPTM in relation to the variable 'remainLng content'. 

-Hollier (196S) ,for example, used a measure called 'remaining work 

content', and found that SPT based rules tend to minimize this variable. 

In this study it was found that SPT and SPTM did particularly badly in 

relatLon to the variable 'remaining content'. The reason for the 

differences in results might be due to the way in which 'remaining 

content' is calculated in this study as compared WLth the other study. 

While in that study 'remaining work content' is calculated as the amount 

of work left Ln the shop for processing, in this study, 'remaining 

content' means the sum of the work still to be processed plus the work 

('jobs') already completed but unable to be delivered because of the 

state of incompleteness of the 'order' of which each 'job' is a part. 
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Finally, it is stressed again that it is difficult to make meaningful 

comparisons because of the great dissimilarities between the systems 

being compared. 
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6.4 - Summary 

In this chapter six priority rules, viz. FIFOB, FIFOMB, SLACK, SLACKM, 

SPT and SPTM were compared primarily in relation to their ability to 

improve the delivery performance and also in relation to their effect 

over some of the system's internal variables. 

The measures of delivery performance used included average delivery 

delay, percentage of orders delivered late, and tardiness indexes. The 

values of those three variables were calculated for both weighted, 

and unweighted cr~ter~a, where the weight was given by the batch size 

of each order.The measures of tardiness and percentage late which 

are dependent on the due date, were calculated for different values of 

due dates, which were obtained by varying the value of the lead time 

used to determine the due dates. 

An experimental design was used such that each rule was tested over 

six system configurations, obtained by the joint variation of six 

parameters of the system. These system configurations represent a 

sample of the total 64 system configurations which would be obtained 

by a full factorial design. 

The results of the 36 experiments indicated among other th~gs the 

advantages of the priority rules designed to avoid setup times (FIFOMB, 

SLACKM and SPTM) over the rules which do not avoid setup times (FIFOB, 

SLACK, SPT). The results also indicated that SPTM rule tends to produce 
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better results for the unweighted measures of delivery performance, 

'average delivery delay of orders', and 'percentage of orders deli

vered late', and for tight due-dates. However it tends to lose its 

advantagesoverthe other rules (mainly FIFOMB and SLACKM) when the 

due date is more 'loose'. In the case of the weighted measures of 

delivery performance, SPTM (and SPT) tends to perform particularly 

badly, while F~OMB tends to perform well. 

The variables of internal behaviour used included the 'percentage 

of time spent with setting up', the 'actual load factor', the 'process; 

cycle time', the 'remainlng content, and the 'average queue size'. 

In general it was found that the rules FIFOMB, SLACKM and SPTM tend 

to produce lower results for the 'percentage of time spent in setting 

up', the 'process cycle time', and the 'actual load factor', than the 

other three rules (FIFOB, SLACK, SPT). SPTM and SPT tend to produce 

lower values for the queue size, but higher values for the 'remain-

ing content', than the other four rules. 

Finally a decision was made to select the FIFOMB rule as the 

appropriate for this class of production system. 

most 



TABLE 6.1 
SYSTEM CONFIGURATION Cl) 

MEAN VALUES - D a 8 DAYS 
PRIORITY ORDER PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION 
RULE DELAY DELAY OF ORDER LATE OF PRODUCTION LATE 

FIFOB (1) 1.827 (1) 2.942 Cl) 0.013 0.833 0.0'35 1.978 

FIFOMB • 1.940 2.998 0.022 0.962 0.042 1.815 

SLACK •• 1.998 2.990 (l) 0.013 (l) 0.768 (1) 0.022 (l) 1.117 

SLACKM •• 2.028 3.002 0.023 1.025 0.032 1.402 

spT •• 1.952 • 3.575 •• 0.072 • • 2.178 •• 0.252 •• 7.098 

spm • 1.988 •• 3.518 •• 0.082 •• 2.243 •• 0.228 •• 5.822 

RESULTS OF 'F TEST' 

FS •• 5.00 •• 29.16 •• 4.81 •• 5.83 •• 5.92 •• 12.61 

F 3.85 3.85 3.85 3.85 3.85 3.85 

HULTIPLE COHPARISON TEST - (CRITICAL VAJJJE FOR DIFFERENCES) 

0.11 0.18 0.05 0.95 0.15 2.42 

0.14 0.24 0.06 1.25 0.19 3.18 

Convention: (1) - Smallest value for the measure of performance (control) 
• - Significant at 0.05 level 
•• - Significant at 0.01 level 
FS - 'F ratio' calculated from data 
F - Critical value for 'F ratio' 
DO '05- Critical value for differences between each contrast (priority rules) and the 'control' 

• at 0.05 level 
D;:Ol- Critical value for difference between each contrast (priority rules) end the 'control' 

at 0.01 level 



PRIORrl'Y 
RULE 

FIFOB 

FIFOMB 

SLACK 

SLACKM 

SPT 

SP'lM 

FS 

F 

00.05 

D
•• 0.01 

ORDER -
DELAY 

•• 7.307 

•• 7.028 

•• 7.857 

•• 7.523 

5.802 

(1) 5.407 

•• 30.05 

3.85 

0.60 

0.79 

-tABLE 6.2 
SYSTD! CONFIGURATION. Bbc 

MEAN VALUES -D=8DAYS 
PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION 
DELAY OF ORDER LATE OF PRODUCTION LATE 

8.535 •• 2.193 •• 33.65 ;.772 • 40.00 
(1) 8.287 •• 2.025 •• 31.98 (1) 2.598 38.83 

8.810 •• 2.552 •• 37.95 2.930 •• 42.42 

8.505 •• 2.335 •• 35.83 2.715 • 40.46 

•• 9.292 1.392 21.21 •• 3.713 37.24 

8.740 (1) 1.245 (1) 18.59 • 3.385 (1) 34.09 

RESULTS OF 'F TEST' 

2.34 •• 8.76 •• 37.80 •• 4.77 • 3.72 

2.09 3.85 3.85 3.85 2.60 

MULTIPLE COHPARISON TEST - (CRITICAL VAJJJE FOR DIFFERENCES) 

0.75 0.59 4.84 0.67 4.86 

0.99 0.78 5.74 0.88 6.44 

Convention: (1) - Smallest value for the measure of performance (control) 
• - Significant at 0.05 level 
•• - Significant at 0.01 level 
FS - 'F ratio' calculated from data 
F - Critical value for 'F ratio' 
DO 05- Critical value for differences between each contrast (priority rules) and the 'control' 

• at 0.05 level 
00:01- Critical value for difference between each contrast (priority rules) and the 'control' 

at 0.01 level 



FRIOlUTlC 
RULE 

FIFOB 

FIFOMB 

SLACK 

SLACKM 

SPT 

SP1M 

FS 

F 

00.05 

D
•• 0.01 

ORDER 
DELAY 

(1) 3.272 

3.298 

•• 3.628 

• 3.557 

• 3.572 

• 3.582 

•• 4.01 

3.85 

0.26 

0.34 

TABLE 6.3 
SYSTEM CONFIGURATION dei' 

MEAN VALUES - 0 a 8 DAYS 
PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION 
DELAY OF ORDER LATE OF PRODUCTION LATE 

(l) 4.898 (1) 0.148 (l) 5.90 (l) 0.318 (l) 12.01 

4.953 0.192 6.73 0.390 12.65 

• 5.068 • 0.232 8.07 0.348 12.30 

• 5.072 •• 0.272 8.14 0.430 12.89 

•• 6.407 •• 0.527 • 9.48 •• 1.477 •• 22.72 

•• 5.798 •• 0.385 8.46 •• 0.633 •• 19.04 

RESULTS OF 'F TEST' 

•• 128.14 •• 24.64 2.14 •• 53.62 •• 10.29 

3.85 3.85 2.09 3.85 3.85 

MULTIPLE CO~WARISON TEST - (CRITICAL VALUE FOR DIFFERENCES) 

0.18 0.09 2.91 0.21 4.67 

0.24 0.12 3.86 0.28 6.18 

Convention: (1) - Smallest value for the measure of performance (control) 
• - Significant at 0.05 level 
•• - Significant at 0.01 level 
FS - 'F ratio' calculated from data 
F - Critical value for 'F ratio' 
DO 05- Critical value for differences between each contrast (priority rules) and the 'control' 

• at 0.05 level 
00:01- Critical value for difference between each contrast (priority rules) and the 'control' 

at 0.01 level 



FRIOlUTY 
RULE 

FIFOB 

FIFOMB 

SLAO{ 

SLACKM 

SPT 

SPlM 

FS 

F 

DO•05 

D
•• 0.01 

TABLE 6.4 
SYSTEM CONFIGURATION ace 

MEAN VALUES - D = 8 DAYS 
ORDER PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION 
DELAY DELAY OF ORDER LATE OF PRODUCTION LATE 

•• 6.812 8.053 •• 1.887 •• 30.89 2.t.32 36.52 

•• 6.708 (1) 7.970 • 1.853 •• 30.32 (1) 2.398 36.33 

•• 7.273 8.158 •• 2.195 •• 33.72 2.500 37.09 

•• 7.182 8.102 •• 2.163 •• 33.65 2.468 37.09 

5.465 8.462 1.167 20.44 • 2.973 36.09 

(1) 5.238 8.248 (1)'1.127 (1) 19.03 • 2.947 (1) 34.81 

RESULTS OF 'F TEST' 

•• 29.78 1.03 •• 7.73 •• 44.92 • 2.85 0.57 

3.85 2.09 3.85 3.85 2.60 2.09 

MULTIPLE COHPARISON TEST - (CRITICAL VAliJE FOR DIFFERENCES) 

0.53 0.57 0.57 3.26 0.52 3.71 

0.71 0.73 0.75 4.31 0.69 4.91 

Convention: (1) - Smallest value for the measure of performance (control) 
• - Significant at 0.05 level 
•• - Significant at 0.01 level 
FS - 'F ratio' calculated from data 
F - Critical value for 'F ratio' 
DO 05- Critical value for differences between each contrast (priority rules) and the 'control' 

• at 0.05 level 
00:01- Critical value for difference between each contras~ (priority rules) and the 'control' 

at,O.Ol level 



PlUORrl'Y 
RULE 

FIFOB 

FIFOMB 

SLACK 

SLAatM 

SPT 

SP1lf 

FS 

F 

ORDER 
DELAY 

•• 4.085 

(1) 3.723 

•• 4.503 

• 3.935 

•• 4.875 

• 3.900 

•• 64.69 

3.85 

PRODUCTION 
DELAY 

5.570 

(1) 5.253 

•• 5.843 

5.353 

•• 8.712 

•• 6.422 

•• 163.36 

3.85 

.T .. .BLE 6.5 
SYSTEM CONFIGURATION bdf 

MEAN VALUES -Da8DAYS 
TARDINESS ORDERS 
OF ORDER LATE 

0.323 •• 11.22 

(1) 0.262 (1) 8.01 

• 0.438 •• 13.91 

0.308 8.91 

•• 1.182 •• 15.64 

•• 0.563 • 10.35 

RESULTS OF 'F TEST' 

•• 41.77 

3.85 

•• 18.07 

3.85 

TARDINESS 
OF PRODUCTION 

0.562 

(1) 0.490 

0.633 

0.513 

•• 3.275 

•• 1.298 

•• 113.15 

3.85 

MULTIPLE COHPARISON TEST - (CRITICAL VAI1JE FOR DIFFERENCES) 

0.18 0.34 0.18 2.30 0.34 

0.24 0.45 0.23 3.04 0.45 

PRODUCTION 
LATE 

•• 18.22 

14.24 

•• 19.47 

(1) 14.01 

" 34.10 

•• 21.90 

•• 50.71 

3.85 

3.46 

4.57 

Convention: (1) - Smallest value for the measure of performance (control) 
• - Significant at 0.05 level 
•• - Significant at 0.01 level 
FS - 'F ratio' calcula~ed from data 
F - Critical value for 'F ratio' 
DO 05- Critical value for differences between each contrast (priority rules) 'end the 'control' 

• at 0.05 level 
DO: 01- Critical value for difference between each contrast (priority rules) and the 'control' 

at 0.01 level 



PRIOlU'n: 
RULE 

FIFOB 

FIFOMB 

SLACK 

SLACKM 

SPT 

SPlM 

FS 

F 

00•05 

D
•• 0.01 

ORDER 
DELAY 

•• 7.795 

6.748 

•• 8.997 

• 7.402 

7.118 

(l) 6.620 

•• 23.50 

3.85 

0.60 

0.79 

PRODUCTION 
DELAY 

• 9.412 

(ll 8.433 

•• 10.250 

8.805 

•• 13.203 

•• 10.875 

•• 35.78 

3.85 

TABLE 6.6 
SYSTEM CONFIGURATION abcdef 

MEAN VALUES - D _ 8 DAYS 
TARDINESS ORDERS 
OF ORDER LATE 

• 2.345 •• 38.65 

1.753 •• 31.98 

•• 3.222 •• 47.56 

2.175 •• 36.54 

1.820 (l) 23.33 

(l) 1.745 23.84 

RESULTS OF 'F TEST' 

•• 12.43 

3.85 

.. 43.58 

3.85 

TARDINESS 
OF PRODUCTION 

3.072 
(l) 2.418 

•• 3.712 

2.662 

•• 7.005 

•• 4.792 

•• 37.40 

3.85 

!·:uLTIPLE COllPARISON TEST - (CRITICAL VAWE FOR DIFFERENCES) 

0.97 0.54 4.68 0.94 

1.28 0.71 6.19 1.24 

PRODUCTION 
LATE 

•• 47.44 
(l) 

•• 

•• 

•• 

41.9] 

54.23 

44.65 

48.44 

44.55 

15.10 

3.85 

3.67 

4.85 

Convention: (1) - Smallest value for the measure of performance (control) 
• - Significant at 0.05 level 
•• - Significant at 0.01 level 
FS - 'F ratio' calculated from data 
F - Critical value for 'F ratio' 
DO 05- Critical value for differences between each contrast (priority rules) and the 'control' 

• at 0.05 level 
DO:01- Critical value for difference between each ccntrast (priority rules) and the 'control' 

at 0.01 level 



TABLE 6.7 

SYSTEM CONFIGURATION (I) 

't' TEST ON THE DIFFERENCES BETWEEN FIFOMB AND FIFOB 

VALUES OF DIFFERENCES (SIX SAMPLES) 

ORDER PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION 
DELAY DELAY OF ORDER LATE OF PRODUCTION >LATE 

0.03 -0.06 0.00 0.00 0.00 0.00 

0.16 0.11 0.00 0.00 0.00 0.00 

0.03 -0.01 0.00 0.00 0.00 0.02 

0.14 0.10 0.00 0.38 0.01 0.76 

0.07 0.01 0.00 0.00 0.00 0.00 

0.25 0.19 0.05 0.39 0.03 - 1.76 

X 0.110 0.057 0.008 0.128 0.07 - 0.163 

S 0.086 0.092 0.020 0.199 0.012 0.839 

Limit 0.118 0.126 0.027 0.237 0.016 1.151 

• Significant at 0.05 level 
•• Significant at 0.01 level - t o•Ol ,5= 3.365 



TABLE 6.8 

SYSTEM CONFIGURATION abcdef 

• t· TEST ON lliE DIFFERENCES BETNEEN FIFOB AND FIFOMB 

VALUES OF DIFFERENCES (SIX SAMPLES 

ORDER PRODUCTION TARDINESS ORDERS TARDINESS PRODUCTION 
DELAY DELAY OF ORDER LATE OF PRODUCTION LATE 

2.22 2.03 1.35 15.38 1.51 12.27 

1.26 1.02 0.97 7.69 0.84 7.30 

0.70 0.83 0.30 5.30 0.51 4.06 

0.74 0.67 0.30 5.77 0.29 6.06 

0.85 0.75 0.48 4.23 0.51 2.61 

0.51 0.57 0.16 1.92 0.26 0.84 

X --1.05 ··0.98 ··0.59 -. 6.72 "0.65 -- 5.22 

S 0.627 0.54 0.37 4.65 0.47 4.04 

:f.ilnit 0.86 0.74 0.51 6.39 0.65 5.50 

• Significant at 0.05 level 

•• Significant at 0.01 level - t o•Ol ,5= 3.365 



TABLE 6.9 

RESULTS OF THE AVERAGE DELIVERY PERFORMAOCE OF PRIORITY RULES OVER THE SIX SYSTEM CONFIGURATIONS 

D = 8 Days 

PRIORITY ORDER DELAY PRODUCTION TARDINESS ORDERS TARDINESS OF PRODUCTION LATE 
RULE (DAYS) DELAY (DAYS) OF ORDER LATE (%) PRODUCTION (%) 

FIFOB (4) 5.183 (3) 6.568 (4) 1.152 (4) 20.19 ( 3) 1.532 (3) 26.03 

FIFOMB (3) 4.908 (1) 6.316 ( 2) 1.018 (3) 18.33 ( 1) 1.389 ell 24.29 

SLACK (6) 5.709 (4) 6.853 (6) 1.442 (6) 23.65 (4) 1.691 (5) 27.72 

SLAa<M (5) 5.271 (2) 6.473 (5) 1.213 (5) 20.68 ( 2) 1.470 ( 2) 25.08 

SPT ( 2) 4.797 (6) 8.275 ( 3) 1.026 ( 2) 15.38 (6) 3.116 (6) 30.95 

SPTM (ll 4.456 (5) 7.267 (1) 0.828 (1) 13.74 (5) 2.267 (4) 26.70 

D = 20 Days 

PRIORITY ORDER DELAY PRODUCTION TARDINESS ORDERS TARDINESS OF PRODUCTION LATE 
RULE (DAYS) DELAY WAYS) OF ORDER LATE (%) PRODUCTION (%) 

FIFOB (2) 0.112 (2) 1.95 (3) 0.169 (3) 2.85 

FIFOMB 0: 0: (1) 0.101 (1) 1.76 (1) 0.:"46 (1) 2.49 2 2 
SLACK <Jl <Jl (5) 0.151 (5) 2.76 (4) 0.189 (4) 3.33 ~~ ~~ 
SLAa<M 

Q Q 
(4) 0.122 (3) 2.06 ( 2) 0.153 ( 2) 2.54 ~CX) ~CX) 

SPT <Jl <Jl (6) 0.178 (6) 3.16 (6) 1.019 (6) 8.27 

SPTM (3) 0.115 (4) 2.26 (5) 0.571 (5) 5.92 



TABLE 6.10 

RESULTS OF AVERAGE VALUES OF VARIABLE OF INTERNAL BEHAVIOUR FOR SIX SYSTEM CONFIGURATIONS 

MEAN VALUES 

PRIORITY NO. OF JOBS PROCESS ACTUAL TOTAL REMAINING 
RULE IN QUEUE CYCLE TIME LOAD FACT. SETUP % CONTENT 

FIFOB 45.42 5.33 76.17 % 7.18 11,037 

FIFOMB 41.36 5.10 72.96 5.71 11,076 

SLACK 48.35 5.34 76.15 7.27 10,838 

SLACKM 43.35 5.08 72.71 5.66 10,831 

SPT 35.07 5.50 78.86 7.75 12,163 

SPTM 29.72 5.27 75.67 5.87 12,129 

\-
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FIGURE 6.6 

SYSTEM CONFIGURATION abc 
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FIGURE 6.8 

SYSTEM CONFIGURATION abc 
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SYSTEM CONFIGURATION def 
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FIGURE 6.11 

SYSTEM CONFIGURATION def 
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SYSTEH CONFIGURATION def 
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CHAPTER 7 

STUDY OF MAIN EFFECTS AND INTERACTIONS OF SOME VARIABLES at! 

THE SYSTEM BEHAVIOUR 
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7.1 - Introduction 

The main objective of this part of the investigation is to study the 

effects on this class of production systems of variations in a number 

of important parameters of the system. In order to achieve this 

objective, an experimental design consisting of a 'half-replicate' 

factorial was organized as described in paragraph 4. 3.2. 

As described in paragraph 4.3.1, the various experiments wUl be 

gpnerated by assigning one of two values to each of the six major 

parameters, such that their effects can be analysed through the 

model's output variables. In paragraph 4.3.1 a table summarizing the 

six variables, their values~nd their notation was presented. That 

table is reproduced below, for ease of reference. 

Value of parameters 

Standard Alternative 
value value 

VARIABLES SYMBOL 0 1 

A - nominal load factor a 65% 85% 

B - setup time b 8 min. 16 min. 

e - number of moulds c 42 27 

D - size of orders d 1000 1600 

E - job splitting (MAXLOT) e 450 00 

F - number of machines f 2 1 

To measure the main effects and interactions caused by the above 

six variables on the system's behaviour, seven output variables 

will be used. Three of the output variables, viz. 'production delay'; 
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'production late'; and 'tardiness of production,(l), are measures of 

delivery performance, while the other four, viz. 'process cycle time'; 

'actual average load factor'; 'idle time due to setup'; and 'average 

number of jobs in queue' (queue size), are measures of internal 

behaviour. The effects on 'production late' and 'tardiness of product

ion' , a~e calculated for a lead time equal· to eight days, _ 

~ D = 8 l. 

For each one of the seven output variables it is possible to measure 

six main effects (each representing the average independent effect 

of a change in one of the six variables) and fifteen first order 

interactions (each representing the interaction effects of two simultan

eous changes, or, in other words, the interactions betwen pairs of 

variables), giving a total of 147 values which can be examined. 

As shown in table 4.6, each main effect is represented by a capital 

letter corresponding to the variable which causes that effect, and 

each interaction is represented by a pair of capital letters, corres-

ponding to the variables which are interacting. In this way, if A 

represents the main effect of changing the value of the nominal 

'average load factor' from 65% (Ao) to 85% (AI)' and B represents 

the main effect of changing the mean value of setup times from 8 

min. (Bo) to 16 min. (Bl ), AB (or BA) will represent the interaction 

of 'average load factor' and 'mean value of setup times'. 

(1) for definition of variables see paragraphs 3.6.1 and 3.6.2 
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There are several ways of calculating the main effects and inter-

actions. The most straightforward way is to write the yields of the 

experiments in standard order (in accordance with table 4.5) and use 

the signs on the same table to produce an algebraic sum of all the 

yields. The result of such a summation will measure a given effect. 

The sign for the interactions are obtained by multiplying the signs 

of the corresponding variables. However for situations in which the 

number of yields is relatively large it is better to use a method 

described in Davies (1967) (4), and known as the 'Yates' method. 

This method was used in this study. The re~ults of the mean values 

for each individual yield corresponding to the 32 experiments are 

presented in appendix 5. 

The simple calculation of the main effects and interactions however is 

not sufficient, as they could be a consequence of random components. 

Therefore, in order to be able to make more accurate statements in 

respect of the results, an 'F test' of analysis of variance will be 

conducted on each one of the 147 values which will be obtained by 

measuring the 21 effects (6 main effects plus 15 interactions) over 

7 output variables. The 'F tests' will be based on the null hypotheses 

that the changes on the systems variables have no significant effects 

on the output variables. Of course it is expected that some of these 

hypotheses will be accepted and others rejected with a certain pro-

bability, which will be given by the confidence levol of 95% or 99% 

(0.05 and 0.01 respectivelly).(l) 

(1) Bonini (1963) (3) points out that the confidence levels are 
correct only if it is agreed, before running the experiment that 
only one test is to be performed on the data. For this reason he 
suggests that the analysis of variance should be relied upon 
only to indicate which factors are important. 
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Davies (1967) (5) suggests different methods for assessing the 

experimental error to be used in the analysis of variance. In the 

case of this study, because of the sampling procedure used (paragraph 

5.3.3) which generates six samples for each yield it is possible to 

assess the experimental error direct from the six samples. Details 

of this method can be found in Davies (1967) (6), and Guenther (1964) 

(4). 

Finally it should be pointed out that in accordance with the conclu

sions of Charter 6, the FIFrn1B rule was selected to be used through

cut the 32 experiments which comprise the 'half-replicate' factorial. 
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7.2 - Presentation of results 

To facilitate presentation, the results of main effects and inter-

actions will be presented independently for each one of the six vari

ables which are being changed. During the presentation a few comments 

will be made, but there will be no attempt to explain some of the 

effects, as the explanation might be so complex as to require refer

ence to results of other effects which have not been presented yet. 

However after all the results have been presented, a special section 

will deal with the discussion of the general behaviour of the system 

and explanations will be offe~ed for some of the more unexpected 

effects. 

When analysing the results attention should be paid to the fact that 

although some effects are shown to be statistically significant, their 

practical significance might be small because of the relatively small 

change that they cause in the average behaviour of the system. For 

this reason, before the results of effects are presented it is import

ant to analyse the values of the output variables for the case of the 

'average system'. The 'average system' is the system obtained by 

calculating the mean value of each one of the output variables over 

the 32 configurations generated by the half-replicate factorial. 

The table below presents the mean (X), the standard deviation (S) 

and the relative standard deviation (S/X), for each of the 

output variables, when they are averaged over the 32 system 

gurations. 

seven 

confi-
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Values of the output variables for the 'average system' 

X S sjX 
Average delay 5.72 (days) 1.60 0.28 
of production 

Percentage of 20.35% 11.90 0.58 
production late 

Tardiness index 0.999 0.824 0.82 
of production 

Average process 5.08 min. 0.54 o.n 
cycle time 

A verage load 74.00% 12.52 0.17 
factor 

Idle time due 6.61% 3.24 0.49 
to setup (%) 

A verage no. of 34.n 18.29 0.54 
,jobs in queue 

The results for 'relative standard deviation' (sIX) show that 

'tardiness of production' is the most sensitive uf all the measures 

with respect to changes in the system's configuration, while the 

'average process cycle tlme' is the least sensitive. 

Before the presentation of results, a final point should be made 

about the conse~uences of interactions between variables and on the 

interpretation of main effects. When the interaction is large in 

relation to the value of the main effect, then the main effect ceases 

to have much meaning. In this case it is no advantage to know, for 

example, that on the average (i.e. averaged over all levels of other 

factors) Al differs from Ao' The existence of a large interaction 

means that the effect of one factor is markedly dependent on the 

level of the other, and when ~uoting the effect of one factor it is 

necessary to specify the level of the other. However when the inter-

action is small it may be inferred that the factors operate independ-

ently, and general conclusions on the nain effect may legitimately 

be drawn. 
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7.2.1 - Results of effects caused by a change in the nominal average 

load factor: (low 65% vs. high 85%) (Ao vs. AI) 

Table 7.1 presents the results of main effects and first order inter

actions caused by a change in A (nominal load factor) from 65% to 85%. 

The results of the 'F test' are indicated by sylilbols where * means 

a statistical significance at the 0.05 level and ** means a sign-

ificance at the 0.01 level. 

a) Results of main effects 

The results of table 7.1 show that, on average, an increase in the 

nominal value of the load factor from 65% to 85% has a very large 

impact on the general behaviour of the system, and in particular on 

its delivery performance. The 'F tests' indicated statistica.lly sign-

ificant main effects for all the seven output variables. This is 

shown by increases of 2.53 days on the 'average delay of production', 

18.73% on the 'percentage of production late', and 1.25 on the 'tardi-

ness index of production'. If these effects are compared to the 

results for the 'average system', presented in the la.st paragr-dph, 

the practical significance of such effects can be clearly seen. In 

numerical terms they indicate that on average a change from A to o 

Al caused the 'average delay of production' to increase from 4.47 

days to 7.00 days, the 'production late' to increase from 10.99% 

to 29.72% and the 'tardiness index' to increase from 0.37 to 1.62. 

In relation to the measures of internal behaviour, the main effects 

were -0,13 min. for the 'average cycle time', 18.99% for average actual 
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load factor, 0.32% for the 'idle time due to setup', and 29.74 for 

the queue size. The result for the 'average process cycle time' is 

surprising as it would be expected that an increase in 'idle time due 

to setup' would cause an increase in 'process cycle time'. However 

the opposite has happened, and the possible reaGons for this effect 

will be discussed in a later section. It should be pointed out however 

that this effect must be analysed in comparison to the results pro

duced by the 'average system', and by the value of the interactions 

which are large as far as those two variables are concerned. As far 

as the average system is concerned, the values for 'average cycle time' 

and 'setup time' were equal to 5.08 min. and 6.61% respectively. This 

means that they have changed from 5.17 min. and 6.45% to 5.02 min. 

and 6.77% respectively. These changes although statistically sign

ificant, are very small. The effects on the actual average load factor, 

which increased from 64.61% to 83.50%, and on the average 'queue size', 

which also increased from 19.24 to 48.98, are large. These two effects 

were expected, because the variation in the nominal load factor is 

brought about by an increase in the arrival rate, which means more 

jobs arriving at the queue, and consequently a larger queue and larger 

throughput times caused by higher waiting times. 

b) Results of interactions 

In relation to the measures of delivery performance the only statistic

ally significant interaction effects are with F (ratio no. style/ no. 

of machines). These interactions are however small in relation to the 

main effects. Their values are respectivelly 0.41 days for 'production 

delay', 3.56% for 'production late' and 0.30 for 'tardiness of pro

duction'. 



-193-

These results indicate that the effect on delivery performance caused 

by an increse on the 'nominal load factor' is bigger when the ratio 

F is less favourable (3 :1). 

In numerical terms it means, for example, that the main effect of the 

'load factor' on the 'percentage late' is equal to 22.29% when F 

is 3:1 and 15.17% when F is 3:2. 

As far as the measures of internal behaviour are concerned, there are 

no statistically significant interaction effects for the 'actual load 

factor', but many statistically significant interaction~ for the other 

four measures. For the 'average number of jobs in queue' the inter

ations are negligible in relation to the main effects, with one 

exception, viz. interaction AD, which is equal to -6.15. This inter

action means that the effect on the queue size of an increase in the 

load factor (arrival rate) is greater when the average size of orders 

is smaller. In strictly numerical terms it means that the main effect 

is equal to 23.59 when the average size of orders is 1600, and 35.89 

when the average size of orders is equal to 1000. The interactions 

for 'average cycle time' and 'idle time due to setup' on the other 

hand are relatively large in relation to the main effects, but still 

not large in relation to the values for the 'average system'. These 

relatively large interactions (in relation to the main effects) mean 

that the main effect on its own does not have much meaning. 

7.2.2 - Results of effects caused by a change in the mean value of 

setup times (low: 8 min. vs. high: 16 min) (Bo vs. Bl ) 

Table 7.2 presents the results of the main effects and interactions 

caused by a change in the value of B (mean value of setup time) from 
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8 min. to 16 min. 

a) Results of main effects 

The results of the 'F tests' on the main effect a indicated statistic

ally significant effects in all the seven output variables. In relation 

to the measures of delivery performance the increase of the value of 

B from 8 min. to 16 min. resulted in average increases of 0.52 days 

for 'production delay', 2.95% for the 'production late' and 0.35 

for the 'tardiness index'. When compared with the results of the 

'average system' these effects are not large. In numerical terms it 

means that a change from Bo to ~Bl has caused the 'average delay 

of production' to increase from 5.47 days to 5.99 days, the 'production 

late' to increase from 18.88% to 21.83% and the 'tardiness index' from 

0.88 to 1.10. 

All these effects are to be expected. All measures of internal be-

haviour suffered increases in their average value. In numerical 

terms this means that on average, the increase in B has caused the 

'average cycle time' to increase from 4.91 min. to 5.26 min; the 

'actual load factor' to increase from 71.55% to 76.46%; the 'idle 

time due to setup' to increase from 4.90% to 8.33%,and the number 

of jobs in queue to increase from 32.42 to 35.80. It can be seen 

that, in relative terms, the largest effect was on the 'idle time 

due to setup', a result which should be expected, as the variable 

changed was the mean value of setup times. All the other results 

were also expected, as an increase in the amount of idle time should 

cause an increase in the 'average cycle time', and 'actual load factor', 
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with a consequent increase in the queue size and deterioration on 

delivery performance. 

b) Results of interactions 

The 'F tests' failed to detect any statistically significant inter

actions for the measures of delivery performance, but indicated a 

few significant interactions for the measures of internal behaviour. 

For the 'number of jobs in queue' and 'actual load factor' there 

is only one statistically significant interaction for each, viz. 

BA and BC, respectively. The BA interaction is the same as AB and, 

as mentioned before, is small. Interaction BC is also small (-1.41%), 

but indicates that an increase in the mean value of setup time has 

a bigger effect on the 'actual load factor' when the number of moulds 

is larger (42). This interaction might be expected, as a larger 

number of moulds increases the chances of mould changeovers with 

a consequent increase in the amount of time spent in setting up. 

This is reflected in a higher 'actual load factor'. It should how

ever be pointed out that in relative terms (compared with the 'aver

age system') the effects are small. In relation to the 'average cycle 

time' and 'idle time due to setup', the 'F test' indicated,for both, 

statistically significant negative interactions with A, C and D, and 

positive interactions with F. Those interactions are however small 

as compared to the main effects and do not seem to have any influ

ences on the delivery performance. 
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7.2.3 - Results of effects caused by a change in the number of moulds 

available (42 vs. 27) (Co vs. Cl) 

Table 7.3 presents the results of the main effects and interactions 

caused by a change on the number of moulds fro~ 42 to 27. In order 

to simplify discussions,the comments will refer to the effect of 

increasing the number of moulds from 27 to 42, instead of the 

opposite. This simply means that the signs of all effects on table 

7.3 should be reversed. 

a) Results of main effects 

The results of the 'F tests' on the data indicate statisticallY 

significant main effects in all the seven output variables. These 

effects are considerable, although large interactions with the vari

able F make them a meaningless average, whose values depend heavily 

on F. In strictly numerical terms it means that on average, the in

crease in the number of moulds from 27 to 42 causes an improveMent in 

the delivery performance, which is expressed by a reduction of 0.86 

days on the 'average delay of production', a reduction of 7.36% on 

the 'production late', and a reduction of 0.53 on the 'tardiness in

dex'. It is interesting to note that this improvement in performance 

occurred in spite of considerable increases in the 'idle time due to 

setup', 'actual load factor' and 'average cycle time', which on 

average have increased from 4.93% to 8.30%; 68.85% to 79.15% and 

4.71 min. to 5.45 min. respectively. These effects indicate that 

an increase in the number of moulds tends to generate an increase in 



the number of mould changeovers, with a conse~uent increase in the 

'idle time due to setup'. 'Number of jobs in ~ueue' was reduced by 

the increase in the number of moulds. This effect is in accordance 

with the improvement in delivery performance, which must have been 

caused by a reduction in the waiting times in ~ueue for the jobs 

(which means smaller ~ueues). 

b) Results of interactions 

In relation to the measur8d of delivery performance the 'F tests' 

rave indicated a highly significant interaction between C and F, for 

all the three measures. 

In comparison with the main effects these interactions are very large 

which means that the main effect does not have much meaning on its 

own. In general terms these interactions mean that the effect of 

increasing the number of moulds from 27 to 42 has a large effect on 

the delivery performance when the ratio 'no. of style/ no. of machine' 

is low (3:2), but almost no effect when the ratio is high (3:1). In 

numerical terms it means, for example, that the reduction in the 

'percentage of production late' caused by an increase in C from 27 

to 42, is, on average, e~ual to 12.52% when the ratio F is 3:2, but 

only 2.20% when the ratio F is 3:1. The same sort of conclusions are 

valid for 'average delay of production', and 'tardiness of production'. 

This confirms the results obtained during the preliminary investigation 

and reported in paragraph 4.2.4, which indicated a very small im

provement in delivery performance when the number of moulds was incre

ased from 27 to 45, for a system configuration having 3 product styles 

and 1 machine. 
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In relation to the measures of internal behaviour, the 'F tests' 

indicated various significant interactions apart from CF. Among those 

interactions are CA and CB, which were reported when the effects of 

A and B were discussed. In relation to the interactions CF, the most 

important effect ~s on the 'average number of jobs in queue'. For 

an average main effect of -8.72, the interaction was equal to 8.03, 

which is in complete agreement with the re~ults for delivery perform

ance. The CF interactions for 'idle time dua to setup', 'actual load 

factor', and 'average cycle time', are relatively small in relation 

to the main effects. However they indicate that the increase in the 

values of those variables, caused by an increase in the number of 

moulds, is higher when the ratio F is 3:2, than when the ratio is 

3:1. It should be noted that when the system has 27 moulds and 2 

machines, the ratio of the no. of moulds to the no. of stations is 

27:24, meaning that only 3 moulds are usually available for change

over. When the number of mOUlds increases to 42, the ratio becomes 

42:24, meaning that 18 moulds are constantly available for changeover. 

The increasing factor for the number of moulds available for change

over is therefore 6 (18/3). However when the number of machines is I, 

the number of moulds available for changeover is 15 (27 - 12) for 

the case of 27 moulds and 30 (42 - 12) in the case of 42 moulds. This 

means that the factor of increase in number of moulds available for 

change over is only 2. Hence, in proportional terms, the number of 

possible changeovers increases more sharply when F is 3:2, than when 

F is 3:1. 
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7.2.4 - Results of effects caused by a change in the average size of 

orders (1000 vs. 1600) (Do vs. Dl ) 

Table 7.4 presents the results of the main effects and interactions 

caused by a change in the average size of orders from 1000 items (D ) o 

to 1600 items (Dl ). 

a) Results of main effects 

The 'F tests' indicate statistically significant effects for all the 

seven output variables. In relation to the measures of delivery per-

formance the results indicate that, on average, the increase in the 

average size of orders causes a deterioration of the delivery perform-

ance of the system. In numerical terms it means that the variation in 

the value of D from 1000 to 1600 has caused the value of 'average 

delay of production' to increase from 5.24 days to 6.22 days, the 

'percentage of production late' to increase from 17.63% to 23.08%, and 

the 'tardiness index' to increase from 0.86 to 1.14. 

In relation to the measures of internal behaviour, the variation in 

D has resulted in an improvement in the internal performance which is 

indicated by smaller values for all the measures of internal behavi-

our. In numerical terms it means that, on average, the increase in 

the size of orders has caused the 'average cycle time' to decrease 

from 5.19 min. to 4.97 min., the average actual load factor to de

crease from 77.78% to 70.23%, the idle time due to setup to decrease 

from 7.84% to 5.38%, and the average number of jobs in the queue to 
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decrease. from 39.64 to 28.58. These effects are understandable if 

one considers that the increase in the average size of orders 

corresponds to a decrease in the arrival rate (to maintain the same 

nominal load factor), which means less jobs arriving in the system. 

This decrease in the arrival rate must have caused a drop in the 

number of mould changeovers, with the consequent reduction in the 

'idle time due to setup'. It has also caused a -decrease in the number 

of jobs in queue. 

These improvements in the measures of internal behaviour however 

have been outweighed by the increase in the batch sizes of jobs, which 

means longer production time for the batches, with a consequent dete

rioration in the delivery performance. It should be pointed out that 

the effects on 'tardiness' and 'lateness' are due mainly to the method 

used to fix due dates, which does not take account of the size of 

orders when establishing due dates (see paragraph 3.6.2). 

b) Results of interactions 

In relation to the measures of delivery performance there are no 

statistically significant interaction effects. For the measures of 

internal behaviour there are statistically significant interactions 

with A, Band C for the 'idle time due to setup'. These interactions 

are relatively small, however, in relation to the main effects, and 

were reported when the results of effects A,B and C were presented. 

For the average number of jobs in queue, there is only one inter

action (with the load factor A) which means that the reduction of the 
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queue size due to the increase in the average size of orders, is 

larger when the load factor is at its higher level (85%). 

7.2.5 - Results of effects caused by splitting large jobs into smaller 

batches (Splitting vs. no splitting) (Eo vs. El) 

Table 7.5 presents the results of the main effects and interactions 

caused by changing the procedure for splitting large jobs into smaller 

batches. In other words it shows the results of effects on the system 

behaviour caused by a change in the value of MAXLOT, from 450 to 00. 

This change means that for the first case (Ao)' all jobs with a 

batch size of 450 or more are split into smaller batches while on the 

other case (AI) there is no splitting of jobs at all. 

a) Results of main effect 

The 'F tests' failed to find any statistically significant effects on 

all but one of the output variables. The only variable significantly 

affected by the splitting of jobs was the average number of jobs in 

queue. This effect, which is equal to - 2.70, indicates that the 

splitting of jobs into smaller batches tends to increase the queue 

size. This is to be expected, and indicates that a significant number 

of jobs were split into smaller jobs for a value of MAXLOT equal to 

450. The fact that all the other variables were not significantly 

affected by the splitting procedure only means that for a value of 

MAXLOT equal to 450, there is, on average, no effect on the behaviour 

of the system. 
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b) Results of interactions 

The 'F tests' failed to find any statistically significant interactions 

either at the 0.01 or 0.05 levels. 

7.2.6 - Results of effects caused by a change in the ratio 'no. of 

styles/no. of,machines' ( a more favourable ratio (3:2) vs. a 

less favourable ratio (3:1) (Fo vs. Fl ) 

Table 7.6 presents the results of the main effects and first order 

interactions caused by a change in the ratio between the number of 

product styles and the number of machines, from 3:2 to 3:1. 

a) Results of main effects 

The 'F tests' applied to the data indicated statistically significant 

main effects on all the seven output variables. The results indicate 

that on average, the increase in the ratio 'no. stYle/no. machine' 

(more product style per machine) tends to cause a deterioration in the 

performance of th3 system. The only variable which actually decreased 

in value was the average number of jobs in queue. This is a reflection 

of the fact that in order to maintain the same nominal load factor, 

the arrival rate had to be halved when changing from two machines 
• 

(ratio 3:2) to one machine (3:1). Considering that there is a single 

queue for both machines, this decrease in arrival rate should be 

reflected in a smaller queue. In relation to the 'average system', 

these effects are considerable, both for the measures of delivery per-

formance and for the measures of internal behaviour. However, the 
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interactions with A and C for the three measures of delivery perform-

ance and for the average nwnber of jobs in queue are so high as to 

make the main effects for those variables meaningless. For the other 

variables of internal behaviour, although there are many statistically 

significant inter2.ctions, their values are not very high in relation 

to the main effects. 

In numerical terms these main effects indicate that an increase in the 

ratio F from Fo to Fl causes the average cycle tim~ to increase from 

4.81 min. to 5.35 min., the'actual load factor'to increase from 70.77% 

to 77.24%, and 'idle time due to setup' to increase from 5.26% to 

7.96%. These main effects can be explained by the fact that when the 

number of machines changes from 2 to 1, the ratio 'no. of mOulds/ no. 

of stations' is multiplied by a factor of 2, with a consequent increase 

in the number of mould changeovers. 

b) Results of interactions 

As far as the measures of delivery performance are concerned the 

'F tests' have indicated statistically significant interactions with 

A and C. The interactions with A indicate that the deterioration in 

delivery performance caused by an increase on the ratio F from 3:2 to 

3:1 is higher when the nominal load factor is at a higher level. The 

interactions with C, on the other hand, are very high in relation to 

the main effects, and indicate that if the number of moulds is small 

(27), there is practically no effect on the delivery performance (the 

effect on 'production delay' is 0.01 day) when the ratio F is changed 

from 3:2 to 3:1. However if the number of moulds is large (42), the 

same variation in F causes a large deterioration in the delivery 
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performance' (the effect on the 'production delay' would be equal to 

1.43 days) 

In other words tile Fe ~nteraction indicates that on average, a bet~er 

ratio F (3:2) has no effect on delivery performance, if the number of 

moulds ~s small. However, if the number of mOJlds is large enough, a 

better ratio will result in considerable improvement in delivery 

performance. 

In relation to the measures of internal behaviour the interactions 

AF, BP, and CF for the 'average cycle t~me' and 'idle time due to 

setup , and the ~nteraction CF for the ' actual load factor' are all 

statistically s~gnificant but not as large as the interact~on for the 

measures of internal behaviour. These interactions have been already 

reported ~n prev~ous paragraphs. For the 'average number of jobs in 

queue', the interactions AF and CF are also statistically significant, 

with CF being very high in relation to the main effect ( - 8.15 as 

compared to a ma~n effect of - 7.38). This large ~nteraction means 

that a change in the ratio F from 3:1 to 3:2 would cause an increase 

(on average) of 15.41 1n the average queue size if the number of 

moulds is equal to 27. However if the number of moulds is equal to 42, 

the same change in F would actually produce a decrease of 0.70 in the 

average queue size. 
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7.) - Discussion of results 

For the sake of discussion the results of the experiments can be 

divided into two major groups. The first group refers to the measures 

of delivery performance. Considering that one of the main objectives 

of this class of production systems is to maintain an effective and 

reliable delivery performance, one of the prime objectives of this 

investigation should be to identify which of the system's parameters 

can influence its delivery performance, and how significant their in

fluences are in relation to the other parameters. The second group 

refers to the variables of internal behaviour. While the first group 

of variables is used in order to evaluate the variations in the 

external performance of the system, the second group is used in order 

to understand the mechanism behind those variations. 

7.).1 - Effects on the delivery performance of the system 

The results indicated that the variation in the 'nominal load factor' 

brought about by variations in the mean arrival rate is by far the 

most important single factor among the six examined, as far as their 

ability to influence the delivery performance is concerned. It should 

be pointed out that such an effect is highly dependent on the extent 

and range of the variation. For example, a variation in the nominal 

load factor from forty to sixty percent (a relative increase of 50%) 

might have less influence on the behaviour of a system than a vari

ation from ninety to ninety five percent (a relative increase of only 

5.6%). 
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Other authors (Eilon (1967); Conway et. al (1962); Hollier (1968)) 

have used higher loads than the ones used in this study (usually 

around 90% and 95%), but for systems with characteristics quite 

different from this one. Furthermore the choice of the parameters for 

this study have already been discussed in paragraph 4.).1 and in the 

light of the results and system characteristics seems quite reason-

able. 

This capacity of the nominal load factor to influence the delivery 

performance 1~S shown to be to a great extent independent of the 

other five variables. The only statistically significant interaction 

effect was with the ratio 'number of product stYles/no. of machines', 

but even this inte~~ction was relatively small in comparison with the 

magnitude of the main effect. 

The second largest independent effect on the delivery performance of 

the system was caused by a variation in the 'average size of orders'. 

It should be pointed out that although the magnitude of the change 

made was quite large (an increase of about sixty percent on the aver-

age size of orders) in relation to the relative variation on the 

nominal load factor (about thirty percent), the effect on the delivery 

performance was much smaller than the one caused by the variation in 

the load factor. One interesting point to note is that the ability , 

of the order size to influence the delivery performance is largely 

independent of the parameters of the other five variables. The 

analysis of variance failed to find any statistically significant 

interactions. 



The only other variable which was able to influence the delivery 

performance of the system independently (as far as the significance 

test is concerned) of the parameters of other variables, was the 

mean value of setup time. The magnitude of the effect however was 

small when comparcld to the effects caused by thp previous two 

variables, as can be seen by comparing the results of row I, columns 

I, 2 and 3 for tables 7.1, 7.2 and 7.4. 

The other three variables have either not shown any significant effect 

(splitting of jobs), or have produced effects which are highly depend

ent on the parameters of other variables. This latter case happened 

for variables C (number of moulds) and F (ratio between number of 

style~ and number of machines). The main effects of C and F on the 

delivery performance of the system are both considerable in numerical 

terms. However the interaction CF is so large, that these main effects 

lose all their meaning. When considering the influence of C or F on 

the delivery performance of the system, one must refer to the para

meter of F and C respectively. The effect CF is however important, 

because of its magnitude in relation to the other effects. The CF effect 

has already been,discussed in paragraphs 7.2.3 - band 7.2.6 - b, and 

it should only be added that a better ratio F (3:2) can cause a 

considerable improvement in the overall performance of the system. 

This is shown by the fact that an arrival rate twice its original value 

(which followed the increase in the number of machines from 1 to 2), 

failed (on average) to cause any deterioration of the delivery perform

ance even though the number of moulds was maintained constant at 27. 

However when the number of moulds was maintained constant at 42 the 

joint increase in the arrival rate and the number of machines (repre-
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sented by a F ratio 3:2) has actually caused a considerable impro

vement (on average) in the delivery performance of the system. It 

should be pointed out that the increase in the number of moulds did 

not result (on average) in any improvement in delivery performance 

for the cases ihwhkhthe number of machines was 1. 

Finally some comments should be made about the results related to 

variable E (value of ~~XLOT for 'job splitting'). The fact that 

the 'F tests' failed to find al1Y significant effects in the measures 

of delivery performance, only means that for a value of ~XL0T e~ual 

to 450 the splitting 'of large jobs in~o smaller batches does not 

have any statistically significant effect on the delivery performance. 

Although there was some evidence from experiments of paragraph 1,.2.4 

to suggest that 450 "~s a reasonable value for ~OT, the lack of 

effect does not allow any firm conclusion to be drawn. The problem 

of choosing a correct value for ~XLOT is complicated by the existence 

of many different system configurations. This means that a value 

which is good for one system configuration might not be so for another. 

An absolute answer to this problem would re~uire a large number of 

experiments, which might not bring any important conclusions. A partial 

answer was obtained however by having two extra series of experiments, 

in which the value of K~OT was varied while all the other variables 

were maintained constant. The two series differ from each other only 

in respect of the system configurations used. The first series was 

executed with system configuration abcdf and the second with system 

confieurat~on d. The choice of those two configurations was based on 

the idea of having two extreme cases (most 'tight' and most 'loose' 
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configurations) for which the average value of orders was at its 

higher level (1600). System configuration (r) would be even more 

'loose' than d, but it was thought that with an average size of 

orders already small, the possible influence of MAXLOT value (whose 

objective is to split large jobs) would not be shown as well as with 

configuration d. 

Each series therefore, consisted of having a total of 5 experiments 

corresponding to values of 1~.XLOT equal to 250, 350, 450, 550 and 

oo(no splitting at all). After each series a multiple ~omparison 

test (the same test described in paragraph 6.1) of analysis of vari-

ance was applied to the five results in order to detect any statistic-

ally significant differences caused by variations in the value of 

MAXLOT. The results of the experiments and multiple comparison test 

are shown in tables 7.7 and 7.8, for system configurations abcdf and 

d, respectively. 

For system configuration abcdf the lowest value of all three measures 

of delivery performance (average delay of production', 
, 
percentage of 

late productioti and 'tardiness index of productio~) were obtained for 

MAXLOT = 450. The multiple comparison test indicated significant 

differences in favour of MAXLOT = 450 in relation to MAXLOT = 350 

and MAXLOT = 250, but in general no significant differences for MAXI,OT = 

550 and MAXLOT = 00. The results for the'average number in queue'indi

cated (as expected) significant increases in the queue size, created 

by the splitting procedure. As the value of MAXLOT gets smaller, the 

queue size gets IGrger. 
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The results for system configuration d (table 7.8) indicated the same 

effect on the queue size, but different results for the variables of 

delivery performance. The lowest value of 'average delay of production' 

was produced by ~~XLOT = 250, and the multiple comparison test indicated 

statistically sig~ificant differences for all the other values of 

MAXLOT. For the 'percentage of production late' ~nd 'tardiness index 

of production', the lowest values were produced by ~XLOT = 350. 

However the multiple comparison test failed to find any statistically 

Significant differences between ~XLOT = 350 and ~XLOT = 250 or 

MAXLOT = 450. It should be pointed out that in relation to the measures 

of delivery performance, even the statistically significant differences 

were in absolute terms very small. The same is not true in relation 

to the effect on the queue size. As the value of ~XLOT decreases the 

increases in queue size becomes considerable. 

Based on the above evidence it is therefore possible to say that there 

are strong indications to suggest that the procedure for splitting 

large job into smaller batches does not bring, on average, any sign

ificant advantages to the performance of the system. 

7.3.2 - Effects on the internal behaviour of the system 

The results for the measures of internal behaviour presented a different 

picture from the measures of delivery performance. ~/hile for the latter 

the results were very uniform for the three variables, for the former 

there was a more complex picture. One interesting point to note was 

that depending on the effect being analysed, an improvement in the 

internal performance (smaller 'process cycle time', smaller 'idle times 
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due to setup', smaller '~ueue size'), could in fact correspond to 

a deterioration in the external perfoImance (delivery performance), 

This was certainly'the case for effects D and C, In the case of 

D, for example, the increase in the size of orders caused, as ex

pected, a reduction in the value of 'idle time due to setup' and in 

'average ~ueue size', This was reflected in the 'actual load factor', 

and 'process cycle time' which also had their values reduced, 

However these improvements (which represent smaller processing time 

per item) were outweighed by the increase in batch sizes, res-

ulting in larger throughput times and conse~uently poorer delivery 

performance, The same kind of phenomenon happened when the number of 

moulds was reduced from 42 to 27 (effect C), The only difference being 

that this time the deterioration in delivery performance was followed 

by an increase in the average queue size, 

In relation to the mechanisms governing the internal behaviour of the 

system, the results indicated a direct relationship between the 'idle 

time due to setup', and two of the other variables ~iz,' actual load 

factor' and 'process cycle time', The whole mechanism seems to be 

governed by the effect that the system's parameters have on the amount 

of time spent in setting up, A variation in the 'idle time due to 

~etup' (in one direction or another) is immediately reflected in a 

variation in the same direction of the 'actual load factor' and 

'average process cycle time', This mechanism is no surprise, and should 

be expected. However the results of table 7,1 indicated an exception, 

On that occasion an increase in the 'idle time due to setup' actually 

corresponded to a reduction in the 'average pro~ess cycle time', 

At first this result seems ~uite dUbious, but a close examination of 
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the circumstances generated a reasonable explanation. Firstly, it 

should be recorded from paragraph 3.6.1 that the 'process cycle time' 

is obtained by dividing the total processing time of each 'job' by 

its batch size, where processing time inclu~es the actual production 

time plus all the idle times (due to setup) suffered by each job. 

For this reason the value of process cycle time is a direct function 

of the amount of idle time suffered by each job. Now, if the results 

of table 7.1 are examined, it is possible to see that although the 

total time spent with setup has increased (from 6.45% to 6.77%), 

the amount of setup time per job has actually been reduced. This is 

because the increase in the nominal load factor from 65% to 85% was 

brought about by an increase of 30% in the arrival rate. Now, if the 

two values of setup time are divided by 1.0 and 1.3, respectively, 

the results are 6.45% and 5.21%, which indicate that the amount 

of setup time per 'job' actually dropSJ with a consequent 

reduction in the 'process cycle time'. 

A final point about the mechanisms governing the behaviour ef the 

system relates to the relationship between the average number of jobs 

in queue and the delivery performance. From the results it can be seen 

that in general a deterioration (or improvement) in delivery perform

ance corresponds to an increase (or reduction) in the queue size. 

There were however two exceptions. The first happened when the 

average size of orders was increased from 1000 to 1600 (table 7.4). 

On that occasion a significant drop in the queue size was followed by 

a significant deterioration in delivery performance. This is under-

standable as the increase in the average size of orders corresponds to 

a reduction in the arrival rate of orders, which means less jobs in 
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queue but larger batch sizes (larger processing times per batch). 

The second exception happened when the value of MAXLOT (table 7.5) 

was changed from 450 to GO. This meant that jobs were not split into 

batches, which means less batches (jobs) and so, smaller queues. The 

reduction in queue size however was not followed by any significant 

change in deJ.ivery performance. 
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7.4 - Summary 

In this chapter the results of a fractional factorial design corres

ponding to six factors at two levels each, was presented and discussed. 

The objectives of these experiments were to study the main effects and 

possible interactions of those six variables on the behaviour of the 

system, both in relation to its internal and external (delivery) perform-

ance. 

The results indicated that on average the largest main effect on deli

very performance was caused by a variation in the nominal load factor 

brought about by an increase in the arrival rate. The value of the 

average size of orders was also shown to have a considerable influence 

on the delivery performance and internal behaviour of the system. 

There was a strong indication to suggest that the procedure of splitt

ing large jobs into smaller batches had, on average, a very small 

effect on the delivery performance of the system, but a significant 

effect on its queue size. 

The results. have also indicated a large interaction between the number 

of moulds and the ratio F (number of product style/ number of machines) 

for the measures of delivery performance. These interactions were shown 

to be highly significant and of considerable practical importance due 

to their magnitude in relation to the other effects. 
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A comparison between the measures of internal behaviour and the 

measures of delivery performance indicated that in some circumstan

ces an improvement in the internal performance can correspond to a 

deterioration of delivery (external) performance, 

Finally a brief discussion was carried out in order to explain the 

working mechanism of the system, and to justify some of the more 

unexpected effects. 



TABLE 7.1 

EFFECTS OF A O!ANGE IN n!E NOMINAL LOAD FACTOR OF n!E SYSTEM 

MAIN EFFECTS 

Interactions with: 

B: mean setup time 

C: no. of moulds 

D: average size 
of orders 

E: splitting of jobs 

• 

F: ratio 
no. style/no. mach. 

AVERAGE 
DELAY OF 
PRODUCTION 

•• 2.53 

0.17 

0.20 

- 0.07 

- 0.04 

•• 0.41 

(low: 65% vs. 

PERCENTAGE OF 
PRODUCTION 
LATE 

•• 18.73 

' 1.118 

0.68 

- 0.03 

- 0.24 

•• 3.56 

•• Significant, at 0.01 level 
• Significant at 0.05 level 

high: 85%) (A vs. AI)' 
0 

TARDINESS AVERAGE AVERAGE 
INDEX OF PROCESS M:ruAL LOAD 
PRODUCTION CYCLE TIME FACTOR 

•• 1.25 •• - 0.13 •• 18.99 

0.15 •• - 0.0'6 - 0.28 

0.22 •• 0.15 1.02 

0.09 •• 0.06 0.00 

0.00 0.00 - 0.08 

•• 0.30 •• - 0.13 - 0.75 

IDLE TIME AVERAGE NO. 
DUE TO OF JOBS 
SE'ruP (%) IN QUEUE 

•• 0.32 •• 29.74 

•• - 0.16 •• 1.39 

•• 0.21 •• 2.31 

•• 0.27 •• - 6.15 

- 0.06 0.44 

•• - 0.25 .. - 2.95 



TABLE 7.2 

EFFECTS OF A CHANGE IN THE MEAN VALUE OF SEruP TIMES 

(low: 8 min. vs. high: 

MAIN EFFECTS 

Interactions with: 

A: nominal load 
factor 

• 

C: no. of moulds 

• 

D: average size 
of orders 

• 

E: splitting of jobs 

• 

F: ratio 
no. sty1e/no.mach. 

AVERAGE 
DELAY OF 
PRODUCTION 

•• 0.52 

0.17 

- 0.12 

- 0.02 

- 0.07 

0.20 

PERCENTAGE OF 
PRODUCTION 
LATE 

•• 2.95 

1.78 

- 0.67 

- 0.04 

- 0.29 

1.20 

•• 
• 

Significant at 0.01 level 
Significant at 0.05 level 

(Bo vs. B1) 
TARDINESS 
INDEX OF 
PRODUCTION 

• 0.22 

0.15 

- 0.01 

0.01 

- 0.05 

0.11 

16 min.) 

AVERAGE AVERAGE 
PROCESS ACTUAL LOAD 
CYCLE TIME FACTOR 

•• 0.35 •• 4.90 

•• - 0.06 - 0.28 

, •• - 0.11 •• - 1.41 

• - 0.04 - 0.47 

o.oz 0.39 

•• 0.08 1.12 

IDLE TIME AVERAGE NO. 
DUE TO OF JOBS 
SETUP (%) IN QUEUE 

•• 3.43 • • 3.38 

•• - 0.16 •• 1.39 

•• - 1.15 - 0.76 

•• - 0.54 - 0.79 

0.07 - 0.66 

•• 0.95 0.39 



TABLE 7.3 

EFFECTS OF A CHANGE IN THE NUMBER OF IDULDS AVAILABLE 

(42 vs. 27) (C vs. Cl) 
0 

AVERAGE PERCENTAGE OF TARDINESS AVERAGE AVERAGE IDLE TIME AVERAGE NO 
DELAY OF PRODUCTION INDEX OF PROCESS l\C'IqAL LOAD DUE TO OF JOBS 
PRODUCTION LATE PRODUCTION CYCLE TIME: FACTOR SETUP (')(.) IN QUEUE 

MAIN EFFECTS •• 0.86 •• 7.36 •• 0.53 •• - 0.74 •• - 10.30 •• - 3.37 •• 8.72 

Interactions with: 

A: nominal load 0.20 0.68 0.22 •• 0.15 1.02 •• 0.21 •• 2.31 
factor 

• 
B: mean setup time - 0.12 - 0.67 - 0.01 _ •• - 0.11 • - 1.41 •• - 1.15 - 0.76 

• 

D: average size 0.19 1.80 0.15 0.03 0.81 •• 0.51 - 0.22 
of orders • 

• 

E: splitting of jobs - 0.06 - 0.50 - 0.02 0.00 - 0.08 0.09 - 0.06 

• 

F: ratio 
no. style/no. macho .. - 0.71 •• - 5.16 •• - 0.45 ... 0.12 •• 2.22 •• 0.78 •• - 8.03 

•• Significant at 0.01 level 
• Significant at 0.05 level 



MAIN EFFECTS 

Interactions with: 

A: nominal load 
factor 

B: mean setup time 

C: no. of moulds 

E: spl1 tting of jobs 

• 

F: ratio 
no. style/no. mach. 

TABLE 7.4 

EFFEX:TS OF A CHANGE ON ruE AVERAGE SIZE OF ORDERS 
(small: 1,000 vs. large: 1,600) (Do vs. D

l
) 

AVERAGE PERCENTAGE OF TARDINESS AVERAGE 
DELAY OF PRODUCTION INDEX OF PROCESS 
PRODUCTION LATE PRODUCTION CYCLE TIME 

•• 0.98 •• 5.45 •• 0.28 •• - 0.22 

- 0.07 - 0.03 0.09 •• 0.06 

- 0.02 - 0.04 0.01 •• - 0.04 

0.19 1.80 0.15 • 0.03 

0.05 0.40 0.00 0.00 

- 0.18 - 0.70 0.09 - 0.02 

•• Significant at 0.01 level 
• Significant at 0.05 level 

AVERAGE IDLE TIME AVERAGE NO 
ACTUAL LOAD DUE TO OF JOBS 
FACTOR SETUP (%) IN QUEUE 

•• - 7.55 •• - 2.46 •• - 11.06 . 

0.00 •• 0.27 .. - 6.15 

- 0.47 •• 0.54 - 0.79 

0.81 •• 0.51 - 0.22 

0.23 - 0.03 - 0.44 

- 0.17 - 0.39 0.27 



TABLE 7.5 

EFFEX:TS OF A CHANGE IN THE PROCEDURE OF SPLITTING JOBS 
(splitting vs. no splitting) (Eo vs. El) 

MAIN EFFEX:TS 

Interactions with: 

A: nominal load 
factor 

B: mean setup time 

C: no. of moulds 

D: average size 
of orders 

F: ratio 
no. style/no.mach. 

AVERAGE PERCENTAGE OF 
DELAY OF PRODUCTION 
PRODUCTION LATE 

0.11 0.48 

- 0.04 - 0.24 

- 0.07 - 0.29 

- 0.06 - 0.50 

0.05 0.40 

- 0.03 - 0.06 

•• 
• 

Significant at 0.01 level 
Significant at 0.05 level 

TARDINESS AVERAGE AVERAGE 
INDEX OF PROCESS AcT!}AL LOAD 
PRODUCTION CYCLE TIME FACTOR 

0.02 0.02 0.29 

0.00 0.00 - 0.08 

- 0.05 0.02 0.39 

- 0.02 0.00 - 0.08 

0.00 0.00 0.23 

0.00 0.00 0.04 

IDLE TIME AVERAGE NO 
DUE TO OF JOBS 
SE'lUP (')I.) IN QUEUE 

- 0.04 •• - 2.70 

- 0.06 - 0.44 

0.07 - 0.66 

0.09 - 0.06 

- 0.03 - 0.44 

- 0.07 0.40 



TABLE 7.6 

EFFECTS OF A OlANGE IN THE RATIO NO. OF STYLES/ NO. OF MACHINES 

(more favourable (3:2) vs. less favourable (3:1» (Fo vs. Fl ) 

MAIN EFFECTS 

Interactions with: 

A: nominal load 
factor 

B: mean setup time 

• 
C: no. of moulds 

D: average size 
of orders 

E: splitting of jobs 

AVERAGE 
DELAY OF 
PRODUCTION 

•• 0.72 

•• 0.41 

0.20 

•• - 0.71 

- 0.18 

- 0.03 

PERCENTAGE OF TARDINESS 
PRODUCTION INDEX OF 
LATE PRODUCTION 

•• 6.64 •• 0.36 

•• 3.56 •• 0.30 

1.20 0.11 

•• - 5.16 •• - 0.45 

- 0.70 0.09 

- 0.06 0.00 

• • 
• 

Significant at 0.01 level 
Significant at 0.05 level 

AVERAGE 
PROCESS 
CYCLE TIME 

•• 0.54 

•• - 0.13 

•• 0.08 

•• 0.12 

- 0.02 

0.00 

AVERAGE 
ACTUAL LOAD 
FACIDR 

•• 6.47 

- 0.75 

1.12 

•• 2.22 

- 0.17 

0.04 

IDLE TIME 
DUE ID 
SETUP (%) 

•• 2.70 

•• - 0.25 

•• 0.95 

•• 0.78 

•• - 0.39 

0.07 

AVERAGE NO 
OF JOBS 
IN QUEUE 

•• - 7.38 

•• - 2.95 

0.39 

•• - 8.03 

0.27 

0.40 



FIGURE 7.7 

• EFFOCT OF MAXLOT VlIWE ON THE BEHAVIOUR OF THE SYSTEM 

AVERAGE NUMBER OF 
VPJ.,UE JOBS IN OOEUE 

OF 
difference from 

MAXLOT Mean lowest mean 
<Control} 

co 35.28 0.00 

550 37.92 •• 2.65 

450 38.65 •• 3.37 

350 40.87 •• 5.59 

250 46.68 "11.40 

•• = significant at 0.01 level 
• - significant at 0~05 level 

(SYSTEM CONFIGURATION abcdf ) 

AVERAGE DELAY OF PERCENTAGE OF LATE 
PRODUCTION PRODUCTION 

difference from difference from 
mean lowest mean mean lowest mean 

<Control} <Control) 

8.38 • 0.16 40.65 0.97 

8.26 0.04 40.27 0.59 

8.22 0.00 39.68 0.00 

8.42 •• 0.20 40.7') 1.11 

8.46 •• 0.24 42.57 •• 2.89 

-

TARDINESS INDEX OF 
PRODUCTION 

difference from 
mean lowest mean 

<controll 

2.37 0.10 

2.27 0.01 

2.26 0.00 

2.42 "0.15 

2.39 • 0.13 



-
VALUE 

OF 
MAXLOT 

CD 

550 

450 

350 

250 

AVERAGE NUMBER 
JOBS IN OOEUE 

difference 

FIGURE 7.8 

EFFECT OF MAXLOT VALUE ON nIE BEHAVIOUR OF THE SYSTEM 
( SYSTEM CONFIGURATION d ) 

OF AVERAGE DELAY OF PERCENTAGE OF LATE 
PRODUCTION PRODUCTION 

from difference from difference from mean 
lowest mean mean lowest mean lowest mean mean 
(control) (control) (control) 

11.17 0.00 4.24 •• 0.73 6.07 •• 3.36 

12.19 •• 1.02 3.81 •• 0.30 3.98 • 1.27 

12.73 •• 1.56 3.76 •• 0.25 3.79 1.09 
-

::'4.61 •• 3.44 3.61 •• 0.11 2.71 0.00 

18.58 •• 7.41 3.51 0.00 2.76 0.05 

• • = significant at 0.01 level 

• = significant at 0.05 level 

TARDINESS INDEX OF 
PRODUCTION 

difference from 
mean lowest mean 

(control) 

0.13 •• 0.08 

0.07 0.02 

0.06 0.01 

0.05 0.00 

0.06 0.01 



CHAPTER 8 

STUDY OF OPERATION STRATEGIES FOR CAPACITY MANIPULATION 
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8.1 - Introduction 

In paragraph 4.3.3 a brief discussion was conducted on the objectives 

of this series of exper~ments. It was however indicated that a 

comprehensive discussion would follow in tr.is chapter. 

more 

The two previous ser~es of experiments, reported in chapters 6 and 7, 

have presented a comprehensive study of the effects of o?erat~on rules 

and some of the system' s parameters on i ts ~nternal behaviour and 

delivery performance. The information obtained helped to improve the 

understanding of the system and to indicate the effects and interactions 

between parameters. However it did not relate those effects 

economic consequences of changes in the-parameters. 

to the 

Cantelow@t ql.(1973) po~nt out that two measures are of real importance 

When judging the performance of a manufactur~ng system. Those are the 

delivery performance to promised dates, and the cost per unit of out

put. The aim of a company's policy should be to meet demand on tlme at 

min~um cost - with~n such practical constra~nts as limit of available 

cash, floor space and mann~ng policies. The fulfilment of these a~s 

however depends to a large extent on the decls~ons taken by manage-

ment with respect to operation procedures and capJtal investment. 

In order to take such decisions management need to assess the conse

quences of the possible alternative actions. In situations Where due 

dates are viewed as critical, management can usually take decisions 
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using a three dimensional decision grid. The first dimension repre-

sents cost per unit of output. This cost can be changed by modifying 

its variable component, which is represented by such variables as 

capital costs, cost of overtime and extra shift, inventory costs, 

etc. As Eolie (1974) pointed out, 'Firms can generally substitute , 

variable inputs, such as additional shifts, overtime and inventory, 

for capital =_nputs in the form of plant capacity, which consists of 

buildings and production equipments'. It is also possible to monitor 

the utilization factor of the production facilities by increasing 

or decreasinq the load factor. 

The second dimension on the decision grid represents the 'lead t~e' 

used for quoting delivery dates.Eilon and Chowdhury (1976) suggest 

that instead of confining the scheduler to a given array of due dates, 

the due dates should be specified so as to take account of indiv1dual 

jobs and the level of congestion in the shop. They then add : 'In 

practice, of course, the scheduler is not free to assign due dates 

on his own, and the wishes of the customer in this respect undoubtedly 

play a signif1cant part'. 

The third dimension on the decision grid represents the delivery 

performance. Delivery performance can be measured by the n~er of 

tardy jobs, o~ any other tardiness-related criterion, Having decided 

on a given 'lead time' parameter, it is always possible to trade 

extra capacity, which might be represented by cost per unit of out-

put, for improved delivery performance. Littlechild (1974) expressed 

this point well: 'Queueing theorists have long argued that a less than 
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100% utilization factor does not represent inefficient idle capacity. 

Investment in additional facilities (capacity) to service a given 

demand is warranted as long as the incremental cost is more than 

outweighted by reduction in waiting cost'. 

One way of providing management with information to help in making the 

above decision~ would be to construct trade-off curves relating capacity 

cost per unit produced, to delivery performance criterla, for differ-

ent lead time parameters. As far as this partlcular model is concerned, 

capacity can be manipulated through the following varlables: 

i) the number of machines 

ii) the number of moulds 

iii) the number of working hours/week 

iv) the use of lnventory of finished goods 

Capacity cost per unit produced can be expressed by: 

where 

C = capacity cost per unit produced 
u 

C
t

= total capacity cost/period 

Qt= total production/period 

Ct can be measured by: 

Ct = M • Cm + N • Cn + Lc + Ic 

~ere 

M = number of machines in the shop 

C = machine depreciation cost/period 
m 

N = number of moulds held 

C = mould depreciation cost/perlod 
n 

••• 8.1 

••• 8.2 



-219-

L = labour cost/period 
c 

I = total inventory cost/period c 

Delivery performance can be measured by the 'percentage of production 

(or orders) late' and/or the 'tardiness index of production(or orders)', 

and due dates can be varied by having different values for the lead 

time, D. 

In this chapter the results obtained from a series of experiments 

designed to produce trade-off curves relating delivery performance to 

capacity cost per unit, are presented. As explained br1efly 1n para-

graph 4.3.3, the experimental design for this part of the study con-

sists of mak1ng single changes to the model's capacity parameters 

and of measur1ng the consequences of those changes on both the delivery 

performance and the capac1ty cost per un1t produced. Delivery perform-

ance (measured by the 'percentage of production late') is obtained 

directly from the model output, but the capacity cost per unit is 

calculated afterwards, outside the model, through the use of equacions 

8.1 and 8.2. The calculat10n of the capacity cost per unit outside 

the model gives more flexibility, as it allows the use of different 

cost parameters on the same set of results obtained by a single simul-

ation experiment. 

The cost parameters used 10 the results presented in this chapter are 

based on typical costs of the industrial company mentioned in paragraph 

4.2. These costs are presented in appendix 2 together with data about 

the company's production unit. It should be pointed out that the 
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results of the trade-off curves are very much dependent on the cost 

structure as well as the system configurations of a particular company 

(as indicated by some of the results of chapter 7). For this reason 

it was decided to use a system configuration resembling the situatlon 

found in the industrial company referred to above. The configuration 

used has therefore; a mean setup time equal to 8 minutes, three pro

duct styles, one machine, average size of orders equal 1600, and a 

value for the mean arrival rate sufficient to produce a load factor 

of around 75% for a single shift of 45 hours per week. The procedure 

for splitting jobs was also used. The number of moulds held by the 

company, the number of working hours per week and the parameters for 

inventory control are the varlab1es changed durlng the experimentatlon. 

The number of machines was not varied, as it would produce too high a 

capacity cost at this level of demand. 
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8.2 - Discussion of experiments and presentation of results 

For the sake of discussion and presentation, the experiments were 

divided into two groups. The first group relates to the exper~ents 

involving variations in the number of moulds and number of working 

hours per week, while the second group relates to the experiments 

involving changes in the invento~ control parameters. 

8.2.1 - Experiments involving changes in the number of moulds and 

working hours per week 

The results for thLS first group of experiments are presented in 

tables 8.1 to 8.3, and in figures 8.1 to 8.5. Table 8.1 presents the 

numerical results of 'capacity cost per unit' and 'percentage of 

production late' which resulted from variation in the number of moulds 

from 18 to 45. The variations Ln the number of moulds were made in 

steps of three, in order to take account of the three product styles. 

This change could have been made in steps of 1, but in this particular 

situation, in which demand is assumed to be the same for all three 

styles, the selection of an extra mould for a particular product would 

tend to create an imbalance Ln the delivery performance among the 

styles. The extra moulds were selected in accordance with the proce
(1) 

dure descrLbed in paragraph 3.6.1. It should be pointed out that 

experiment 1 of table 8.1 (1 machine, 18 moulds) represents the minL-

mum feasible capacity for a three-product-styles situation ( see 

paragraph 3.5.3). The percentage of late production was calculated 

(1) Both the waiting time in queue and processing time distributions 
were assumed to be exponential, when calculatLng the probabilities 
described in paragraph 3.6.1 



-222-

for different values of lead t1me, D, ranging from 8 to 20 days, as 

shown in table 8.1. In figure 8.1 the capacity cost per unit is 

plotted against the corresponding percentage of production late, for 

three different values of lead t1me (D = 8, 12 ana 16 days). Th1S 

gives rise to the t.rade-off curves, wh1ch represent the three dimen

sional decision gr1d discussed in paragraph S.l. Figure 8.1 confirms 

the results of the preliminary investigation concerning the effect 

of extra moulds on the delivexy performance of the syst2m ( see 

paragraph 4.2.4.). It is possible to see that, irrespective of the 

value of lead time, the trade-off curve has an interest1ng shape, 

which decreases very sharply when the number of moulds increase from 

18 to 27, but which tends to flatten out after 27 moulds.(See table 8.1) 

Fbr example, for D = 12 days and the number of moulds set at 18, the 

result for the percentage of production late is equal to 49.19%, at a 

capacity cost of 3.97 m.u. (monetary unit) per unit produced. When 

the number of moulds was increased to 27, there was a trade-off be-

tween costs and delivery performance which is indicated by a sharp 

drop in the percentage of production late, which is reduced to less 

than a third of its original value (from 49.19% to 15.13%), against 

an increase of only 4.79% in the capac1ty cost per unit produced 

(from 3.97 m.u. to 4.16 m.u.). On the other hand, ~en the number of 

moulds was increased from 27 to 45, the increase in cost was equal to 

18.51% (from 4.16 m.u. to 4.93 m.u.) compared with an absolute drop 

of only 0.59% (3.90% in relative terms) in the percentage of product10n 

late. 
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Another interesting" point to note is the influence of D on the 

percentage of orders late. For example, by increasing the number of 

moulds from 18 to 24, and the value of D from 8 to 12 days, it would 

be possible to reduce the percentage of production late from 68.19% 

to 21.60% at un extra capacity cost per unit of only 0.05 m.u. or 

1.26%. It is true that increasing the lead time means reducing 

customer's satisfaction in terms of delivery dates. On the other hand, 

by increasing the lead tim~ the company will be more reliable in 

respect to its promise, without having to increase the cost of the 

product. As long as lt is arranged before hand, it might be preferable 

to a customer to have slightly longer but more reliable delivery times. 

Table 8.2 presents slmilar data to that shown in table 8.1, but this 

time it represents the results obtalned by varying the number of work

ing hours/week. The variations were made in steps of 5 hours per week, 

representing one extra hour per day in a five-day-week. It should be 

pointed out that eighty hours per week represents two normal shifts 

of 40 hours each, and for this reason labour cost is charged at the 

appropriate rate indicated in appendix 2. The number of moulds was 

maintained constant at 18 during this serles of experiments. In figure 

8.2 the capacity costs per unit given by table 8.2 are plotted agalnst 

the corresponding 'percentage of production late', for three different 

values of lead time (D = 8, 12 and 16 days). Flgure 8.2 shows an 

interesting pattern for the trade-off curves, which is a characteristic 

of the cost structure. For example, for a lead time equal to 8 days 

it can be seen that the trade-off curve has three distinct sections. 

The first section, corresponding to the increase in the number of work-
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ing hours per week from 45 to 70 hours, presents an almost linear 

pattern with a sharp decline. The second section, which corresponds 

to the increase in the number of working hours per week from 70 to 80, 

presents a vertical drop. This means an improved delivery performance 

without any corresponding ~ncreases in costs. This phenomenon happens 

only because of the cost structure, which makes it less expensive to 

have two shifts of 40 hours (80 hours in total) than one shift of 40 

hours plus 30 hours overt~e. For this reason, when calculating labour 

cost, it was assumed that the company would rather have a two sh~ft 

system than 30 hours overtime, and this causes the vertical drop on 

the trade-off curve. The third section of the curve, which corresp

onds to the variat~on ~n the number of working hours per week from 

80 (two shifts) to 100 (two shifts plus 20 hours overtime) assumes an 

assymptotic shape indicating that a large increase in costs would be 

needed in order to obta~n a small ~mprovement in delivery performance. 

If the three sections of the curve are compared numerically it can 

be seen that for the first section an increase of 17.63% (0.70 m.u. 

in absolute terms) in the capacity cost per unit resulted in a 

drop of 52.03% (from 68.19% to 16.16%) in the percentage of 

production late. In the second section the use of two shifts of 40 

hours, instead of one shift of 40 hours plus overtime, resulted in a 

drop of 8.32% (from 16.16% to 7.84%) in the percentage of product-

~on late at no extra cost. For the th~rd and last section of the 

Curve an increase of 15.20% (0.71 m.u. in absolute terms) ~n the ca

pacity cost per unit resulted ~n a reduction of only 6.66% (from 

7.84% to 1.18%) in the percentage of production late. 
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The variation in the value of D caused the trade-off curves to 

shift to the left, and consequently to produce a lower 'percentage 

of production late'. For example, for a lead time of 16 days and 

a capacity cost per unit of 4.38 m.u., the syste~ would deliver only 

6.84% of its production late, while for the same cost and a lead 

time of 8 days, the system would deliver on average 36.20% of its 

production late. 

Table 8.3 presents the results of capacity cost per unit and 'percent

age of production late' for different values of lead tlme, D, which 

were obtained by varying the number of working hours per week from 45 

to 80 hours, in steps of 5 hours. The number of moulds was maintained 

constant at 27 during thlS series of experiments. This 'strategy', a 

combination of the previous two, increases both the number of moulds 

(from 18 to 27) and the number of hours per week. 

Figure 8.3 shows the values of capacity cost per unit (of table 8.3) 

plotted against their corresponding 'percentage of production late' 

for three different values of lead time (D = 8, 12 and 16 days). The 

pattern of the trade-off curves of figure 8.3 are simllar to the 

corresponding curves of flgure 8.2. However the curves of figure 

8.3 show lower values for the 'percentage of production late', than 

the correspondlng curves of figure 8.2 for the same unit costs. 

In order to facilitate comparisons between the different strategies, 

the trade-off curves of figures 8.1, 8.2 and 8.3 were plotted to

gether in figures 8.4 and 8.5. Figure 8.4 presents the trade-off 
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curves of figures 8.1, 8.2 and 8.3, for D = 8 days, and figure 8.5 

presents the same three curves but for D = 16 days. An analysLs of 

figures 8.4 and 8.5 indicates that the relative performance of the 

different strategies for capacLty manipulation depends on the value 

of lead time, D, and the level of delivery perfo~.nance (or capacity 

cost per unit) that a company chooses to have. 

For example, if it is decLded that a company should fix its due 

date based on a lead time of 8 days, and that it intends to deliver 

between 90% and 95% of its production within the due date, then it 

would not make much difference (as far as the capacity cost per unit 

is concerned), whether 18 moulds and 2 shifts of 40 hours, or 27 

moulds, one shift of 40 hours and 15 or 20 hours of overtime per 

week were used. It seems however that the second option would produce 

a smaller tardiness as shown by the analysis of the two 

curves. On the other hand, if a company decides that it would 

be worthwile to sacrifice performance in terms of 'production deliver

ed late' in exchange for lower costs for the same lead tLme of 8 

days, then the use of 27 moulds and some amount of overtime seems to 

be the best alternative. For example, for a capacity cost of 4.33 m.u., 

it would be possible to obtain on average more than 80% of all pro

duction delivered inside the due date if 27 Moulds and 10 hours of 

overtLffie per week are used. On the other hand, if 18 moulds and 20 

hours of overtime are used, the same capacLty cost per unit would be 

incurred but only 61% of the production would be delivered on time. 
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Another alternative would be to increase the lead time D. As shown 

in figure 8.5 if th~ lead time is fixed at 16 days then the use of 

18 moulds and overtime appears to be a worse alternative than either 

increasing the number of moulds to 27 or having 27 moulds and over

time. For example, it would be possible to delivery 100% of the 

production inside the due date at a capacity cost per unit of 4.40 

m.u. if 27 moulds and 15 hours overtime are used. To obtain - the 

same 100% performance with only 18 moulds would requlre nearly 30 

hours overtime{ or two shifts of 40 hours) at a cost of 4.75 m.u. 

per unit produced. 

Finally, it should be pointed out that the addition of a new machine 

to the system would result in a capacity cost per unit of 6.92 m.u., 

which, lrrespective of the delivery performance, would be far more 

expensive than any other strategy. 

8.2.2,- Experiments involving changes in the parameters of i~ventory 

control 

Before the presentation of results, some comments have to be made 

about the limitatlons of this series of experiments. The first limit

ation concerns the problem of interference between inventory replen

ishment orders and customers orders. In paragraph 3.4 it was pointed 

out that when switched on, the inventory subsystem would tend to 

interfere wlth the prlorlty scheduling rules and the whole of the 

shop's scheduting procedure, which would have to handle both customers 

and inventory replenishment jobs, as they would be competing for the 
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same production facilities. This possible lnterference means that 

a priority scheduling rule which is efficient for a non-inventory 

situation might not be so, when the lnventory is switched-on. A 

full study of the problem would require a lengthy investigation, 

which was not carried out in this study for reasor.s already dis

cussed in paragraph 3.4. Instead it was decided to use the FIFOMB 

rule together with a procedure which separates customer's 'jobs' 

from inventory replenishment 'Jobs', with the former getting ab

solute priority over the latter, as described at the end of para

graph 3.5.1. 

Secondly there is the problem of selecting the pa=ameters of control 

for the inventory subsystem. As discussed in 3.4., the lnventory sub

system is controlled by three sets of variables. The flrst set 

(STOCK (i,jJJ is used to specify whether or not product (l,jJ is ma-

nufactured for stock; the second set (RPOINT (i,jJJ, 15 used to 

specify the reorder pOlnt of product (i,jJ; and the third set (EBQ 

(i,jJJ is used to specify the batch Slzes for the replenishment or

ders of product (i,jJ. In paragraph 1.2.3 the analytical approaches 

to the problem of determining reorder point and reorder batch quan

tities, have been discussed. It is evident from the characteristics 

of this class of production systems, that the economic batch quantity 

approach would be completely inadequate, and a mathenatical approach 

of the (s,SJ type too complex. It was ~~erefore declded to use an 

experimental approach based on a simple heurlstic search procedure, 

to determine effective values for RPOINT (i,jJ and EBQ (i,jJ. This 

procedure will be discussed later in this chapter. 
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Finally there was a need to decide which products should be manu

factured for stock. As described in paragraph 3.4, the objective of 

using inventory in this study was not to eliminate or decrease the 

typical values of lead time (delivery delay promises), but instead 

to improve the efficiency in meeting those promises. Following this 

objective, it was decided that the decision on which products to 

produce for inventory should be based on the same procedure used 

for selectlng extra moulds. This procedure has been descrlbed in 

paragraph 3.6.1. The idea was to examine the outputs fran the 

previous series of experiments and to determine which were the 

product sizes with substantial probabilities of delaying 

associated Wlth their style. As the objectlve is to minimize 

orders 

both 

capacity costs and percentage of production late, lt would be desir

able to hold stock for the minimum possible number of products, such 

that products with very small demand (the extreme sizes ln the range, 

both large and small) and, consequently, small throughput times, 

could be excluded from the list of inventoriable items wlthout caus

ing any delay on delivery (above the lead time). Examination of the 

outputs of previous experiments indicated that the two largest and 

three smallest product sizes ln each range had probabilities of less 

than 0.03 of having throughput tlmes larger than 8 days. Therefore it 

was decided that they should not be produced for stock. It should 

be pointed out that this analysis was made for a system configuration 

Wlth 18 moulds, 45 working hours per week and no inventory. The intro

duction of inventory wculd most certalnly alter those probabilities, 

which should be reduced as the amount ln stock for the other products 

is increased. This is a consequence of the fact that customer's orders 
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have absolute priority over stock repleniehment orders. Later checks 

on the results obtained have confirmed that the throughput times 

of non inventoriable products are indeed reduced when lnventory is 

introduced into the system. 

Having decided which products to keep in stock, there was a need to 

choose the reorder point and reorder batch size parameters. As said 

before, this was done by a simple heuristlc search procedure which 

consisted of the following steps: 

i) Choose a value for the maximum amount to be kept in stock 

(at any time) for each product style. This maximum is given 

by the relationship: 

MAX(i) ~ t RPOINT (i,j) + t EBQ(i,j) 

where 1 ~ product style and J ~ product size 

ii) After deCiding on the value of MAX (i) calculate the values 

MAXS(i,j) for each product size, where MAXS (l,j) ~ MAX (i) 

X p(j), where p(j) represents the distributlon of proportlons 

of demand, for indlvldual product sizes, as described in para

graph 3.2, and presented ln appendix 3. 

iil) Try different combinations of RPOINT (l,J) and EBQ (i,j), 

maintaining the constraint that RPOINT (i,j) + EBQ (i,j) ~ MAX 

(i). For most cases only three cornblnations were tried: 

a) RPOINT (i,j) ~ EBQ (i,j) 

b) RPOINT (i,j) ~ 3 X EBQ (i,j) 

c) RPOINr (i,J) ~ t X EBQ (i,j) 
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Each combination represents an experiment with the model. 

iv) Increase the value of MAX (i) and repeat the procedure 

as from (ii). 

A further problem with this series of experiments concerns the quest-

ion of stabilization and starting conditions. As p01nted out in 

paragraph 5.2.1, the discussions of chapter 5 about initial conditions 

and stabilization period assumed a system without inventory of finished 

gocds. The existence of inventory tends to create a buffer in the 

system, which might bias the final results if the initial conditions, 

the stahilization period and the length of runs are not well considered. 

In order to made comparisons with other experiments easier, it would 

be ideal to have ident1cal samples S1zes for all exper1ments. Th1S 

would be poss1ble for small values of MAX (i). However when the value 

of MAX (i) gets larger, there is a need to increase the length of 

the stabilization period and/or the sampling period. The best way 

to determine the proper parameters would be to have a pilot study, 

but unfortunately because of time restriction such a study could 

not be made. Instead it was decided to use a technique described in 

paragraph 5.3.3. This technique consists of having two sets of runs, 

in which the length of the runs for the two sets is varied so that 

the results can be compared to see whether or not there 1S any con-

siderable difference between the two sets of runs. If the answer 

is negative, then the original (smaller) length is good enough, other

wise a longer run should be tr1ed. It would not be feasible to use 
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this procedure for all experiments, and therefore an lntermediary 

value of MAX (l) was tested in order to determine typical values 

for the stabilization and sampling periods. Values of MAX (i) 

above that would have proportionately longer runs, while values 

below it would have smaller runs. 

In tables 8.4 and 8.5 the lengths of the stabilization and sampling 

periods for each experiment are presented, together with results 

of costs and delivery performance. Experiments 42, 43 and 44 of 

table 8.4 are the experlments for which the test of stabilization 

was made. It can be seen from those three experiments that the 

increase of the stabllization period from 20 to 40 and the sampling 

period from 130 to 180 caused a considerable change in the outputs 

(percentage of production late), while a further increase from 

40 to 50 in the stabillzation period and from 180 to 260 in the 

sampllng period, failed to produce any considerable c~anges in the 

output. The initial conditions for all the experiments were the same, 

as discussed in paragraph 5.2.1.4, but with the amount in stock for 

each product set arbitrarily to the value of the reorder point, such 

that the arrival of the first order would generate an issue of s~ock 

replenishment orders. 

Considering all the limitations discussed above, It lS clear that 

these series of experiments should be seen more as an exploratory 

exerclse, whose main objective has been to lift the veil of what looks 

to be an ioterestjng point for further research. 
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The whole series consisted of 27 experiments whLch can be divided 

into three groups. The first and second groups, whose results are 

presented in table 8.4, represent the experiments made with a system 

configuration having 18 moulds, while the third group consists of 4 

experiments, in whLch two correspond to a system configuration 

having 24 moulds, and the other two correspond to a system confi

guration having 27 moulds. The results of those experiments are 

presented in table 8.5. 

The first group of experiments of table 8.4 consists of 17 experi

ments (from number 29 to 45) in which MAX (i) have taken the values 

of 1600; 3200; 4800; 6400 and 9600. For each value of MAX (i) three 

combinations of RPOINT (i,j) and EBQ (i,j) were tried, as shown in 

table 8.4 and indicated previously. It should be pointed out that 

the values of reorder pOLnt and reorder quantity of table 8.4 re

present respectively the summation of all RPOINT (i,j) and EBQ (i,j) 

for a given product style I. The indLvidual values of RPOINT (i,j) 

and EBQ (i,J) for each product size can be determined by multiplYLng 

the values of reorder point and reorder quantity by the corresponding 

distribution of proportLons of demand p(j) presented in appendix 3 •. 

The second group of experiments consisted of 6 experiments in which 

the value of MAX (i) was fixed at a value of 24000, and six different 

combinations of RPOINT (L,j) and EBQ (i,j) were trLed in order to 

have a more critical analysis of the effects of those two variables 

on the cost and delivery performance. 
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In order to facilitate the analysis, the results of experiments from 

groups 1 and 2 have been plotted in figure 8.6. Figure 8.6 relates 

the 'percentage of production late' (for a lead time D ~ 8 days), to 

capacity cost per unit produced, for different values of MAX (i) and 

combinations of RPOINT (i,j) and EBQ (i,j). An analysis of this figure 

indicates the effects of the relationship RPOINT (i,j) vs. EBQ (i,j) 

on the delivery performance. This can be seen more clearly in the 

second group of experiments (46 to 51). 

The results indicate that for a value of MAX (i) = 24000, the vari

ation in the ratio RPOINT : EBQ, from 11:1 to 1:1, caused the percent

age of production late f~rst to drop (up to the POlnt where the ratio 

is 2:1) and then to start rising as the ratio gets smaller. It is in

terest~ng to note the corresponding variat~on ~n costs. Independently 

of the rat10 between reorder point and reorder quantity, as the 

delivery performance gets worse, -costs get smaller. This is caused 

by variations in the average stock level, which gets smaller as the 

delivery performance gets worse. This is however not the case for 

smaller values of MAX (i). For example, from experiments 31 to 44, 

costs tend to decrease as the delivery performance improves. This 

can be seen by the dotted line of figure 8.6. For example, in ex

periment 31, capacity cost per unit was equal to 3.99 m.u. and the 

percentage of productjon late 64.54%. In experiment 44 on the other 

hand, costs were reduced to 3.89 m.u. together with a reduction in 

the percentage of product~on late, which came down to 26.61%- This 

reduction in costs happened in spite of increases in the average 
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stock level (column 4 of table 8.4). This means that the increase 

in stock levels has been outwelghed by the lncrease in the total 

amount produced by the system, which by holding stocks has increased 

its actual capaclty of production. 

The results of the third serles of experiments,presented in table 

8.5, show that for a value of MAX (i) =16000 the system would deliver 

97.71% of its production inside the 8 days lead tlme, if the system 

was working with 27 moulds. The capacity cost per unit would be equal 

to 4.43 m.u. Similar results in terms of delivery performance would 

be obtained for a system configuration having 24 moulds. The cost 

however would be only 4.30 m.u. 

An interesting point to note in all these results is that a consider

able amount of stock would be needed in order to obtain a good dellvery 

performance (above 90% of production delivered within the due dates). 

For the case of 18 moulds the average stock level would be around 

30000 units (experiment 51) for a percentage of production late eqlal 

to 9% or 42000 for a 3% production late. This amount of stock represents 

between 6 and 9 weeks of demand. The Same level of delivery performance (3%) 

for the case of 24 or 27 moulds would require an average stock level 

of 26000 units, which represents about 5.5 weeks of demand. 
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8.3 - Discussion of results 

One of the aims of this part of the 1nvestigat1on was to compare 

different strategies for capacity manipulation. In accordance with 

this objective it would be desirable to compare the results of the 

first ser1es of experiments (modifications in the number of moulds 

and amount of working hours per week) with the results of the second 

series (modificat1on in the parameters of inventory control). This 

comparison is made in f1gures 8.7 and 8.8 where trade-off curves 

for inventory (with 18 moulds) is represented by the prof11e of 

minimum cost shown by the dotted line of figure 8.6. Figure 8.7 makes 

comparisons between the trade-off curves for a lead time D ~ 8 days, 

and in figure 8.8 the curves are compared for a lead time D ~ 16 

days. Both f1gures indicate that the use of inventory tends to pro

duce smaller values for the percentage of productlon late than the 

other strategies, at a comparable cost. For example, if the aim is 

to obtain a delivery performance corresponding to 90% of all product

ion delivered inside an 8 days lead time, it would be possible to 

achieve this by having 24 moulds and an average stock level of 

12031 items (or 2.5 weeks of stock), at a capacity cost per unit of 

4.13 m.u. This compares Wlth a cost of 4.55 m.u. for a strategy of 

27 moulds and 10 hours overtime per week. 

It should be pointed out that the relative performances of the various 

strategies are very much dependent on the cost structure used. For 

example, in these experiments data from an industrial company was used, 

in which the inventory cost was calculated at a 25% flat rate of the 
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total production cost, on the average stock level. This is a crude 

estimate of costs and therefore conclusions should be carefully 

judged against L~is background. On the other hand, the fact that 

the calculation of costs is made afterwards, allows the analyst to 

try different costs structures on the same data. 

Finally, it s~ould be pointed out that statistical tests could be 

made on the data if desired. It is possible, for example, by the 

use of Tukey's multiple comparison test, to test the statistical 

significance of differences between delivery performance of different 

strategies wh~ch have stat~stically equivalent costs, or otherw~se 

to test the statisclcal s~gn~ficance of d~fferences in costs for 

strategies which have equ~valent delivery performances. However in 

view of theparticuJarna1ure of the data costs and system configuration, 

it was thought that statistical tests would bring no additional 

relevant information to the conclusions, and therefore they have not 

been applied to these results. 
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8.4 - Summary 

In this chapter the relationship between production capacity and 

delivery performance was discussed, with the objective of demonstrat

ing how production capaclty can be trade-off against delivery perform-

ance. 

The results of a series of experlments were presented and trade-off 

curves relating capacity cost per unit produced, to percentag2 of 

production late, were drawn for different values of lead tlffie D, used 

to fix due dates. 

The variation in production capacity was brought about by changes In 

some of the models' parameters, viz. the number of moulds, the number 

of working hours per week, and the amount of items kept in stock. 

Results indicated that the effectiveness of a given strate9'J depends 

on the level of delivery performance desired, and on the value of 

lead time, D, used to quote due dates. Discussions have indicated that 

management can use the trade-off curves ln order to make strategic 

decisions in a three dimensional grld, which has costs, delivery 

performance and the length of delivery promises as the decision para

meters. 

Comparisons of different strategles indicated that, for the particular 

cost parameters used, the utilization of finished goods inventory 

produces better results than the utilization of overtime and extra 
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moulds. It was however pointed out that a considerable amount of 

stock would be needed in order to obtain good performances, and 

therefore, when deciding on a strategy, consideration should be 

given to this aspect of the inventory strategy. 



EXPERIMENT 
NO. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

TABLE 8.1 

RESULTS OF TRADE-OFF BE'lWEEN CAPACITY COST/UNIT AND DELIVERY PERFORMANCE 

(VARIATION IN THE NUMBER OF MOULDS) 
(NO. OF HOURS/WEEK CONSTANT AT 45) 

PERCENTAGE OF PRODUCTION LATE 

NO. OF CAPACITY LEAD TIME (DAYS) 
MOULDS COST/UNIT 8 10 12 14 16 18 

18 3.97 68.19 59.20 49.19 42.49 35.73 31.04 

21 4.02 64.12 52.86 44.26 34.62 28.32 24.09 

24 4.02 44.78 32.85 21.60 14.98 9.50 5.79 
-

27 4.16 34.94 24.50 15.13 9.75 6.26 3.88 

30 4.29 32.91 22.74 14.62 9.97 6.48 2.98 

33 4.42 34.01 23.11 15.44 9.86 6.40 3.26 

36 4.55 29.41 20.07 14.07 7.96 5.82 3.26 

39 4.67 29.14 20.03 14.15 8.15 6.22 3.15 

42 4.79 28.90 19.77 14.23 9.14 6.52 3.34 

45 4.93 29.56 20.78 14.54 9.50 7.49 ·4.01 

System Configuration a a 85, b a 8, C m variable, d a 1600, e a 450, f a 1 

20 

24.63 

19.64 

3.80 

2.77 

1.32 

2.16 

2.70 

,2.60 

2 .. 08 

2.26 



EXPERIMENT 
NO. 

1 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

TABLE 8.2 

RESULTS OF TRADE-OFF BE'lWEEN CAPACITY COST/UNIT AND DELIVERY PERFORMANCE 

(VARIATION IN THE NUMBER OF HOURS~dEEK) 
(NO. OF MOULDS CONSTANT AT 18) 

PERCENTAGE OF PRODUCTION LATE 

HOURS CAPACITY LEAD TIME (DAYS) 
WEEK COST/UNIT 8 10 12 14 16 18 

45 3.97 68.19 59.20 49.19 42.49 35.73 31.04 

50 4.07 58.94 57.97 36.17 29.28 23.67 18.92 

55 4.20 48.31 34.63 ?5.10 18.43 13.41 10.02 

60 4.38 36.20 22.21 15.10 9.90 6.84 4.18 

65 4.60 23.61 14.85 8.22 4.77 3.17 1.13 

70 4.67 16.16 8.49 5.04 2.88 0.74 0.00 

75 4.67 10.91 _5.48 3.37 0.65 0.00 0.00 

80 4.67 7.84 4.46 1.29 0.00 0.00 0.00 

85 4.84 5.28 2.15 0.14 0.00 0.00 0.00 

90 5.00 5.02 0.86 0.00 0.00 0.00 0.00 

95 5.16 1.65 0.00 0.00 0.00 0;00 0.00 

100 5.38 1.18 0.00 0.00 0.00 0.00 0.00 

System Configuration a D 85, b _ 8, Ca 18, d D 1600, e - CD, f D 1 

20 

24.63 

16.17 

. 7.20 

2.01 

0.32 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 



EXPERIMENT 
NO. 

4 

22 

23 

24 

25 

26 

27 

28 

TABLE 8.3 

RESULTS OF TRADE-OFF BElWEEN CAPACITY COST/UNIT AND DELIVERY PERFORMAl'1:E 

(VARIATION IN THE NUVillER OF HOURS/WEEK) 
(NO. OF ~~ULDS CONSTANT AT 27) 

PERCENTAGE OF pRODUCTION LATE 

HOURS CAPACITY LEAD TIME (DAYS) 
WEEK COST/UNIT 8 10 12 14 16 18 

45 4.16 34.94 24.50 15.13 9.75 6.26 3.88 

50 4.33 19.50 10.02 5.43 3.58 2.16 0.00 

55 4.55 11.02 5.32 3.04 1.16 0.00 0.00 

60 4.75 5.81 2.34 0.72 0.00 0.00 0.00 

65 4.96 2.63 0.87 0.00 0.00 0.00 0.00 

70 5.03 1.66 0.00 0.00 0.00 0.00 0.00 

75 5.03 0.00 0.00 0.00 0.00 0.00 0.00 

80 5.03 0.00 0.00 0.00 0.00 0.00 0.00 

System Configuration a. 85, b • 8, C n 27, d a 1600, e. 450, f _ 1 

20 

2.77 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 



EXPIJUMDlT Rf.QRDE"R 
NO. POINt 

29(11 

.. (1) 

31 (l) 

32 (l) 

33(1) 

34,{1) 

3S (l) 

36 (l) 

37 (l) 

3S(l) 

39 (I) 

40 (1) 

41 (2) 

42 (l) 

43 (2) 

44 (3) 

45 (2) 

46 (4) 

47 (4) 

48 (4) 

49 (4) 

50(4) 

51 (4) 

( .) 

400 

800 

1200 

800 

1600 

2400 

1200 

2400 

3600 

1600 

3200 

4800 

2400 

4800 

4800 

4S00 

7200 

22000 

20000 

1S000 

16000 

14000 

12000 

TABU: 8.4 

RfSUL'TS cr 'I'R,I.!)~ P-E'I""'! ~ C,.:FA.':ITY CCsT/lNr'l' .... 10 m:UVf1(1 Pt:PJ'OiCf.A1CE 

(VARlAnOIl IN STCCK cc.m'ROL f'AAAX!:.'TERS) 

SYSVA ConfllJUre.Uon a • 85, b • 8, c • 18, d • 1(.Q(), e • 0'), f • 1 4S hour. 

pE:RCCnAGE OF I'ROOOCTION LATE 

REC'RDE:R AVERAGE; CM>N:IT't 
ct::'l. STOClC. COST/UNI'I' 
(.) LEVEL 

1200 1151 

l'OO 970 

400 449 

2400 2594 

1000 2493 

aoo 1149 

3F.OO 4224 

2400 4282 

1200 2281 

4800 6047 

3200 6144 

1600 4161 

7200 10180 

4800 10480 

4800 10267 

4800 10243 

2400 10129 

2000 14880 

4000 38128 

6000 41967 

8000 42508 

10000 33876 

12000 31773 

3.97 

3.98 

3.99 

3.95 

3.98 

3.90 

3.9S 

4.00 

3.91 

3.93 

4.01 

3.89 

3.BB 

4.00 

3.97 

4.21 

4.22 

4.16 

4.09 

8 10 

55.98 41.86 

58.74 48.67 

64.54 54.74 

47.48 41.11 

47.6& 39.47 

57.44 47.41 

38.13 32.87 

47.20 39.97 

35.85 31.13 

31.98 27.54 

37.70 32.79 

32.01 26.91 

20.99 18.21 

25.58 21.75 

26.61 22.78 

25.11 22.19 

28.21 24.51 

6.82 5.04 

1.86 2.91 

2.97 1.85 

6.80 5.12 

9.28 7.08 

12 

41.63 

45.01 

36.09 

34.22 

40.26 

29.78 

34.25 

24.81 

22.15 

29.08 

22.48 

15.74 

19.34 

19.90 

17.92 

21.19 

4.11 

2.34 

1.25 

3.68 

5.65 

LtAD '.rIME (D.A.YS) 

14 16 

33.68 

34.98 

38.77 

28.00 

28.88 

34.83 

24.18 

22.49 

21.10 

19.31 

23.92 

18.49 

14.48 

16.91 

16.01 

18.10 

3.34 

1.62 

0.86 

2.63 

4.37 

30.91 

33.05 

23.90 

24.20 

29.80 

20.83 

23.68 

18.76 

18.13 

19.94 

16.48 

12.69 

13.87 

14.55 

11.80 

15.71 

2.80 

1.38 

0.71 

1.91 

3.46 

18 

21.76 

24.67 

27.76 

20.47 

20.63 

24.08 

17.28 

18.01 

20.17 

16.07 

16.42 

16.37 

15.35 

10.82 

11.98 

12.33 

12.62 

13.47 

2.18 

1.16 

0.53 

1.59 

2.32 

20.50 

21.26 

22.86 

17.75 

18.5' 

15.53 

15.77 

17.76 

14.76 

15.33 

14.54 

8.51 

10.07 

10.71 

10.56 

11.52 

1.82 

0.91 

0.42 

1.35 

1.44 

Cl) StabUiz",tlon pe.riod • 20 orders, sampling period. 130 orders 
(2) Stabilization period. 40 crders, 6&."'1011ng pericd • 1130 orders 
(3) S!;abUhatlon perioJ • 50 orders, sampling period .. 260 orders 
(4) StabU1zatlon pedoJ _ ;0 orders, s=pl1ng period .. ..:.50 orders 
(.) the values for the reorder poInt MId reorder quantHy indicated in the teb1e represent the addit10n of reorder 

po1n~ and reordpr c;uantlUes oj' all prodl'ct sizes belonging to a ety1e. 

REORDER POINT .. E RI'Onrr (1,J) 

ru:oRDER aJANTItY. t E8Q(l.J) 



, 

EXPERIMENT ID. OF 
NO. IDULDS 

52 (2) 24 

53 (3) 24 

54 (2) 27 

55 (3) 27 

TABLE 8.5 

RESULTS OF TRADE-OFF BETWEEN CNJACITY COST/UNIT AND DELIVERY PERFORMANCE 

(VARIATION IN STOCK CONTROL PARAMETERS) 

System Configuration a = 85; b D 8; c a 24, 27; d a 1600; e a 450; f • 1 45 hours 

PERCENTAGE OF PRODUCTION LATE 

REORDER REORDER AVERAGE CAPACITY , LEAD TIME (DAYS) 
POINT ctr'i • STOCK COST 

LEVEL PER UNIT 8 10 12 14 16 

4800 4800 12031 4.13 9.76 6.67 4.62 2.90 1.78 

12000 4000 26230 4.30 2.35 1.49 1.00 0.78 0.53 

4800 4800 12105 4.25 8.35 5.37 4.03 2.60 1.50 

12000 4000 26409 4.43 2.29 1.37 0.90 0.49 0.25 

(2) Stabilization period - 50 orders, sampling period. 260 orders 
(3) Stabilization period a 60 orders, sampling period _ 320 orders 

18 20 

1.14 0.73 

0.37 0.36 

0.86 0.55 

0.17 0.00 



FIGURE 8.1 

TRADE-OFF CURVES BE'IWEEN C~ACIT'i COST PER UNIT AND DELIVERY PERFORMAN:E 

(VARIATION IN THE NUMBER OF }I)ULDS) 

(WORKING HOURS PER WEEK = 45) 
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FIGURE 8.2 

TRADE-OFF CURVES BE'lWEEN CAPACITY COST PER UNIT AND DELIVERY PERFORMANCE 

(VARIATION IN THE NUMBER OF WORKING HOURS!WEEK) 

(NUMBER OF MOULDS = 18) 
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FIGURE 8.3 

TRADE-OFF CURVES BET/TEEN CAPACITY COST PER UNIT AND DELIVERY PERFORMAN:E 

(VARIATION IN THE NUMBER OF WORKING HOURS/WEEK) 

(NUMBER OF MOULDS 27) 
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FIGURE 8.4 

COMPARISON BElWEEN TRADE-OFF CURVES GENERATED BY THREE DIFFERENT 

70 

011 .., 
~ 

~ .., 
g 

60 '8 
~ 
'tl 
011 
UI 
RI .., 
ij 50 

~ 
Po 

(0 

30 

20 

10 

3.80 uo 

STRATEGIES OF CAPACITY MANIPULATION 

(LEAD TIME D = 8 DAYS) 

4020 (.40 

o variation in the number of working 
hours per week (no. of moulds = 18) 

.. variation in the number of moulds 
(no. of working hours/week = 45) 

o variation in i.he number of working 
hours/week (no. of moulds = 27) 

5.20 5AO 5.60 

capacity cost/unit m.u. 



FIGURE 8.5 

COMPARISON BE'lWEEN TRADE"'{)FF CURVES GENERATED BY THREE DIFFERENT 

STRATEGIES OF CAPACITY MANIPULATION 

(LEAD TIME D = 16 DAYS) 
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FIGURE 8.6 

TRADE OFF CURVES Brn'TEEN CliP PCITY COST PER UNIT AND PERCENTAGE 

OF PRODUCTION GENERATED BY MAKING CHANGES IN TIlE PARAMETERS 
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FIGURE 8.7 

COMPARISON BETI1EEN TRADE-OFF CURVES FOR DIFFERENT STRATEGIES FOR 

CAPACITY MANIPULATION 

(LEAD TIME D c 8 DAYS) 
10r------------------------------------------------------, 

31 

3 

29 

32 

3 

40 35 

30 

44 

20 

10 

380 400 4.20 440 

o variation in the no. of working 
hours/week (no. of moulds c 18) 

• variation in the number of moulds 
(no. of working hours/week = 45) 

o variation in the no. of working 
hours/week (no. of moulds = 27) 

• variation in the parameters of 
inventory control (no. moulds = 18) 

'" variation in the parameters of 
inventory contrDl (no. moulds = 24) 

!' variation in the parameters of 
inventory control (no. moulds ~ 27) 

(xl numbers indicate the experiment 
number in tables 8.1 to 8.5 

8 9 
10 

15 

16 

55 o 0-__ -021 

460 480 5.00 520 540 560 

capacity cost/unit m.u. 



FIGURE 8.8 

COMPARISON BET\1EEN TRADE - OFF CURVES FOR DIFFERENT STRATEGIES FOR 
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9.1 - Conclusions 

The results of this investigation can be divided into four groups 

representing the four major sections in which the experiments with 

the model were organized. In chapters 4, 6, 7 and 8 those results 

were presented and discussed at length. Therefore, this section will 

be limited to pre3enting a summary of the main characteristics and 

conclusions of the study. 

9.1.1 - Conclusions from the preliminary investigation 

The first group of results, discussed in chapter four, refers to 

the preliminary investigation, in which empirical data from an 

industrial organization was used. The main objectives of that part 

of the investigation were to validate the model and gain an insight 

into the behaviour and characteristics of the system. The results of 

the experiments were utilized for the development of appropriate 

priority scheduling rules, and other control procedures, and for the 

determination of a formal experimental design. 

9.1.2 - Conclusions from the study of priority scheduling rules 

The second group of results, discussed in chapter 6, refers to the 

study of the behaviour and relative performance of six priority 

scheduling rules. The priority rules were compared over six system 

configurations, which were obtained by the joint variation of six 

of the model's parameters. Comparisons were made in respect of their 

ability to improve the delivery performance of the system, which 
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was measured by 6 output variables, where the first 3 are 'unweighted' 

measures of delivery performance and the other 3 are 'weighted' mea

sures of delivery performance. Five measures of the system's internal 

behaviour were also used in order to support the results of delivery 

performance. The results indicated the following main conclusions. 

i) Both the absolute and relative performances of the priority 

rules are affected by the system configuration; by the way 

in which delivery performances are measured; and by the valua 

of the lead time used to fix due dates. 

ii) Overall, the priOrity rules designed to avoid setup times 

(FIFOMB, SLACKM and SPTM) were shown cO be superior to 

equivalent rules (FIFOB, SLACK and SFT) which do not avoid 

setup times. 

iii) The SFTM (and SFT) rule seems to perform best for the 

'unweighted' measures of delivery performance, 'average 

delay of orders' and 'percentage of late orders' and for 

tight due dates. However it tends to lose its advantage over 

the other rules.(FIFOMB, particularly) when the due dates 

gets less tight, and to perform badly in respect to the 

'weighted' measures of delivery performance, 'average delay 

of production' and 'tardiness index of production', and for 

some of the measures of internal behaviour, viz. 'remaining 

content', and 'percentage of time spent with setting up' 

(Sor definition of measures of internal behaviour and per

formance see paragraphs 3.6.1 and 3.6.2, respectively). 
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iV) The performance of SLACKM and FIFOMB were very similar, but 

FIFO~rn produced overall better results for the measures of 

delivery performance. The differences however are very small 

and in the majority of the cases are not statistically sign

ificant. 

v) In view of the overall results it was'concluded that FIFOMB 

seems to be the most appropriate of all the six priority 

rules, as far as this class of production system is concerned. 

(For description of the priority rules operation procedures 

see paragraph 3.5.1). 

9.1.3 - Conclusions from the study of main effects and interactions 

The third group of results, discussed in chapter 7, refers to the 

study of the effects on the system's internal and external (delivery 

performance) behaviour, caused by changes in the parameters of six 

of the system's variables, viz. average nominal load factor; mean 

value of setup times; number of moulds; average size of orders;splitt

iug of jobs; and the ratio between the number of product styles and 

the number of machines. A half-replicate factorial design was used, 

in which all six factors (variables) had two levels (values of 

parameters). This experimental design has allowed the measure of 

all six main effects and all fifteen first order interactions. Listed 

below are the main conclusions. 

i) By far the largest main effect on delivery performance was 

caused by the variation in the nominal load factor,which was 



-243-

obtained by changing the arrival rate of orders. The increase 

in the nominal load factor from 65% to 85% caused a consider

able deterioration in all the measures of delivery performance. 

This effect has been observed in other studies of more traditi

onal batch production systems. 

Although there was a statistically significant interaction 

between the load factor and the ~tio of the number of product 

styles to the number of machines, the magnitude of the inter-

action was small enough in relation to the main effect to 

allow the conclusions about the main effect to be valid, in

dependently of the other parameters. 

ii) The increase in the average size of orders caused the second 

largest independent main effect on the delivery performance 

of the system, as was indicated by considerable deteriorations 

in all the measures of delivery performance. The magnitude of 

this effect was however much smaller than the effect caused 

by the variation in the load factor. 

iii) The increase in the mean value of setup time caused the 

delivery performance of the system to deteriorate. However, 

although this effect was shown to be statistically significant 

and independent of the other variables, its magnitude was 

very small in relation to the other two effects indicated 

above. It should be pointed out that although the relative 

increase in the mean value of setup time was large (100 % ), 

the absolute increase was small. This must account for the 

small effect on delivery performance. 
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iV) There were strong indications to suggest that the procedure 

of splitting jobs into smaller batches has, on average, a 

very small effect on the delivery performance of the system, 

but a significant effect on the queue size. 

v) There was a large interaction between the n~~ber of moulds 

and the ratio, number of product sizes/number of machines, 

in relation to the measures of delivery performance. This 

interaction is of considerable importance due to its magni

tude in relation to the other effects. In practical terms, 

it indicates that the effect on the delivery performance 

caused by an increase in the number of moulds, is very much 

dependent on the ratio of the number of product styles to 

the number of machines. 

vi) Independently of ' the interaction described above, a better 

ratio of the number of product style/ number of machines has 

a considerable effect on improving the performance of the 

system. 

vii) A comparison between the measures of internal behaviour and 

the measures of delivery performance, indicated that in 

some circumstances an improvement in the measures of internal 

performance corresponds to a deterioration in the external 

(delivery) performance. 
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9.1.4 - Conclusions from the study of strategies for capacity 

manipulation 

The fourth and last group of results, discussed in chapter 8, relates 

to the study of o~eration strategies for capacity manipulation. Three 

main strategies, viz. variation in the number of moulds; variation in 

the number of working hours per week; and the utilization of inventory 

of finished goods, were analysed and compared, together with combina

tions of these strategies. The main objective was to produce trade-off 

curves relating capacity cost per unit pro~uced, to the percentage of 

production delivered late, for different values of lead time D, such 

that different strategies could be compared using those curves. 

Typical costs and other parameters from a parti~ular industrial company 

were used. It shOuld be pointed out that cost parameters have a major 

effect on the results obtained and so some of the conclusions should 

be seen with this constraint in mind. Below are some of the major 

conclusions. 

i) The relative effectiveness of the various strategies depends 

on the level of delivery performance desired and on the value 

of lead time D, used to ~uote due dates. 

ii) Overall, the strategy of using finished goods inventory 

seems to give better results than any of the other strategies. 

It was however pointed out that a considerable amount of stock 

would be needed in order to obtain good performances, and 

therefore consideration should be given to this aspect when 

choosing between different strategies. 
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iii) The trade-off curves generated by increases in the number of 

moulds confirmed some of the previous results from the 

preliminary investigation and from the study of main effects 

and interactions. They show that, up to a certain value, in

creases in the number of moulds have a sharp effect in 

reducing the percentage of production delivered late. How

ever after a certain point the sharp effect dies down very 

quicay, and the trade-off curves flatten out, indicating 

that extra moulds have almost no effect in reducing the 

percentage of production delivered late. 

iV) Discussions have indicated how management can use the trade

off curves in order to make strategic decisions in a three 

dimensional grid, which has costs, delivery performance and 

the length of delivery promises as the parameters of decision. 
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9.2 - Recommendations for further research 

In accordance with-the information obtained, four main points of 

research could be followed in further investigations. 

i) A more critical study of the use of inventory as an optional 

strategy for capacity manipulation should be pursued. Among 

the points to be investigated are the interactions between 

priority scheduling rules and inventory control prccedures, 

and the consequences of holding inventory for a restricted 

number of product sizes in a range, as compared to holding 

stock for all product sizes in the range. 

ii) The effect on the relative performance of the priority sche-

duling rules, of different methods for establishing due 

dates, should be investigated. Instead of having a constant 

value for the lead time used to fix due dates, a range of 

lead times should be used, with due dates being fixed in 

accordance-with the order batch size 

iii) It seems worthwhile to study the effects on the system be

haViour, of some of the variables which were maintained 

constant during this investigation. Examples of such variables 

are the pattern of demand for the different product sizes in a 

range, and the number of stations per machine. In particular 

the technological, economical and operational consequences 

of different numbers of stations per machine should be 
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investigated. Such an investigation would re~uire a co

ordinated effort between the manufacturers and users of 

those machines, such that the technological and economical 

constraints on the manufacturer's side could be matched to 

the economical and operational characteristics of the 

production system on the user's side. 

iV) Finally, the results from the study of capacity manipulation, 

suggest that it might be of considerable help to management, 

when making stratagic decisions on capacity, to have at their 

disposal the kind of information generated by the trade-off 

curves which relate cost, delivery performance and length of 

delivery promises. Particularly in situations where delivery 

delay and special tools are of vital importance, and in 

which the product lines change from time to time, it would 

be worthwhile to have tailo~-made simUlation models which 

could be used on a regular basis, for medium term planning 

involving strategic decisions of the kind discussed in this 

study. 
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