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ABSTRACT

The thesis is concerned with the design of a digital modem for mobile
systems, operating over a satellite link with a highly elliptical orbit,
baving a transmission rate in the range 64 - 512 kbit/s. The modem uses
differentially encoded quaternary phase-shift keying (DEQPSK) or
convolutionally encoded 8FSK (CE8PSK) sigmals.

The transmission system 1s optimized by sharing the lowpass fillering
equally between the transmitter and receiver filters and with a 100%, 75%,
50 or 25% sinusocidal rolloff. -Since the impulse response of any of these
filters bhas am infinite length, the minimum trupcation lengths of the
impulse responses required to approximate to the theoretical ideal are
investigated. The bandpass filters are shown to bave insignificant effects
on the performance of the modem.

The satellite transponder iIs assumed to be operating ir a linear mode.
The high power amplifier (HPA) at the earth station introduces AN-AN and
AN-PN conversion effects into the transmitted signal. This causes spectral
spreading. Sipce narrow-band sigpals are used, post HPA filterimg Iis
impractical. The effects caused by spectral spreading, nonlinear
distortion apnd adjacent channel Iinterference (ACI) are investigated by
means of computer simulation.

4 convolutionally encoded 8PSK signal requires a complex Viterbi
decoder at the receiver. The thesis describes a method of phase
demndulation for use at the receiver that reduces the equipment complexity
of the modem. It is shown that only a small degradation in tolerance to
additive white Gaussiap polse is Introduced by this relative to optimum
demndulation. Furtbher degradations caused by the HPA and ACI are also
investigated.

The thesis describes a method of predistorting the baseband signal in
order to reduce the ACI and nonlipear effects caused by the HPA. The

results of the improvement are presented.
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Fipally, the methods of carrier phase recovery for the two signals
schemes using data—alded loops are presented, The reference carrier
recovered from the convolutionally encoded 8FSK signal has ap 8-fold phase
ambiguity. A method of resolving {ihe anblguity, uslng differential
encoding, 1is described. The degradation in performance 1s measured by
means of computer simulation.

It has been shown ithat, by using the various techniques studied, a

potentially more cost effective modem can be obtained.
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impulse response of the transmitter filter
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PD gain factor in volt/rad

VCO gain factor in rad/sec-v

a constant with dimemsion v’
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number of tested symbols

delay in phase estimation in the MDFL and DDL, caused by
the demodulation filter (used in Chapter 7O
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bandpass noise function

baseband equivalent of the noilse K({)
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S,

s, (£
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T
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bandpass signal at the input of the phase demndulators A

and B (used in Chapter &)
bandpass signal
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L-component vector of the corresponding data symbol {« }
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delay of one sample interval

danmping factor

variance of the additive white Gaussian noise at ihe
input of the receiver

sinusoldal rolleff factor

L-component data vector to be itransmitfed

it 2-level data symbol in {e )

Unit impulse function (Dirac functiom)



Q+

arbitrary carrier phase 8(t) of the receiving signal at

time t = 1T

estimate of 6(t) from the local carrier at time t =iT
initial phase offset

the phase of the received sampled ri at the input to the
detector at time t = 1T

phase value of @ in an anticlockwise direction on the
polar corrdinate system

phase error of the local carrier at time t = 1T

difference of €, _, and ¢,

estimate of €,

data phase received at time t = iT in the absence of
noise and (phase and frequency) offsets

estimate of ¥,

possible received phase value (used in MDFL and DDL
Igops) at time t=iT

constant used in the loop filter

DCO gain factor




1.1 Background

Conventional cellular land-mobile-radio systems use analog signals
whereas the next generation of mobile systems are likely to be digital but
probably with low data rates and with frequency division multiplexing of
the different channels., The problem with these mobile radio systems is the
severe fading that is caused from time to time by multipath propagation.
This is the result of reflections from buildirgs, hills and so on, and is
seriously aggravated by the fact that the radio signal travels from the
transmitting aerial to the receiving aerial in a straight line, unless
blocked by some obstacles, in which case it generally reaches the
receiving aerial via one or more reflections. Thus the method of
transmitting the radio signal tends to maximize the probability of
multipath propagation and the consequent fading. This can, of course, be
avoided through techniques for guiding the signal clear of cobstacles, such
as the use of many short line-of-sight links connected in cascade. Such
techniques, however, involve considerable installation costs and are not
always“very flexible. An alternative approach, which is the subject of
the investigation, is the use of a satellite in a highly elliptical orbit,
such that the satellite is almost directly overhead during most of its
operational period in any one circuit of the earth. This means that the
transmitted and received signals travel in an almost vertical direction
and so tend to avoid most obstacles, thus minimizing the probability of
miltipath propagation and the consequent fading. Studies carried out at
Bradford University support this conclusion, and 1link budgets indicate
that transmission rates in the range 64-512 kbit/s should be feasidle
witbout the need for excessive transmitted signal powers [1]. These

transmission rates are considerably higher than those currently used. by

mobile radio systems, and they should enable a high speed time-division
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| multiplex service to be provided that i1s compatible with the integrated
subscribers digital network currently being installed in the U.K. and
other countries. The moblle system may be used for direct sound
broadcasting to vehicles, as a cellular system overlay 1in sparsely

populated rural areas, for the monitoring and perhaps even control of

|

|

|

|

|

|

|

|

1

| vehicles, and so on. With this in view, large numbers of wehicles will
have to be equipped with high performance digital modems, that are small
enough to be incorporated into a car radio and cheap enough to keep the
vehicle communication-equipment cost comparable with that of a cellular

‘ radio set. A high performance could be achieved in the modem through the

| use of maximum-likelibood detection, but the complexity of this would be

prohibitive. However, varlous pear-maximum-likelihood detectors have been

developed at Loughborough University, that are capable of achieving almast

as good as a performance as a true maximum-likelihood detector but with

far less complex equipment. Modems using these techniques for business

systems and operating at 1-8 Mbit/s have been designed and are being built

at Loughborough University for both UNIVERSE and CERS. At the lower

transmission rates appropriate to mobile systems, the same standard of

performance as that of the business systems should be achieved, but very

much more simply, and this is the aim of the proposed research project.

1.2 Reason for the particular approach adopted

The mobile systems of interest here operate at a speed of 64, 128, 256
or 512 kbit/s over a satellite link. The essential feature of these
systems is that the transmitted signal is required to have a constant or
near—-constant envelope, thus minimizing AM-AX and AM-PM conversion effects
and bandspreading of the transmitted signal, when the latter is fed
through a nonlinear amplifier. The amplifier could be a high power

amplifier (HPA) or satellite repeater that is operating close to

saturation.
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Many recently proposed signals, such as quaternary phase-shift keying
(QPSK), offset quaternary phase-shift keying (OQPSK), minimum phase-shift
keying (MSX) 1[21,[31,043, Gaussian minimum phase-shift keying (GMSKD
[61,[7), tamed frequency modulation (TFX) [&)], correlative phase-shift
keying (CORPSK) (9}, Intersymbol-interference-free QPSK (IJF-QPSK)
{101,0111,{12]1, convalutionally encoded 8PSK (CESPSK) [13],(14] signals,
and so on, which have been developed for use over satellite links. Of
these, CORPSK, TFK and MSK signals are the ones that achieve a truly
constant envelope, the price paild for this being a rather wider bandwidth
than that of the others. Bandlimiting of the signals results in the
introduction of an envelope ripple and intersymbol interference (ISI). An
OQPSK signal is a modified form of a QPSK signal but with a near constant
envelope. In an OQPSK signal, the inphase data stream is delayed
relatively to the quadrature data stream by half a symbgl period. An
[JF-QPSK signal (101,{111,0121 is also a near constant envelope scheme
derived from an OQPSK signal by employing various transmitted pulse shapes
to give a desired compromise between bandwidth and envelope ripple.

z- Of. these proposed signals,. the convolutionally .encoded _2PSK signal
{131,141 although exhibiting considerable envelope variation, provides a
coding gain of greater than 4 dB over an ideal uncoded QPSK signal for a
code with a 4-bit memory, hence.it can provide high-quality transmission
over satellite links. However for the optimum detection of such signal, a
complex valued demodulation process 1s required, invelving both inphase
and quadrature coherent demodulators. The demodulated baseband signal
obtained {s complex-valued <(having two separate components), and the
detector has to compute, for each of a number of possible sequence of
received data symbols, the unitary distance between the corresponding
received sequence, in the absence of noise, and the sequence actually

received. Such computations involve numerous operations of squaring or

multiplication. ¥ow, provided only that the transmitted-modulated carrier
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signal has a near constant envelope togétier with a large rnumber of
carrier cycles per signal element, then little or no useful information
carried by the phase-modulated waveform is lost in the receiver by first
slicing the received waveform in an amplifier limiter and then extracting
the phase for subsequent use in the detectlon process.

The important advantages of the arrangement just described are as

follows.

1> In a conventional coherent detector, employing inphase and
quadrature coherent demndulgtors, the demodulated baseband signal
obtained 1is complex-valued (having two separate components)
whereas, wWith a slicer and phase demodulator, the phase signal is
real-valued (having only one component). This means that in the
latter case considerably less signal processing 1s required for
any given degree of accuracy in operation such as muitiplication,
addition and subtraction and the resulting simplification can make
all the difference between the modem being practically viable
or not. It ls assumed here that the demodulated baseband signal in
the receiver 1is sampled and then processed digitally, thus
enabling the receilver to handle the encoding effects of the
signal, through the implementation of the Viterbi Decoder.

2) VWhen the received signal 1s sliced, no automatic gain
controlled (AGC) amplifier is required'and the correct operaticn
of the receiver is now independent of the received signal 1level,

within the range of levels handled by the slicer.

The aim of the investigation is to determine the combination of the
signal design and demodulation process leading to the potentially most
cost-effective modem, in a mobille system operating over a satellite link,
In the investigation, 1t 1is assumed that frequency division multiple
accese (FDMA) is used at the satellite and that the satellite transponder

is operating at less than its full power, so that there will be no further




nonlinear distortion caused by the satellite transpender. It 1s also
assumed that the satellite 1s used in a highly elliptical orbit and so

there is no multipath fading in the channel.

1.3 Qutline of the investigation

The investigation is mainly concerned with the tolerance to additive
white Gaussian nolse (AVGN) of the various data-transmission systems

studied, using DEQPSK, CE8PSK and convolutiocnally and differentially

" encoded 8PSK (CDEBPSK) signals, with the use of different combinations of

the signal design, predistortion process, slicing process, phase
demodulation process and carrier recovery technique. The aim 1is to
develope the most cost effective arrangement of the data-transmission
system, leading to the potentially most cost effective modem for use over
satellite links as part of a mobile system. The investigation is by
computer simulation and theoretical analysis (when possible). )

The assumed mndel of the data-transmission system for satellite links
and the optimum design of the transmitter and receiver filters are
discussed in Chapter 2. The assumed characteristics of the modulation and
demodulation filters, the IF filters, the post D/A filters, the pre A/D
filters, and the HPA, used for computer simulation, are described. The
baseband equivalent models of the quadrature modulation systems, with a
nonlinear channel and in an ACI environment, are alsc derived.

Chapter 3 contains a description of the coherent and differentially
coherent QPSK techniques. The baseband equivalent models of the DBQPSK
systems, with a linear or nonlinear channel and in an ACI enviromment, for
computer simulation_are. derived...The results of the simulation tests on
the error-rate performances are discussed.

Chapter 4 contalns descriptions of the convolutionally encaoded 8 phase-
shift-keying (CE8PSK) technique and of the Viterbi-algorithm decoder for

decoding the signal. Different distance measures for the minimum-distance

decoding used at the Viterbl decoder are derived. The baseband equivalent




-5-

models of the CE8PSK systems, with a linear or nonlinear channel and in
an ACI enviromment, “far computer simulation are derived. The results of
the tests on the error-rate performances in different situations are
presented and compared with those of the DEQPSK systems.

In Chapter 5, the baseband predistortion technique used to compensate
the AM-AM and AM-PM effects of the HPA 1s described. The baseband
equivalent model of the predistorter for computer simulation is derived.
The convolutionally and differentially encoded 8PSK (CED8PSK) technique,
which 1s the CE8PSK technique with the phase differentially encoded, used
to avoid catastrophic fallure in the decoded data symbols, following a
sudden large carrier phase change introduced by the transmission path into
the received data signal, is described. The suboptimum decoder for the
signal 1s also presented. The results of the error-rate performances of
DEQPSK, CE8PSK and CDES8PSK signals, with the use of the predistorter and
in an ACI environment, are discussed,

Chapter 6 contains descriptions of the slicing and phase demadulationm

~

processes. Two phase demodulators (one using 2 multiplers and the other

rusing - 2 EX-OR- gates.:tio- lmplement) . -are =describedi:- The -optimum and- -

suboptimum filter arangements for wsing the slicing process, phase
demodulation process and the most promising distance measure <{(obtained
from Chapter 4) are discussed. The results of the error-rate performances
of DEQPSK, CES8PSK and CDE8BPSK signals, with the use of the suboptimum
filter arrangement, the predistorter and the two phase demodulators are
presented, compared and discussed.

Chapter 7 is concerned with carrler recovery. Two different data aided
carrier recovery loops, the Modified Decislon Feedback loop (MDFL) and the
Decision Directed loop (DDL), used for the DEQPSK and CDESPSK signals,
respectively, are described. The steady-state performances and transient

responses of them are studied. The results of the simulation tests are

presented and discussed.
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CHAPTER =2
DATA-TRANSMISSION SYSTEN
2.1 Paseband data-transmission system

The derivation of the probabllity of error, Pa, performance of a
matched-filter detector is shown in Appendix Al, where there is no
discussion of intersymbol interference (ISI) (i.,e., a single signal-
element is assumed). The matched-filter detector is optimum for a single-
shot transmiseion, that is, for systems in which only one signal-element
is transmitted, and in wideband systems where each signal-element is
confined to its duration {(i.e., ISI is negligible), However for optimal
spectral efficiency, (i.e,, in the presence of ISI) the transmitter and
receiver filters must be optimized in order to minimize the error

provability,

2.1.1 Optimum design of transmitter and receiver filters [1]

1t is required to determine the transfer function H _(f> and H_{f) of
the transmitter and receiver filters, that maximize the signal/noise power
ratio at the input to the detector.in Fig., 2.1.

A binary polar signal is assumed throughout the following discussiaon.
The transmitted signal-elements being statistically independent and
equally likely to have either of the two possible shapeS. In the regular
sequence of impulses carrying the element values {a,}, at the input to the

baseband channel, a,=tk.

A single transmitied signal-element at the input to the transmission

path has the waveform
o,k (£-1T)

where h (t-iT) is the impulse response of the transmitter filter. The

Fourier transform (frequency spectrum) of the signal element is

a,exp(-j2nfiDOH ()
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Thus the epergy spectral density of an individuval transmitted signal-

element, at the input to the transmission path, is

le,exp(-2nfiT)H, (£)12 = oZIH ()12 2.1.1
and its emergy is
w0
B, =az [ 1B (®1=af 2.1.2
-0

Since the signal-elements are statistically independent and have zero
means, making them statistically orthogonal, the average <ransmitted
energy per signal-element, at the input to the transmission path, is the

average of expected value of E, and so is

w0
E=of ] IH (£)1=df 2.1.3
-0

—

where of 1s the average value of of. Clearly, at a given element rate,
E is a measure of the transmitted signal power level.

Assume that the signal fed to the transmission path is sufficiently
bandlimited by the transmitter filter so that it experiences no further
bandlimiting in transmission. Furthermore, the transmission-path is taken == =
to 1introduce no attenuation, no delay, no amplitude distortion, and no
phase distortion, over the signal frequency band, so that the signal
experiences no attenuation, delay or distortion in transmission. Thus the
transmitter filter, transmission path and receiver filter, in Fig. 2.1,

together form a baseband channel with transfer function

H(E) = H (DH_ () 2.1,4

Let tH(EX 14 = K 2.1.5

g8

where K is a constant.
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The impulse response of the baseband channel is

o

h(t) = L H(E)exp(§2nft)df 2.1.6

so that a single received signal-element at the detector input has the
waveform o, h(t-1iT} with the Fourier transform a,exp(-j2nfiT)H(f). Thus the
energy spectral density of an individual received signal-element, at the

detector input, is

|
|
|
|
| la,exp(-2rfiDHE 1= = gF|H{£I17dI 2.1.7
|
: and its enpergy is

|

o
F,o= a2 | HE12af 2.1.8
=%

Clearly, the average energy per element of the signal at the detector

input is the expected value of F, and is

o0
F = af I THCE) 1 =df 2.1.9
o0

The signal waveform at the input to the detector (in the absence of
noise) is Ioa h(t-iT), so that the resultant waveform at the detector
i

input is

r) = Eaih(t-iT) + vit) 2.1.10

where v(t) is the nolse waveform.

Since the noise input to the receiver filter is white Gaussian noise
with zero mean and a two-sided power spectral density of ¥No, v{(t) is a
sample function of a Gaussian random process with zero mear and a power
spectral density ¥N,IH_ (£)!%, where H_(f) is the transfer function of the
receiver filter [2). Thus the average power of the noise waveform v(t) is

[2)

-]
=N, | IH @13t 2.1.11
o
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The signal/noise power ratio at the detector input, expressed as the

average per element of the signal divided by the average noise power, is

3
oz | 1u@zar
- = 2.1.12
%5, i |5, (£)12a1
Consider . now any given transfer function H(f> of the baseband

channel, where H(f) satisfies Eqns. 2.1.4 and 2.1.5, Suppose that the
value of H_(f) is multiplied by d, where d is any positive real constant
that is independent of frequency. But the average transmitted signal power
at the input to the transmission path I1s a constant fixed by the
transmission path, since the transmitted signal power is always assumed to
be set at its maximum permissible value. Clearly, if the value of N in
Eqn. 2.1.12 is multiplied by d3 the value of H (f) must be multiplied by
d-', in order that Eqns. 2.1.4 and 2.1.5 are still satisfied. Thus, £from
Eqn. 2.1.3, the value of o2 is multiplied by d?, so that the value of ¥ in
Eqn. 2.1.12 is also mltiplied by d= It follows that if the value of
H (f) is multiplied by the constant d, where d may have any real positive
value, the value of F/F in Eqn. 2.1,12 remains unchanged.

Assume therefore that the value of H_(f) is such that

o
| 1w ci2af = b 2.1.13
@0

where b is any positive real constant. It is clear from the previous
discussion that F/N is independent of b, since H.(f) may be multiplied by

the appropriate constant d so that Eqn. 2.1.13 is satisfied. How

=
ai

T IH(E)12df
%N, b -@

=]
n

E r IH(E) I=df

= 2,1.14
¥, b T 18, (EX1=df
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from Eqn. 2.1.3, where E is the average transmitted energy per signal-
element.

Since for any given application, the values of E, Ho and H(f) are given
and are therefore not subject to modification, and since B/R is
independent of b, it can be seen that to maximize F/N, the signal/noise
power ratio at the detector input, it is necessary to minimize T 1H, 1=d4f.

-
From a particular case of Holder's inequality [3]

T iH, (£)1=24f T IH ()1=df 3 ( T PH (EX1IH_(Eidf)= 2.1.15
—o - —t
with equality when
1B _(£)1 = diH, (£31 2.1.16
From Eqn. 2.1.4
FTHE) | = tH (£ 1H (D)) 2.1.17
so that from Eqn, 2.1.5
©
{ 1@ et = x 2.1.18
-®

Thus, from Eqns.2.1.13 and 2.1.15

IH (£21=4f > Kb~ 2.1.19

with equality when
IH ()1 = bIH, () 2.1.20

since now d=b, as can be seen from Eqns. 2.1.16, 2.1.13 and 2.1.19.

@

But when equality holds in Egn. 2.1.19, j iH (£)12df ©has its
-0

ninimium value, so that the signal/noise power ratio at the detector input

pow has its maximum value. Equation 2.1.20 therefore gives the condition

that must be satisfied by the transmitter and receiver filters, in order

to maximize the signal/noise power ratio at the detector input. The

P




signal/noise power ratio is here defined as the ratio of the average
energy per signal element to the average nolse power. This is not the same
as the definition of signal/noise power ratio used for the matched filter
in Appendix Al, which is the ratio of the instantaneous signal power, at
the time instance t=T, to the average noise power.

From Eqn. 2.1.20, since |H (£)} and 1H_{(£f)| are the moduli of H {f) and
H _(f), respectively, thelr values are always positive. H, (£) and H_{f) are
however often complex. The values of I|H_(f)1 and {H_(£)! are clearly
independent of the respective ~phase characteristics. Each filter may
therefore 1ntroduce any degree of phase distortion and therefore any
degree of group delay distortion, so long as Eqms. 2.1.4 and 2.1.20 are
satisfied, without affecting the signal/noilse power ratio at the detector
input.

The linear filter matched to any given signal-element, o h, (1), where
o, carries the symbol value and where h (t) is nonzero only over the time

interval 0 to T seconds, has an impulse response
gt) = ch (T-t 2,1.21

where ¢ is any real constant. The transfer function of thke linear filter

is

G() = dexpl-j2nfDH, ()] 2.1.22

where W, (f) is the Fourler transform of h (t) and H(£) is the complex
conjugate of H, (£>. h, (t) is here taken to be the impulse response of the
transpitter filter in Fig. 2.1, so that o h, (t) is the received signal
waveform at the 1input to the receiver filter, corresponding to an
individual signal element received in the absence of noise. When the
signal element a_h, (t) is received in the presence of AVGN, the matched
filter maximizes the output signal/nolse power ratio at the time instant
t=T, as shown in Appendix Al. The received element value is detected by

sampling the output signal from the matched filter at the time t=T
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seconds, and comparing the sample value with the appropriate threshold
levels,

The term exp(-j2nfT) in Eqn. 2.1.22 is the Fourler transform of a delay
of T seconds. This delay can be neglected without affecting the
significant points in the present discussion. Thus the trapsfer function

0f the matched filter can be taken to be

G(f) = dH (£ 2.1.23

and the received element value_ is detected here by sampling the output
signal from the matched filter at time instant t=0. This is a nonphysical
system, (l.e., not physically realizable), but it can always be made
physically realizable again by re-introducing the appropriate delay of T
seconds.

From Eqn. 2.1.23
[G(EY = bIH (£ 2.1.24

where b=lcl. If the matched filter is now used for the received filter inmn
Fig. 2.1, H_(£)=G(f> so that Eqn. 2.1.20 is satisfied and the signal/noise
power ratio at the output of the filter is maximized, Under these

conditions,
H (£) = cHL () 2.1.25

and H(f) = cH, (£)H} (£) 2.1.26

so that H{f) is real and even (symmetrical about zero frequency), and the
impulse response h{(t)> of the baseband channel is symmetrical about its
central point. It can be seen from Eqn. 2.1.4 that if H(f) is real and
even, and if the receiver filter is matched to the received signal and so
satisfies Eqn., 2.1.25 and so maximizes the signal/nolse power ratio at the

detector input, However, Eqn. 2.1.20 can be satisfied for any value of

H(f), which means that H{(f) need not be real or even. ¥hen Eqn. 2.1.20 is
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satisfied and H(f) 1s not real or even, Eqn., 2,1.25 cannot be satisfied,
so that the receiver filter cannot now be matched to the received signal.

It is clearly from the preceding discussion that H, (f) and H_(£)
satisfy Eqn. 2.1.20, H_(f) is not necessarily the complex counjugate of
H,(f), so that the receiver filter is not necessarily matched to the
received signal. However, when it is matched, Eqn. 2.1.20 is necessarily
satisfied, so that the matched filter is a particular case for which
Eqn. 2.1.20 is satisfied.

An important case for which Eqn. 2.1.20 1s satisfied is that where

B_(£) = o, (£ 2.1.27

where ¢ is any positive or negative real constant and H, (£)H_ (£)=H(f). The
arrangement satisfying Eqn. 2.1.27 is more general than the case where
H (£)=cH, (f), since Eqn. 2.1.27 can be satisfied for any value of H(£).
Furthermore, in the frequently occurring case where H(f) is real, non-
negative and even, and Eqn. 2.1.27 is satisfied, bothk H, (f) and H_(£)

are real, non-negative and even, and H_(£)=cH, (f) with c positive, so that
the receiver filter is now matched to the receiver signal. Thus the
condition given by Eqn. 2.1.27 ensures that the receiver filter is matched

to the received signal, whenever H{f) is real, non-negative and even.

2.1.2 Nodel of the data-transmission system [1]

Since the constant b in Eqms. 2.1.13 and 2.1.20 may be taken to have
any positive real value without affecting the signal/noise power ratio at
the detector inmput, it is convenient to set b=1. Under these conditionms,

the signal/noise power ratio at the detector input is then maximum when

H, ()t = 1H, I 2.1.28

It will be assumed that

H (f) = £H, (£) 2.1.29
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As before, H, (£) H_(£)=H(f)>. Under these conditioms,
[+4] -] 1]
I TH (£)1=df = I IB_(£)124f = I {H(E)1df = X 2.1.30
- -0 -0
as can be seen from Eqn. 2.1.5.
The signal/noise power ratio at the input to the detector is now
F E
L e z
S = | mcoi=as 2.1.31

as can be seen from Eqns. 2.1.14 and 2.1.30. From Eqn. 2.1.3, the average
transmitted energy per signal element, at the input to the transmission

path, is

E =of 2.1.32

and, form Eqn. 2.1.11, the Gaussian noise waveform v(t) at the output of

the baseband channel has, at any time, 2ero mean and variance

€0

N = %5, j VH, (£)12df 2.1.33a
-
1]

= BNa j (HCEY 1df 2.1.33b
~

The data-transmission system is now as shown in Fig, 2.2, which is a
particular arrangement of Fig.2.1,with H_(f)=1H _(f). A sampler is included
at the input to the detector. Clearly #HZ(£)=H(f). The received waveform
r(t) is sampled at the time instants (iT}, for all integer values of i,
and the resulting sample values {r(iT))} are fed to the detector.

The regular sequence of impulses, at the input to the baseband channel
are antipodal signal elements being statistically independent and equally
likely to have either of the two possible shapes.

The average energy per signal element at the input to the

transmission path is E%. The transmission path introduces no signal
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distortion, attenuation or delay. Vhite Gaussian noise with zero mean and
a two-sided power spectral density of #No is added to the data signal at
the output of the transmission path. The baseband ?hannel has a transfer
function H(f) and an ilmpulse respunse h(t). The noise waveform v{t) at the
output of the basebarnd channel is a sample function of a Gaussian random
process with zero mean and variance N (Eqmn. 2.1.33). Thus the received

waveform at the output of the baseband chanmnel is

ri{t) = Ta, h{t-1iT) + vt 2-1.34
i

r{t) is sampled once per symbol, and the detector operates entirely on the
sample values {r(iT)} to give the detected element values <{a,}. The

presence of the noise components in the {rd{iT)} will, of course, result in

occasional errors in the {a,}.

2.2 PBaseband signal waveform shaping

Having determined the best way of sharing the linear filtering of the
signal between the transmitter and receiver filters, when the transmission
path introduces no signal distortion, it is necessary now to study the
effect of the overall transfer function H{f), of the transmitter and
receiver filters, on the tolerance of the data-transmission system to
white Gaussian noise.

In Fig. 2.2, H(f) is the transfer function of the baseband channel. The
spectrum (Fourier transform) of the individual received signal-element at
the baseband channel, resulting from the signal-element a,6(t) at the
input to the baseband channel, is o H(f). Here the “signal spectrum” is
taken to mean the spectrum of this individual signal-element. 1In
describing the shape of the signal spectrum o,H(f), it is assumed that
a,=1, so that the signal spectrum is equated to the transfer fuanction

H{(f), of the baseband channel.
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2.2.1 Rectangular spectrum

Ryquist bhas shown that the maximum element rate which may be
transmitted over a bandwidth B Hz, for no ISI, is 2B bauds (elements per
second ), and this is sometimes known as the Fyquist rate [4]. This can be
seen by considering the receiver and transmitter filters in Fig. 2.2 that
gives a rectangular spectrum for ar individual received signal-element at

the output of the receiver filter. The transfer function af the baseband

channel is now

1 i
T, o7 £ < 5T

HE)

I

2.2.1
0 , elsewhere

as shown in Fig. 2.3a. The impulse response of it is shown in Appendix 2.1

to be

_ sin(nt/D
hit)r = /T 2.2.2

L

as shown in Fig. 2.3b. This signal-element, when spaced (delayed) relative
to each other at time intervals which are multiples of T seconds, will
cause no ISl if sampled at the central positive peaks [1,p.52); hence this
signal-element is used for Nyquist-rate transmission,

Since h(©)#0 for t<0, h{(t) is not physically realisable. However, if a
large delay of v seconds is included in the filter characteristics without
otherwise changing them, so that h(t)=0 for t{0, the filter then becomes
physically realisable, for practical purposes, and has an impulse response
approximately equal to h{f{-1), as shown in Fig. 2.3c. The error caused in
h(t-r> by setting this accurately to zero for %<0, is negligible so long
as 1»T, and under these conrditions a practical-<filter can -—be-mde to
approximate closely to the theoretical ideal, the approximation getting
better as rt increases. 0f course, for the practical filter to have an

impulse response exactly equal toe h(t-1), it is necessary that r tends to

infinity.
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There are practical difficulties with this particular waveshape,

however:

1. The baseband channel bas the characteristics of an ideal
lowpass filter which is very difficult to approximate 1n practice
because of the sharp cutoff in its frequency responmse at 1/2T)
Hz.

-3 This signal element requires extremely precise
synchronization. If the timing at the receiver varies somewhat
from exact synchronization, fhe zero 1SI condition disappears. In
fact, under certain signal sequences, the talls of adjacent
pulses may add up as a divergent series, causing possible errors.

Since some timing jitter is inevitable with most synchronization

systems, this signal-element is obviously not the ome to use,

2.2.2 Spectrum with sinusoidal rolloff

The difficulties of using rectangular spectrum may be greatly overcome
by smoothing the abrupt change in H(f) at £=+1/(2T) Hz. In general, for a
given bandwidth, the more smooth of H(f) with f, over the whole range of
values of f for which H(f)20, the shorter the effective duration of h(t)
£1,p.14631,

Nyquist't vestigial-symmetry theorem states that if H(f) is real and
has odd symmetry about the nominal cutoff frequemncy 1/(2T) Hz, then the
corresponding impulse-response h(t) is an even time function, and h{1T)=0
for all nonzero integer values of 1 {4],[51. Under these conditions, it is
possible to transmit data at 1/T elements per second without ISI.

The class of signal spectra most often used i1s that where H(f) is real-- -

and has a sinusoidal rolloff centred at +1/(2T) Hz, as shown in Fig. 2.4a.




The transfer function of the baseband channel is now

T » 0 ¢ 11 ¢ A-f)
2T
I B =T _1 (1-8) (1+8)
H{E) = 2[1 sin B(Ift 2T)} v o7 £ 1ft ¢ 2T 2.2.3
0 , elsewhere

where B is called the rolloff factor. For B =0, 1t becomes the rectangular
spectrum previously described. Vhen $=1, the spectrum has the shape of an
one cycle of a cosine wave, between adjacent negative peaks, the latter
being raised to zero. It is ofteh known as a "ralsed-cosine® spectrum.

The time response h(t), that is, the inverse Fourier Tramsfer functionm,

of Eqn. 2.2.3 is shown in Appendix AZ2.2 to be

sin(xt/T) cos(8xt/T)

hiB) = =%/T  1-ap=t2/1=

2.2.4

This function consists of products of +two factors: the facter
[sin(xt/T»1/Lint/T] associated with the ideal lowpass filter, and a second
factor that decreases at 1/1t1* for large [tl. The first factor ensures
zero crossing of h(t) at the desired sampling instants of time, t=iT with
i an integer. The second factor reduces the talls of the signal-element
considerably below that obtained from the ideal lowpass filter, so that
the pulse 1s relatively insensitive to sampling timing errors. In fact,
the amount of ISI resulting from this timing error decreases as the
rolloff factor B is increased from zero to one. Figures 2.4a and b show
the spectral charactertics H(f> and the impulse responses h{t) for several
values of B, Since h(t)#0 for t<0, h(t) is also not phxsical realisable.
However, as said before, a delay of v seconds can be included in the
filter characteristics to make it physical realisable,

In this thesis, all the transmissiopn systems are optimized by sharing

the lowpass filtering equally between the transmitter and receiver filters

and with a 100%, 75%, 50% or 25% sinusoidal rolloff frequency response, in <

order to find the best wave shape for data transmission over satellite

l1inks.
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2.2.3 Probability of error performance of the data-transmission system in
an AVGN environment
The data-transmission system in Fig. 2.2 is assumed, with H_(f)=tH_(f)
and |H, (£>V==H(f). The baseband channel transfer function, H{(f), has a
sinusoidal rolloff frequency response, as given by Eqn. 2.2.3, with the
impulse response, h(t), given by Eqn. 2.2.4. Vhite Gaussian noise with

zero mean and a two-sided power spectral density of. %¥No is added to the

data signal at the output of the transmission path. The signal at the

r{t) = Ea*h(t-iT) + vt 2,2.5

where h{(t) is given by Eqn. 2.2.4. It can be seen from Egn. 2.2.4 that
h(0)=1 and h(iT)>=0 for all values of the integer i other than i=0., Thus
the i*" received signal-element, a,h(t-iT) may be detected from the sample
value of the received waveform r(t), at time instant t=1T. The sample

value is
riiT) = o, + vddD 2.2.6

output of the baseband channel is the continuous waveform
This may be written more simply as
|
\
|

r, =a, +v, 2.2.7

where r,=r(iT) and v,=v{iT}

It is assumed that a,=tk. The detection process that minimizes the
probabllity of error in the detection of a, fromr,, under the assumed
conditions, selects the possible value of a, closest to r, This 1is
achieved by compariag r, with the decision threshold of zero. When r <0,
o, is detected as -k, and when r, >0, o, is detected as k.

An error occurs in the detection of «a, whenever the nolse component v,
carries r, onto the opposite side of the decision threshold with respect

to the transmitted a;,. Since v, 1is a sample value of a Gaussian random

variable with zero mean and variance N (BEqn. 2.1.33), the probability of
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an error in the detection of a,, when -~k is received and r, is wrongly
detected is

aQ ]
- 1 V3 dy = 1 vz
P, = £ J§§Eexp( 2H)dv = I 7§;exp( > ldv

x/VE

k
Q(/ﬁ ) 2.2.8

Vhen +k is received and r: is wrongly detected, the probability of an

error in the detection of a, is

P =T Loexp Lrav ;kfﬁ L exp (C2)dv
S T A (e N T A

= Q(/—%-) 2.2.9

P_, and P__ are conditional probabilities with P_, assuming that -k was

-l
transmitted and P__, assuming that k was <transmitted. Thus assuming the
equipraobable case of k, the average probability of error P_ in the

receiver is given by

P_ = %P + ¥P

- -l w2

g
Q(/E-)=Q(/§-) 2.2.10

vwhere k is the peak voltage at time t=iT and F is the noise variance.

2.2.4 Bit-epergy-ituv—aoise power spectral demsity ratio

Appendix Al shows for systems in which only one signal-element (ISI

free) is transmitted,the matched-filter detector is the optimum detector for

the received signal-element and the error-rate performance depends on
ratic of the received signal energy to the white Gaussian noise
power spectral density at the filter imput. (Note that, for a matched
filter, the variance of & nolse sample at the output of the filter is
equal numerically to the two-sided power spectral density at the inpput.)

For this reason, the bit-energy-to-noise power spectral density ratio,
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2Ew/No, 1is frequently used in digital communication systems to enable a
comparison af systems bhaving variable transmission rates and of the
performances of various modulations and coded systems in a complex
interference environment, ﬁere Ee is the energy per bit at the input to
the receiver and %No is the white Gaussian two-sided noise power spectral
density measured at the same point.

Equation 2.2.10 shows, under the assumed conditions, the error-rate
performance depends on the peak voltage to average noise ratio or the peak
power to the noise variance ratio, at time t=1T. Row it is to determine
the bit-energy-to-noise spectral power density ratio, 2E=/No, at the
receiver input, under the same assumed conditions.

From Eqn. 2.1.3, the average energy per signal-element at the input to

the transmission path is
—_ 0
B=az | 1H (D=4t
-

Since a binary antipodal signa, o,=tk, is assumed, and the bit energy E.

{=E in this case), can be written as

o0 .
Eo = k* | IH, (£)12df 2.2.11
—o

From Eqn. 2.1.33a, the average power (mean-square value) of the noise

waveform at the detector input (or receiver filter output) is

[a)

o
¥=wi, | 1H c6i2as
-0
therefore the two-sided power spectral density of the AWGE, in terms of

the necise varilance N and the receiver filter transfer function H_(£), can

be written as

¥N, = X 2.2.12

4]
| 1H oi=ar
4]




From Eqns. 2.2.11 and 2.2.12, the ratic of the transmitted-bit-energy

to noise-power-spectral-density, at the receiver input, is

o0 o0
e | i | =
Eo - ]

o ]

[o4]
e THCE) 1 df I PHCE) 1 df
-0

= ¥ 2.2.13

g—3

as can be seen from Eqn. 2.1.30.~
H(f) has a sinusoidal rolloff spectrum, as given by Eqn. 2.2.3,

o

so | 1H(£)1dg=1, and Equation 2.2.13 can be simplified to

—m
o - = = E =2
¢ ) ( /T p) 2.2.14

It can be seen that, under the assumed conditioms, i.e., H _(£)=H,(f) and
VH, (D) 1==1H _(£)1=2=1H{)! with H(f) a sinusoidal rolloff frequency
response, the bit-epergy-to-noise power spectral density ratio at the
receiver imput is equal %o the square of the peak voltage to noise
variance at the detector imput. Using Eqn. 2.2.14, Eqn. 2.2.10 can be
rewritten, in term of 2Eu/Fo, as

P = Q(/2E , 2.2.15
- Xo

This is also the error-rate performance of a matched-filter detector which
depends upon the value of 2En/¥o at the input of the filter, as shown in
Appendix 1A. The matched-filter detector is only optimum for single-shot
transmission, whereas the present arrangement 1is optimum for even a
sequence of signal-element transmission. Note that the bit energy Es is in
joules and the noise power spectral density %Fo is in Watts per Hz, so

that the ratioc 2Eu/Bo is dimensionless.




2.3 Data—trapsmission system for satellite links

The simplest way to achieve frequency division multiple access at a
satellite is to give different users different transponders. The trouble
with this approach is that the transponders are of fixed capacity, whereas
many users want a variable channel assignment, Furthermore, the
transponder capacity 1s much too big for many users. Even when a
corporation leases a whole transponder, it still has a demand assignment
problem in wusing that transponder. Some means are needed for
geographically dispersed users to share a transponder [6].

Vhen each of many earth stations has access to the same transponder,
the bandwidth of that transponder may be shared by frequency-division
multiple access or time-divisiorn multiple access. These are referred to as
FDMA and TDMA, respectively {61,

Vith FDMA, +the tramsponder bandwidth 1is divided into smaller
bandwidths., An earth statlon transmits on one or more of these frequency
bands [6]. The central mechanism makes sure that no two earth stations
transmit on the same frequency band at the same time. A frequency band can
be reallocated from one earth station to another as the demand for
channels varies [61.

Vith TDA, each earth station is allowed to transmit a high-speed burst
of bits for a brief period of time. The times of the bursts are carefully
controlled so that no two bursts overlap. For the peried aof its burst, the
earth station has the entire transponder bandwidth available to it [6].

TDMA offers a number of advantages over the FDMA systems which have
dominated the first generation of multiple-access satellite communication
systems. Perhaps 1lts most significant advantage is the presence of only
one carrier at a time 1n the satellite transponder. FDMA requires
simuitaneocus transmission of a multiplicity of carriers throught a common
TVTA in the satellite. It 1s well known that TWTAs are highly nonlinear

and the intermodulation products produced by the presence of multiple




carriers generate interference which degrades the individval charnnel
performance if left uncorrected. To avoid this, it is common practice in
FDMA systems to back-off the TWIA operating point from maximum power
output, consequently forcing a reduction in the amount of traffic capacity
that can be realized in that TWIA. With TDMA, since only one carrier
appears at a time, the intermodulation distortion is eliminated and the
resulting capacity reduction due to TWIA nonlinearity is significantly
reduced. But if the number of earth stations is large and the transmission
1s low, FDMA techniques can provide a more efficlent voice ar data
services. This is because each of the stations does not require the whole
bandwidth of the transponder for low-bit rate transmission and a low-bit
rate modem 1s cheaper to build; thus in this thesis, an FDMA system is

assuned.

2.3.1 Satellite earth station configuration

A typical satellite earth station configuration is shown in Fig. 2.5.
Three independent channels are shown, However, note that the number of
channels in an earth station may vary from one to several thousands. The
fiiters F

F,. and F,, bandlimit the modulated signals §S,, S, and S,

11t 1=

respectively. Usually, for common output frequency modems, the first
intermediate frequency (IF) f,. may be specified to be the same for all
channels [71.

The upconverters (U/Cs) translate the modulated, bandlimited signal to
the desired transmitted radio frequencies. The filters F_,,, F,., and F__
select the required sidebands of the upconverted signals. The center
frequencies of these bandpass filters are at f_+f_ _+f, f+f and

[ IF!

f-f _+f _orat £ +f -f _, £ -f,_., and £ -f_ _-f _, depending on whether
the upper or the lower sidebands of the modulated and upconverted signals
are used. To obtain a high power efficiency, most transmitter high power

amplifiers (HPAs) have to operate in a nonlinear mode. This mode of

operation spreads the spectrum of the modulated bandlimited signal.

Fl
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Therefore the filters F,,, F,, ard F__,, bhaving the same center frequencies
as the filters F,,, F,, and F_,, respectively, are used to prevent
spectral spillaver into the adjacent channels, i.e., to suppress ACI
(adjacent channel interference). Greater ACI suppression is provided by
the baseband filtering at both transmitter and receiver.

The sum of the modulated signals 1s received and amplified by the
satellite receiver antenna. They are filtered and further amplified by a
low-noise amplifier. A frequency translation is required to prevent in-
band interference from the high-power satellite output to the satellite
input. If the satellite transponder is not equipped with a frequency
translator, then a tremendously high isolation (in the range 100 to 150 dB)
between the ocutput and input would be required (practical radio-frequency
system do not even approach this requirement). The signals are then
further amplified by a TVTA. The satellite input and output filters F_, and
¥, have a bandwidth wide enough to accommodate the overall spectrum of the
FDMA signal. These two filters are used to bandlimit the signal, and
thereby reduce the unwanted out-of-band noise and spectral spreading
caused by the TWTA.

The filters F,,, F,, and F_ ., ir the receiver earth stations prevent
excessive ACI; that - is, they ©prevent +the overloading of the
downconverters, which translate the desired radio channels to common IF
frequencies before the signals are demndulated. The filters F_,, F.. and
F., preceding the demodulator, bhaving a common center frequency f,_, are
used to select the respective downconverted signals.

The heart of the satellite channel is the modulator and the demodulator
“{{,e., modem). The modulation techniques employed, the filtering strategy
and demodulation method have a major 1mpact on the performance of the
system. Spectral efficiency, required power, antenna size, and overall

performance are significamtly influenced by the performance of the modem

in both linear and nonlinear channel envirenments.

- -
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2.3.2 Summary of the basic assumptions on the configuration of the low-
bit-rate satellite channel}

() For many applications where the radio-carrier frequency f_ is much
higher than the data bit rate (f_/f_>10%, where f_ is the data bit rate),
it is very difficult to design spectrally efficlency and temperature-
stable radio frequency filters. For example,in a 1.4 GHz uplink using a €4
kbit/s éfSK signal, the filter F_, (Fig.2.5) requires a center frequency
of 1.4 GHz and a two-sided bandwidth of 32 kHz, Because of the complexity
of this type of fillter design, many satellite earth stations do not
utilize spectral shaping filters after the HPA. Thus the restored signal
spectra created by these nonlinear amplifiers causes interference in the
adjacent satellite chanmnels.

(B> The intermodulation products produced by the presence of multiple
carriers 1n FDMA systems generate interference which degrades the
individual channel performance if left uncorrected. To avgoid this, the
TVTA ope}ating point is backed-off from maximum power output, i.e., to
operate the satellite transponder in a2 more linear mode and so make the
.problem less serious, =F, and F; (Fig. 2.9)_ are wideband filters when
compared with the filters F_,, F,, and F_,, so, as far as a single channel
is concerned, they have insignificant effects on the signals. In most
satellite systems, the value of 2En/No in the uplink’is normally made much
higher tham that in the downlink. Hence it can be assumed that, for the
uplink, 2Eo/No=w. This 1is equivalent to Dbypassing the satellite
transponder and adding the noise only at the input of the receiver at the
earth station. It is shown in Appendix A3 that, 1if the same value of
2Ec/¥o 1s used for both the uéiink and downlink, then 2E-/¥o must be at
least 3 dB greater than before to achieve the same performance.

(C) At the recelver, the filters F

F,. and F_, are used to prevent

a1? azz

the overloading of the downconverters (D/Cs). These are also radio-

frequency filters and so camnnot be narrowband. In order not to introduce
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distortion into the signal, they should have a linear phase characteristic
over the corresponding signal spectra.

(D} The filters F_,, F_,, and F_,, are used to select the required
sldeband of the upconverted signals so that they can be made wideband with

a linear phase characteristic over the corresponding signal spectra.

Hence, the basic assumptions of the satellite channel can be summarised

as follows.

1) Post HPA filtering is not used. >

2> The filters and TVTA in the satellite do not cause any amplitude
or phase distortion in the signal.

3) 2Es/No for the uplink is made much higher than that for the
downlink.

4) The radio-frequency filters at the receiver of the earth station
do not cause any amplitude or phase distortion in the signal.

9) The filters F,,, F,., and F__ do not cause any amplitude or phase

distorticen in the signal.

Based on these assumptions, the satellite earth station configuration
can be simplified as shown in Fig. 2.6, where the post HPA filters. the

satellite, and the radio-frequency filters ¥ F._. and F,, have been

At

removed.

Since the filters F_,,, F__ and F__, are assumed to be memoryless, this
configuration can be further simplified by considering +the 1linear
upconverters, the HPAs and the linear downconverters, as a transmission
path in an intermediate frequency band. The resultant configuration is
shown in Fig. 2.7, where the upconverters, the downconverters and the
. filters F_, ,F., and F,, are removed. The channels are still separated

with a channel spacing of f.« Hz. The IF filters F,, and F F._ and F

st 1= szt

and F,_ and F__ still have the same characteristics, but are centered at

fi.tf__, £,y and £ -f__ Hz, respectively.




2.4.1 Digital modulation and demodulation fllters

Since the transmission system can optimized by sharing the filtering
equally between the transmitter and receilver filters and with a resulfant
sinusoldal rolloff amplitude response, the modulation and demodulation
filters of the satellite system are designed to have +the same
characteristics and with an overall fregquency response having a sinusoidal
rolloff. In order to find the best baseband wave shape for data
transmission over satellite links, the sinusoidal rolloff of 100%, 75%,
50% and 25% (i.e., $=100%, 75%, 50% and 25%, respectively, in Eqn. 2,2.3)
are used for investigations. Since it is very difficult to design an
analog . filter which has the wanted frequency response, these modulation
and demndulation filters have to be digital, Provided that their finite
sampled impulse responses are long enough and the quantization error is
negligible, they can have frequency responses of any desired shapes. So in
all the transmission systems described 1n thls thesis, the modulation
filter isg pair of digital Dbaseband filters which determine the
characteristics of the modulating signal, while the demodulation filter at
the receiver 1is also a palr of digital baseband filters which achieve the
matched filtering of the baseband demodulation signal.

The finite sampled impulse responses of the transmitter and receiver
filters are designed using IDFT (Inverse Discrete Fourier Transform’ to
derive the impulse response tap gains for the desired frequency and phase
characteristics in frequency domain, as shown in Table 2,1 and plotted in
Fig. 2.8. & truncation length of 12T has been made and sampling rate of
8/T samples per second has been used, where 1/T is the signal element-

rate. A delay of 6T seconds is introduced to make the filters realisable

for computer simulation.
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In practice, a digital-to-analeg (D/A} conversion process is used to
obtain the required shape of the amalog  baseband modulating signal. This
will iptroduce a I{sin(x)1/x amplitude characteristic onm the frequency
response. Thus an x/[sin(x)] amplitude characteristic might be required
for compensation. However if the sampling rate is several (say 4) times
greater than the bandwidth of the signal, the {sin{x)1/x effect Iis
insignificant and so is neglected in the filter design described in this

thesis.

2.4.2 IF bandpass filters F,_.

In satellite communication systems, the IF frequency {(e.g., 70 MHz) is
usually too high to use digital IF filters, so the IF bandpass filters
have to be analog . The IF bandpass filters used in the project have the
characteristics of a real surface acoustic wave (SAW) bandpass filter
(Plessey HNO.BP1103) centered at the frequency of 70 MHz with a 3 dB
bandwidth of 5.6 MHz. These filters are used in the CERS modem operating
at 8 Mbit/s. For the present case, the modem is operating at a speed of
64, 128, 256 or 512 kbit/s, so the bandwidths of the filters have been
scaled down by a factor of 1/125, 1/62.5, 1/31.25 eor 1/15.625,
respectively. The filters bhave a symmetrical amplitude response
{(characteristic) as shown in Fig. 2.9a, and an asymmetrical linear phase
characteristic over the bandwidth. They have the baseband equivalent model
which can easily be obtained by shifting the center frequency to zero
frequency, as it is shown in Appendix A4. Since the phase characteristic

is linear, without loss of gemerality, it can be set to zero across the

.bandwidth; this means that the impulse response will be symmetrical at

time t=0 and a delay must be re-introduced in the impulse response in
order to make the filter physically realizable (Section 2.2.2) for
computer simulation. The sampled impulse response of the filter is
obtained, using the inverse DFT (IDFI) on the equivalent baseband

amplitude response, as shown in Table 2.2 and Fig. 2.9b, where the
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sampling rate of 8/T samples per second has been used. A truncation length
of 6T is used to approximate to the ideal impulse responses of the IF
filters in all the simulation tests, so that a delay of 3T seconds is re-
introduced to make the filters realizable. It can be seen that the sampled
impulse response shown in Table 2.2 contains only real values. This is
because the filter has a symmetrical amplitude characteristic and an
asymmetrical phase characteristic around the center frequency, and under
these conditions, the filter does not introduce any quadrature crosstalk

in the signal (Appendix AS). -

2.4.3 Post D/A conversion filters

In practice, the analog.: baseband signal is obtained by means of a D/A
conversion process, so amn extra pair of analog » post D/A conversion
lowpass filters has to be used to reject spurlous signals around multiples
of the digital sampling frequency. These filters should have a linear
phase characteristic over the wanted signal bandwidth. If the cutoff
frequency is too low, unwanted ISI will occur. For a sampling rate of 8/T
samples per second, an acceptable cutoff frequency may be 4/T (81. Since
these are wideband filters which do not have any siginificant effect on
the wanted signal, they are not included in the baseband equivalent models

of the transmission systems described in this thesis,

2.4.4 Pre A/D conversion filfers

The digital baseband signal, at the input of the demodulation filter in
the receiver, is obtained by means of A/D (analog-to-digital) conversion
process, so that an extra pair of analog pre A/D conversion filter
lowpass filters has to be used to remove any unwanted spectral components
generated in the demodulation process. These filters should also have a
linear phase characteristic over the wanted signal bandwidth. They are
wideband filters which do not have any siginificant effect on the wanted
signal, so they are not included in the baseband equivalent models of the

transmission systems described in this thesis,
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2.5 Naonlinearity

2.5.1 Introduction

In a satellite communication system, the modulated signal passes
through the HPA in the earth station prior to transmission to the
satellite and through the TWTA prior to retransmissior back to an earth
station. Typical input/output power and phase characteristics of an HPA
and TVIA are shown in Fig. 2.10. It can be seen that the HPA or TVTA
introduces nonlinear AM-AM and AM-PM conversion effects. For a low input
level, the output power from either device is essentially a linear
function of the input power. As the input drive increases, the output
power increases nonlinearly until a point is reached at which any
additional input level increase results in a decreasing output power. This
point of maximum output is referred to as saturation. The operating paint
of an HPA <(or TWTA) is usually given in terms of the input or output
backoff below saturatieon, that 1s, the input or output power in decibels
relative to the level at saturation.

In general, a transponder will carry a single wideband modulation (in
2~TDM§«system5}fUrza-ﬂUmber-of narrowband. carriers (in. FDMA -sysiems) regularly-
spaced in frequency over the transponder bandwidth. Once the signal level
approaches the amplifier saturation region, it will cause the follawing

effects: (61,071,114]
1) For a multicarrier signal, intermodulation occurs. Signals will be
suppressed and there will be disproporticnate power sharing.
2) For a single bandlimited signal, any envelope fluctuation will

cause upwanted phase modulation and spectral spreading.

To maximize the available power of the TWTA, it is desirable to have a
high input level. However, effect (1) explains why, in FDMA systems, the
satellite TWTA 1s well backed off to avied intermodulation effects.

Due to the presence of the HPA and TVTA, very few theoretical resyltis

are presently available which describe the performance of PSK transmission
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over a nonlinear satellite channel. Several results have been calculated
to show the performance of a phase-shift keying system through a purely
amplitude limiting channel 1(91,{101,011). But the assumption, though
greatly simplifying the analysis, does not include the AM-PM conversion
effect, which can significantly influence the communication systenm's

performance when angle-modulated signals are employed.

2.5.2 MNodelling of HPA for computer simlation

In recent years a considerable effort £93,0111,[121 has been made in
attempting to develop analytic ;xpressions that characterise the HPA and
TVWITA. One technique, as originated by Kaye et al £131, entails determining
approximations for the envelope nonlinearitles in a quadrature model for
the HPA (or TVIA), and is now developed [12] (Fig.2.1la).

An input signal

S(t) = /2a(t)cosw_ t - VZb(trsine_t 2.5.1

where w, is the carrier frequency in rad/s, can be written as

S(t) = Blt)coslu_t + 8(t)] 2.5.2
where B(t) = {2[a=(t) + b2(t)1)* 2.5.3
and B(t) = tan~'[b(t)/a(t)] 2.5.4
So that V2a(t) = B(t)cose (t) 2.5.5a
and /2b(t) = B(t)sinb(t) 2.5.5b

The HPA output signal is given by

Z(t) = G (B)B(t)cosle t+0(£)] - G_(B)B(t)sinlo_t+0(t2] 2.5.6

= IG(B)IB{t)coslw_t + B8(t) + g(B)] 2.5.7

where 1G(B)1 = {[G_(B)]1= + [G_(B)]=)" 2.5.8
and giB) = tan“[Gq(B)/Gp(B)] 2.5.9

with B the input signal envelope, i.e., short-hard notation for B(t) given

by Egqn. 2.5.3.
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Here IG(B)I and g(B) are the AM-AM and AN-PM conversion functioms,
respectively, of the HPA for an input signal with an envelope B, If the
input eilgnal has a constant envelope, i.e., B(t) in Eqn. 2.5.3 1is
constant, then IG(B)! and g¢B) in Eqns. 2.5.8 and 2.5.9, respectively,
remain constant all the time. Hence, it can be seen in Egn. 2.5.7 that the
HPA will have no nonlinear distortion effect on the signal Z2(%).

Equation 2.5.6 can be written as

Z(t) = [B(t)cosB(Y)G_ (B) - B(t)sinB(t)G_ (B)lcosw t
—[B(t)sind (£)G_(B) + B(t)cosb(£)G (B)lsinw t 2.5.10
= V2la(£)G_(BY - b(t)G_ (B)Icosu_t

—/§[b(t)Gp(B) + alt)G (B)lsinw .t 2.5.11

as can be seen from Eqn. 2.5.5.
The equivalent baseband signals of S(t> and Z(t), in Egns. 2.5.1 and

2.5.11 can be represented (Appendix A6) as the complex-valued signals

s(td

alt) + jb? 2.5.12

and z (L) La(t)G (A -D(0)G (M0 + JIB(E)G (A)+a (t)G (AY] 2.5.13

respectively, where j=/-1, A is now the envelope of the egquivalent

baseband signal s(t), {.e., short-hand notation for A(t) given by
At) = [a=k) + PR(D]I 2.5.14

and the conversion functions G_ (A) and G, (A) are now dependent on the
signal envelope A, instead of B (the envelope of the radio-frequency

signal). Equation 2.5.13 can be written as

z{(t) = [a(t) + JBIIIG_(A) + JG_ (4] 2.5.15
= s{t)GA) 2.5.16
where G(A) = G (A + 3G () 2.5.17

and s{t) and G(A) have complex values. The baseband equivalent model of

the HPA is shown in Fig. 2.11b, where the HPA 1s represented by the
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conversion function G{A). Since the value of G(A) 1s dependent on the
input signal envelope A(t), it can be varied by multiplying A(t) by a

constant factor H, to give the envelope (Egqn. 2.5.14)

Alt) = H_[a=(t) + b=(L)1n 2.5.18

This is equivalent to shifting the operating point along the HPA transfer
characteristics by using the value of H., so H, can be used to locate the
operating point at the required backoff valuve., H_ is called the HPA
backoff factor,

From Eqns. 2.5.12 and 2.5.15, and with the use of the HPA backoff factor,

the signal from the HPA gutput, for amn input sigpal of

s(t) = a(t) + jb(b) 2.5.19

is given by
z(t) = la(t) + JD(IIH IG_(A) + jG_ (D)) 2.5.20
= s(t)H_G(4) 2.5.,21

The model can be used to assess the performance of a modulation
technique by means of computer simulation., The amplitude and phase
characteristics of the HPA are obtaired by converting its power and phase
characteristics., Samples of G(i), which provide sufficient resolution, can
be stored and used to determine the output signal values by means of

interpolation. The samples are obtained as follows,

(1> To represent the HPA amplitude characteristic by, say n,
discrete values of #G(A)|, the HPA amplitude characteristic Iis
quantized into regular intervals of A volis along the input axis ()
volts will be the maximum inmput voltage to the HPA). The values of
1IGO 2, where X\ =mx, for »=1, 2 ,..., n, are obtained using the

amplitude {(voltage) characteristic of the HPA and the equation

Output voltage for an input value of m\ volts
m\ volts

IGO = 2.5.22
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(2) To represent the HPA phase characteristic by n discrete values of
g(A), the HPA phase characteristic is quantized into intervals of X
volts along the input axis, The values of g(\ ), where ) =m\, for
w1, 2, ..., n, are obtained from the HPA phase characteristic. The
quadrature components, G_( ) and G_ (), for ©=1,2,...n, are then
obtained using the phase characteristic of the HPA and IGO. )1 with

the use of the following two equations

G, = GO Dlcosign )] 2.5.23a

and 6,00 = 16O ) stalgh )] 2.5.23b

(3) The values of G_()\) and G_ (), for »=1, 2, ..., mn, are then

taken as real and imaginary values, respectively, such that
GO = G O + 3G O 2.5.24
Hence the {G(A_ >} are obtained.

From Eqms. 2.5.19, 2.5.20 and 2.5.21, the signal from the HPA output for

an input signal of

s(t) = a(t) + Jb(td 2.5.25

is given by
z(t) = [a(t) + jJbMIH_[G_(A) + JG_{(&)] 2.5.26
= s(t)H_G(A] 2.5.27

where s{t), a{t), b{t), z), s(t) and G(A) are continuous functions. In
computer simulation tests, discrete signals are used, so the signals in
Eqns. 2.95.25, 2.95.26, 2.5.27 are sampled at the time instants {iTa)}, where
1/Te is the sampling rate, to give the signal sample values s, and z,, at

time t=1iTa, where

s, = a; +J}b, 2,5.28
and z, = s,H G (&) + JG,(&)] 2,56.29
= s, H G 2.5.30

respectively, s,=s(iT)), a,=a(T)), b,=bUT)) and z,=z(iT), and 4, is the




value of A\, closest to the signal envelope 1H_(a,+jb,)! at the input, and
H_ is the HPA backoff factor. The model of the HPA for discrete signals is
shown in Fig. 2.1lc.

The values of {G(x»}, for n=1, 2, ..., 32, obtained by quantizing the
assumed HPA characteristics (Fig. 2.12) into regular intervals along the
input axis and using Egns. 2.5.22, 2.5.23 and 2.5.24, are shown in
Table 2.3. The 20+~ sample represents the 0 dB OBO (output backoff point).
Since none of the samples represents 1 dB OBO, the 12%7 sample,
representing 0.68 dB OBO and marked as 'C*' in Fig. 2.12, is used instead.
The 15+~ sample, representing the 0.2 4B OBO and is marked as ‘B', 1s used
to determine the nonlinear effects when the HPA is slightly backed off

below saturation. In all simulation tests discussed in this thesis, the

[

HPA (when present) is operating at 0 dB, 0.2 dB or 0.68 4B OBO.

In quadrature modulation, the modulated signal consists of the sum of
two double sideband suppressed carrier comporents whose carrier signals
have the same frequency but are in phase-quadrature to each other. It is
shown in Chapters 3 and 4 that quadrature modulation is used in QPSK,
DEQPSK and CE8PSK techniques, so the baseband equivalent model of a

quadrature modulation system is considered here.

A) Vith a ponlinear satellite channel

The model of a quadrature modulation system with a nonlinear é%telllte
channel is shown in Fig. 2.13a, where the transmitter and receiver IF
filters are assumed to be the ones described in Section 2.4.2. a{f) and
b(t) are two modulating signals in element synchronism and are cbtained

from two independent data-sources. They are applied to the respective

multipliers. The second input to the inphase multiplier is the carrier

signal, /§Eosm¢t, and the second input to the quadrature multiplier is the
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carrier signal shifted exactly by -w/2, 1i.e., -/2sinw_t. The multiplier

outputs are added linearly to give the quadrature signal
Stt) = VZa(tdcose, t - V2b(t)sinw_t 2.6.1

which is filtered and nonlinearly distorted by the tramsmitter IF filters
and the HPA, respectively.
At the output of the transmitter, the signal is

Sty = /2alt)cosw_t - VZb(t)sinw_t 2.6.2

where ¥2a(t) and /2b(t) are the inphase and quadrature signal waveforms
that have been nonlinearly distorted by the HPA.

The equivalent baseband signal of the guadrature modulated signal,
expressed by Eqn. 2.6.1, can be represented (Appendix A6) as the complex—

valued signal

s(t) = a(t) + jb(t) 2.6.3
where j=/-1. Likewise, the signal S(t), at the output of the transmitter,

given by Egn. 2.6.2, can be represented as the complex-valued signal

S(t) = at) + bt 2.6.4

The noise wavefurm N(t), at the input of the recelver, is a sample
function of a Gaussian random process with zero mean and a two-sided power
spectral density of ¥%No over the signal frequency band. Assume N({) is a

narrowband bandpass noise, so that i1t can be expanded (Appendix A7) into

HE) = N_Wcose_t - §_ (tisinw_t 2.6.5

where ¥_(t) and N_(t) are sample functions of Gaussian random processes
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with zero mean, and the two-sided power spectral density of each of them
is twice that of F{(t) (Appendix A7). The equivalent baseband form of ¥(LD

can be represented as the complex-valued signal
n(t) = p_) + jn_ () 2.6.,6

where =n_(t) and n_(t) all have the same variance and are sample functioms
of Gaussian random processes with zero mean and a two-sided spectral power
density of ¥No over the frequency band of the baseband data signal s(t) .

So in the model of the guadrature modulation system, since the
transmitter and receiver IF filters F,. and the HPA can be represented by
their baseband equivalent models, and the bandpass signals N(t), S(t), and
S(t) can be represented by their equivalent baseband signals n(t), s(t)
and s(t), respectively, the model of the quadrature modulation system can
be simplified by assigning real values to the signals in one of the two
parallel channels (that associated with V2cosw_t) and imaginary values to
the signals in the other channel, and then considering the linear
modulator, the transmitter IF filter, the HPA, the receiver IF filter, the
linear demopdulator, as a baseband transmission path carrying complex-
valued signals. The resultant system is shown in Fig. 2.13b.

In this thesis, three baseband equivalent models of different bandpass
channels are used for computer simulation tests. They are (a) linear and
memoryless, (b) linear and bandlimited and, {c) nonlinear and bandlimited
channels, as shown in Fig. 2.14, which are obtained from Fig. 2.13a by

removing the appropriate blocks.

B) Vith a nonlinear satellite chanmel and in an ACI environment

In the previous discussion, a single channel is assumed. The
interference caused by other channels is neglected. In FDMA systems, the
interference caused by adjacent channels has & significant effect on the
system performance. This interference is caused by splllover from the

adjacent channels and is called adjacent channel interference <¢ACI). An
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illustrative example of ACI is shown in Fig. 2.15, where an ideal brick-
wall receiver chamnel filtering 1s assumed. The ACI 1is introduced
predominantly by the power spectra of the two adjacent channels
overlapping the power spectrum of the desired channel, which cannot be
eliminated by the receiver filter.

The model of a quadrature modulation system, with a nonlinear satellite
channel in an ACI environment, is shown in Fig. 2.16. The most
siginificant ACI is from the upper and lower adjacent channels, so that
only these two channels are- considered. The system represents the
satellite configuration shown in Fig. 2.7, where the transmitter and
receiver IF filters are assumed to be the ones described in Section 2.4.2.
Since the ACI effect on the desired chamnel is considered, the receivers
for the upper amnd lower channels are omitted. It is assumed that the
receiver of the desired channel provides the required ideal carrier
signal. The modulated signals, at the modulator outputs of the upper,

desired and lower channels, are

S,(t) = VZa, (t)coslw_t+e_  t+0,) - V2b, (Dsinle_tte_ t40,,) 2.6.7a

S, (t) = /2a,(t)cosw t - VZb, (t)sinw_t 2.6.7b

and S_(t) = V/2a_(t)cos(uw_t-w__t+6 ) - V2b_(t)sinfe t-w__t+6 ) 2.6.7c

respectively, where a,(t) and b, (t>, a,{t> and b (t), and a_(t) and b_{(t)
are the inphase and quadrature baseband signal components in the upper,
desired and lower channels, respectively. w__ is the channel spacing in
rad/s, and 0, and 6, are any arbitrary phase angles. The signals are

filtered by the respective transmitter IF filters F,. (which all have the

same characteristics but are centered at different frequencies), and then




eSS
_42_

nonlinearly distorted by the respective HPAs (Section 2.5). At the cutputs

of the transmitters, the signals are

8,(t) = V2a,(t)cos (o t4e _t+8,> - V3D, (t)sin(w_t+a__t+8,) 2.6.8a
§,(t) = /2a, (t)coso t - VZb, (t)sinw_t 2.6.8b

and S _(t) = /2a_(t)cos(w t-w,_t40.) - V2B _(t)sinle t-w__t+8) 2.6.8c

respectively, where a,(t) and b,(t), and a,(t> and B,(t), and a_(t) and
BL(t) are the filtered and nonlinearly distorted inphase and quadrature ;
baseband signals in the upper, desired and lower channels, respectively.
Assume that the inphase and quadrature signal components af the ACI, from
the adjacent channels, affects the inphase and quadrature signal
components, respectively, of the desired signal equally all the time.
(Results of Computer simulation tests have shown that this is the worst

|
|
|
|
case,) Under these conditions, 8,=6, =0, and Equation 2.6.8 becomes

S, () = V2a,(t)cos o +o_ )t - V2b, (t)sinle_te_ )t 2.6.9%a
S, (t) = V2a, (t)cosw_t — V2b, (tIsinw_t 2.6.9b
and S () = /2a_(t)cos(u_-w Ot - VZb_(tIsinle_-w_ )t 2.6.9¢c

respectively, which then can be written as

S,t) = V2la, (tcoso_ t - b, (t)sinw__tlcose_t

-VZla, (t)sine__t + b, (t)cose, tlsinw_t 2.6.10a
§,(t) = ¥2a,(t)cosu t - V2D, (t)sinu_t 2.6.10b

and S ) = ¥2ta,_(t)cosu_ t + b_(t)sine__tlcose_t
-/2la, (t)cose__t ~ b_(t)sino_ tlsine_t 2.6.10c

respectively. The equivalent baseband signals expressed in Eqn. 2.6.10,
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with respect to the desired channel, can be reprecented (Appendix A6) as

the ¢omplex-valued signals

S,(t) = fa,(t)cosw, _t - b,(t)sine_ t)

+jla, (t)sino__t + b, (t)cosw_ t] 2,6.11a

= f[a,(t) + jﬁu(t)l [cosw__t + jsinw__ %] 2.6.11b

= [a,(t) + 3b,(t)lexpjo__t) 2.6.11c

So(t) = a,j(t) + Ibs(t) 2.6.11d

and s (t) = [a_(teosw__t + b_(t)sinw__t}

+j£5L(t)cosmc_t - BL(t)sinw:“t] 2.6.11e

= [a () + jb (£} [cosw__t - jsine__tl 2.6.11f

= [a,_(t) + Jb_(t)lexpi-jo_ . t) 2.6.11g

respectively, with j=/-1, where a,(t)+jb,(t) and a _(t)+jb_(t) are the
equivalent baseband signals with respect to the upper and lower channels,
respectively, at the outputs of the transmitter IF filters, The resultant
equivalent baseband signal (i.e., the sum of the signals in Eqn. 2.6.11),
with respect to the desired channel, is (Eqns. 2.6.1la, d and e)

S.(t) = s (1) + s (8) + 5 (B 2.6.12

[ a,(t)cosw,_t - b,(t)sinw__t + a,(t)
+a, (t)cosw__t + b_(t)sinw__t]
+j0 a,(t)sinw__t + b (tcosw__t + b (1)

+a,_(t)coso__t - b_(t)sinw__t) 2.6.13

Since 6,=0, =0 has been assumed, the IF signals at the corresponding

modulator outputs, given by Egn. 2.6. 1, can also be represented by the




]

_“_
equivalent baseband signals, with respect to the respective channels, as

the complex-valued signals

s, {t) = a,t) + jb () 2.6.14a
S, (t) = a,(t) + jb (%) 2.6.14b
and s (t) = a (t) + Jb_(t) 2.6. 14c

respectively. The noise signal N(t) also can be represented as the
equivalent baseband signal(Egn. 2.6.6).

Hence again, since the transmitter and receiver IF filters F _
(Section 2.4.2> and the HPA can be represented by their baseband
equivalent mndels, and all the bandpass signals have their equivalent
baseband signals (Eqmns. 2.6.11, 2.6.12 and 2.6.14), the basebdband
equivalent mndel of the system can be simplified by assigning, in each of
the channels, real values to the signals in one of the two parallel
channels (that associated with vV2cos(.)), and imaginary values to the
other channel, and then comsidering the linear modulators, the transmitter
IF filters, the HPAs, the receiver IF filters, the linear demodulator, as
a baseband transmission path carrylng complex-valued signals. The
resultant system 1s shown in Fig. 2.17, where all the filters and HPAs are
identical. The transmitted signals from the upper and lower channels are
multiplied by the factors exp(jo__t)> and exp(-jo__t), respectively, to
take into account ACI. Xote that these two factors, exp(jo__t) and
exp(-jw__t), have a unit gain, so there is no difference in placing them
before or after the corresponding HPAs. The baseband equivalent model of
the system under twa conditions are considered in this thesis. They are
(1> when all the transmitters operate the HPAs in a linear mode and, (2)

vhen all the transmitters operate the HPAs in a nonlinear mode.
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m Sampled impulse responses of

(unit of

T/8 sec.) B=100% B=75% B=50% p=25%
0 1.000 1.000 1.000 1.000
+1 0.943 0.954 0.836 ' 0.970
12 0.786 0.82% 0.858 0.884
3 0.566 0.638 0.700 0.751
4 0.334 0.425 0.511 0.585
=5 0.135 6.223 0.316 0.403
16 0.000 0. 060 0.139 0.227
+7 0,064 -0. 047 -0.001 0. 068
18 -0.068 -0,095 -0.094 -0.058
+0 -0.038 -0, 096 -0.138 -0.144
+10 -0.00% ~0, 067 -0.140 -0.188
*11 0.024 -0, 028 -0.112 -0.192
12 0.029 0.005 -0, 068 -0.164
+13 0,017 0.022 -0.022 -0.115
+14 -0.001 0,022 0.035 -0, 056
*15 -0.014 0.010 0.039 0.002
+16 -0.017 -0, 006 0.030 0.049
+317 =0.011 -0.018 0.014 0.080
+18 -0. 001 -0, 022 0.014 0.091
+19 0.008 -0.018 -0.003 0.085
120 0.010 -0.008 -0.015 0.065
121 0. 007 0.003 -0.020 0.036
122 -0.001 0.011 -0.017 0.006
123 ~-0. 007 0.012 -0.008 -0, 020
124 =0, 008 0.009 0,002 -0.03¢9
125 =0. 006 0.002 0.011 -0.047
26 -0, 001 -0,004 0.016 -0.045
27 0.004 -0.007 0.015 -0.034
28 0. 005 =0, 007 0.010 -0.019
+29 0. 003 -0.003 0.003 -0.003
+30 -0, 001 0,002 -0.005 0.011
31 -0, 004 0,006 -0.010 0.021
32 -0.005 0,006 -0.011 0.024
£33 -0.004 0.004 -0.009 0.021
134 0.000 0.000 -0.005 0.014
+35 0.003 -0,005 0.001 0.004
+36 0.004 ~-0.007 0.005 ~-0.005
+37 0.002 -0,008 0.008 -0.012
+38 0.000 -0, 005 0.007 -0.016
+39 -0.003 -0,002 0.003 -0.015
40 -0.004 0,001 -0.001 -0.011
+41 -0.003 0,003 -0.00% -0.004
+42 =0. 001 0,002 =-0,008 0.003
+43 0.002 0,000 ~0. 008 0.009
+44 0.003 -0.,002 -0.006 0.013
45 0.002 -0, 004 -0, 002 0.013
+46 0.000 -0.004 0.002 0.010
47 -0.003 -0,002 0,005 0. 005
148 ~0. 003 0.001 0.006 -0.002

Table 2,1 Sampled impulse responses of the modulator (or demodulator)

filters, with different values of B. The truncatior 1lengths have been made
to be +8T with sampling rate of 8/T.
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m SIR SIR

{unlt of T/8 m

seconds)
10 1,000 +13 0.052
x1 0.935 +14 0.039
2 0.758 +15 0.017
+3 0.512 +16 =0.004
t4 0.256 17 -0, 017
£5 0.041 +18 -0. 021
+6 -0. 099 119 -0.017
7 =-0.157 +20 -0.008
+8 -0.146 121 0.002
9 -0.094 x22 0. 009
*10 -0.031 23 0.011
*11 6.020 +24 0. 008
12 0. 048

fable 2.2 Sampled impulse response of the equivalent baseband model of the

transmitter (or receiver IF) filfer. The truncation length has been made to be
#3T with sampling rate of 8/T samples per second. SIR means sampled i1mpulse
response.

m GO m GO

=G O 1 G O = G, 00 + IG, O\
1 3.570 0.170 21 0.630 0.750
2 3.170 0.340 22 0.580 0.730
3 2.830 0.480 23 0.540 0.700
4 2.9550 0.580 24 0.500 0.670
5 2.330 0.650¢ 25 0.460 0.650
6 2.150 0.700 26 0.430 0.610
7 1.990 0.750 a7 0.400 0.580
8 1.830 0.780 28 0.370 0.560
9 1.690 0.820 29 0.352 0.530
10 1.550 0.840 30 0.352 0.500
11 1.440 0.850 31 0.332 0.480
12 1.300 0.850 32 0.332 0.430
13 1.200 0.840
14 1. 090 0.830
15 1. 000 0.840
16 0.920 0.8%0
17 0.860 0.830
18 0.800 0.820
19 0.740 0.800
20 0.780 0.680

Iable 2.3 Sampled representation of the HPA transfer characteristics

shown in Fig. 2.12.
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i
The power of individual modulated signal is different. 1
The variation is due to the different power from the earth
stations and the different free space losses from different ‘
geographic locations.
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ACI. The cause of the ACI is insufficient transmitter channel
filtering. a) Power spectral density displayed at the input of a received earth
station. b) Ideal brick-wall bandpass filter for the desired signal. c¢) Power
spectral density of the desired and interfering signals,
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Eigure 2,17 Baseband equivalent model of the system shown in Fig. 2.16. LF,.
is the baseband equivalent model of the IF filter ¥, .. The switches determine
whether the HPAs are coperating in the linear or nonlinear mode.
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3.1.1 QPSK systems

In QPSK systems the modulated signal has four distinct states. These
states are generated by a unique mapping scheme of consecutive pairs of
bits into symbols. The symbol interval has a two-bit duration. The four
possible pairs of bits are frequently mapped in accordance with the Gray
code. An important property of this code is that adjacent symbols differ
by only cne bit (Fig, 3.2). In transmission systems corrupted by noise and
interference, the most frequent errors are introduced by making decision
error between adjacent states. In this case, the Gray code assures that a
single symbol error corresponds to a single bit erraor.

A rectangular baseband modulating waveform is usually used to describe
QPSK systems. However, it is not a practical waveform, so that a rounded
baseband modulating waveform is used here to describe the QPSK systems
instead.

A block diagram of a converntional QPSK system is shown in Fig. 3.1. The
information to be transmitted is carried by the sequence of binary data-
symbols {o }. Each data symbol therefore carries one bit of informationm.
The S/P (serial-to-parallel) converier converts the sequence {«_ )} into
two sequences of binary symbols {u{'>} and {u{=’}, where u${?°=0 or 1 for
j=1, 2. The relationship between the input data sequence {¢ )} and the two
binary sequences {u{'”} and {u{*>) is shown in Fig. 3.2. The Gray coder,
in Fig. 3.1 codes these two sequences of symbols according to Table 3.1,

and gives two output sequences {g{'?} and {q{*>}, where qf¢>=tl1 for
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J=1, 2. These two sequences are converted into the corresponding sequences

of 1impulses {qu"S(t-iT)} and {Eq;2>8(t—iT)}, which are fed into the

modulation filter and hence to produce two baseband modulating waveforms
alt)=Iq{**h (t-iT) 3..1.1a
i

and b(t)=§q§2’ht(t-iT) 3.1.1b

where h, (t) is the impulse response of the modulation filter with the
transfer function of H,(f). a(t) and b(t) are called the inphase and
quadrature baseband signals, respectively. These two baseband signals are
quadrature modulated, as described in Section 2.6, and then added linearly

to give the QPSK signal

S(t) = Y2a(t)cosw_t - /Zb(t)sinw_t 3.1.2

with o, the carrier frequency in rad/s. The resultant signal is fed into
the bandpass transmission channel. Assume that the bandpass transmission
channel introduces no attenuation, delay or distortion, but adds a
Gaussian noise waveform, N(t), to the transmitted signal. So at the

receiver, the signal input to the demodulation filter ig

rit) = /2la(t)cosw_t - blt)sine_tl + N(t) 3.1.3

where N(t) is a sample function of a Gaussian random process with zero
mean and a two-sided power spectral demsity of %No over the signal
frequency band., Assume that the bandwidth of K(t) is small compared with

@., so 1t can be expanded [1}l into

F@t) = §_(DOcose_ t - ¥, (t)sinw_t 3.1.4

where N_(t)> and J¥N_(t) are sample functions of Gaussian rardom processes
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with zero mean and a two-sided power spectral density twice that of N(L)

(Appendix A7). Hence Egn. 3.1.3 can be written as

rt) = V2a(t) + ¥_(t)lcosw_t - [VZ2b(t) + H_(t)isinw .t 3.1.5

Since the inphase and quadrature signal components are orthogonal
{91,{10), the receiver is able to demndulate them independently to each
other. The inphase and quadrature data signal components plus noise just

prior to the demodulation filter are

r (£)vVZcosw_t

{[/2a(t)+¥_(t)Icoso_t - [/5b(t)+N_(t)}sinw‘t}JEEosmct

1

EVZa () +H_(£)1Vh(l+cos2a_t) - [VZb(£)+N_(t)1/%sin2u_t

a(t)+f§h=(t) + [a(t)+/EBN_(t)lcos2u_t - [b(t)+/¥ﬁ‘(t)]sin2mct

I\

a(t) + /BN_(t) + h.f.c. 3.1.6a
and

-r(t)/2sinu_t

—{[/ﬁh(t)+H=(t)]cosm£t - [/55(t)+ﬂ’(t)]sinmct}lﬁsinmct

]

—la(t)+/BN_(t)1sin2e_t + [V2b()+F_(t)IWVE(1-cos2e_t)

—[a(t)+/EN_(t)1sin2e_t + bEIWEE_(t) ~ [b(t)+/%F_(t)]cos2u, t

n

b(t) + /BN_(t) + h.f.c. 3.1.6b

respectively, where h.f.c, means the high frequency components. The
demodulation filter blocks the h.f.c. in the signals and produces the
wanted noisy inphase and quadrature Dbaseband signal components,
a(t)+/§ﬁ=(t) and b(t)+f§h_(t), respectively. Vhen comparing with the
inphase and quadrature baseband components of the signals in Eqm. 3.1.5,
it can be seen that the demodulation process has reduced both the signal

and noise powers by the same factor of /% and so retained the signal/moise

pover ratio.
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At the demodulation filter output, the inphase and quadrature baseband

signal components are
ro¥2(8)=Eq{ ' 2h(t=4iT) + v (1) 3.1.7a
i

and 22 (0)=Lgq{*>h (t-1T) + v*=> (1) 3.1.7b
i

respectively, where h(t) is the inverse Fourier transform of H(f) which is
the transfer function of the modulation and demodulation filters in
cascade. v<'?(t) and v<Z*(t) are filtered Gaussian noise waveforms.
Bearing in mind tbhat the bandpass transmission channel introduces no
attenuation, delay or distortion.

Assume that the modulation and demodulation filters bave the same
characteristics, i.e., H _(£)=H _(£) in Fig. 3.1, and the combined transfer
function, H(£)=H (£)H_(f), is a sinusoidal rolloff frequency response
(Eqn. 2.2.3) with a linear phase characteristic, such that h{(0)=1 and
h{iT)=0, for all values of the integer 1 other than i=0. The signals
r<'?(t) and r<=>{%) have no ISl at the time instants {iT). Assume also
that the receiver provides the ideal required timing signal, so that the
two baseband waveforms, r<'’{(t) and r<=*{t), at the demodulation filter
output, are sampled at the time instants {iT), to give two sequences of
sample values {r{'’} and {r{®*)}) which are fed into the detector. Since
there is no ISI at the sampling instants {iT}, which implies that r{‘'> and
r{2> depend only on g$'* and q{2>, respectively, but not any {g*>) and
{g{=*) for j#i. The resultant operation of the channel is to add to the
input symbols qf{'> and q{®> the noise components v{'> and v{=’,

respectively, to give at its ocutput the samples, at time t=iT,
ri*’ = qf*’ + viv? 3.1.8a

and re> = qi2> + v 3.1.8b

where v{'> and v{*> are sample values of Gaussian random variables with
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zero mean and fixed variance o2, the {v{'?} and {v{'?} being statistically
independent and independent also of the {« ).

It is shown, 1in Section 2.2, that under these assumed conditions,
the optimum detectlion process for Fhe {r{'’} and {r{®*} 1s by comparing
each of them with a decislon threshold of zero, therefore two separate
threshold detectors are used to detect these two sequences of sample
values {r{'*} and {r{®?}, according to Table 3.3. The detected symbols
are Gray decoded to produce the sequences {u{'”} and {ng’}. The sequence
of decoded binary data Symgﬁls {a, )} is obtained by using a P/S (parallel-
to-serial) converter. In the absence of noise, the {a ) are the same as
the {e 2.

In the absence of noise, Eqn. 3.1.8 becomes

It

€1
r1

qi'® = 1 3.1.9a

and ré=® = qi=> = +1 3.1.9b

The four possible received signal vectors are shown in Fig. 3.3. The
signal points are said to represent a signal constellation. It can be seen

that QPSK signals have 4 distinct phases, *n/4 and +3n/4 radiamns.
3.1.2 DEQPSK systems

In the coberent QPSK system just described, each pair of binary
symbols, (uf{'® ui=?), is Gray coded linearly to one of the four possible
symbols and then transmitted. At the receiver, one of the 4 possible
phases, #r/4 and i3n/4 radians, is received (Fig. 3.3) at the input of
the detector. They are detected and Gray decoded linearly to obtain the
corresponding pair of binary symbols (Table 3.3), However at the receiver,
most carrier recovery circuits will introduce a fourfold ambiguity. This
means that the carrier may shift the received signal vector (Fig. 3.3) by
a phase of 0, n/2, =, or 3m/2. To resolve this ambiguity, differential

encoding is commonly used.
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. Differential encoding encodes the pair of binary symbols, (uf{'> u{=?),
so that the phase change rather than the absolute phase carries the data,
thus eliminating the need for a reference phase at the receiver. A block
diagram of a conventional DEQPSK system is shown in Fig. 3.4. Each pair of
binary symbols (u§'® uf{=°), at time +¢=iT seconds, represents a 2-bit
binary wvalue. In generation of a differential encoded pair of binary
symbols, (d{** d{®*), i.e., d$3°=0 or 1 for j=1,2, the 2-bit binary value
of the present pair of symbols, (u¢}> u¢#*), is added to the 2-bit binary
value of the previous differential encoded pair of symbols, (45!} d$2)),to
form the present differential encoded pair of binary symbols, (d§'?* d{=*). |
This process produces two sequences {d{'*} and {d{®?} which are Gray coded
(Table 3.1) to give two output sequences {q{'°} and {g{*?), where qf{*>=%1
for j=1,2. BSince each pair of the transmitted symbols represents a
possible phase value received at the detector (Eqn. 3.1.9), this process
actually produces the transmitted symbols which are the phase changes,
rather than the absolute phases, of the data symbols to be received at the
detector. The sampling, filtering and modulation processes following this
are exactly the same as they are described in the QPSK system.

Assume that the transmission channel is same as the one used in the
QPSK system described before. Assume also that the recelver provides the
ideal required timing signal,soc that the baseband signal components at the
dempdulatior output are sampled, at the time instants {iT)}, to give two
sequences {r{*?’} and {r{=*} which are threshold detected and Gray decoded
to produce two binary sequences {&:‘> a;2>}. At the time instants {17},
each pair of symbols (d5'> d${2°) represents a 2-bit binary value. The

differential decoded pair of binary symbols, (uf'> u$2®) is aobtained by

subtracting from the binary values of the present pair of symbols
(d¢7> d¢=°) the binary values of the previous pair, (d5'? d$23), and the
difference is expressed modulo-4. (An arbitrary initial pair of binary
symbols may be assumed). The sequence of the binary-data symbols {&L) is

obtained using a P/S {(parallel-to-serial) converter.
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3.2 nmmwmwmm
DEQPSK sigpals

3.2.1 QPSK signal
!

In BSection 2.2, it is shown that, the optimm filtering
arrangement of a baseband data-transmission system is the filtering which
is shared equally between the transmitter and the receiver filters and
with a sinusoidal rolloff frequency response. Under these conditions and
if binary antipodal signals are used, the bit error probablility is given
by Q(/2E=/¥=) (Eqn. 2.2.15), where 2Es/No is the ratio of the average
trapsmitted energy per bit to the two-sided noise power spectral density
at the input to the receiver.

The QPSK system, described in Section 3.1.1, has the filtering shared
equally between the transmitter and receiver filters and with a sinusoidal
roliocff frequency response, and so is the optimum filtering arrangement
for baseband data transmission. However since the demodulation process
does not alter the signal/noise power ratio (Sectiom 3.1.1), the filtering
arrangement is also optimum for a bandpass data transmission system; the
inphase and quadrature channels, each carrying binary antipodal signals,
are orthogonal and they can be demodulated independently of each other, so
each of the two channels can be treated independently; hence, the bit
errcr probability of each of the inphase and quadrature channels should
also be equal to Q(/EE:7§:).

Denoting the bit error probability im the inphase channel as P_, and in

the quadrature channel as P the symbol error probability is therefore

ag?

o
1l

1-¢-P U -P)

=P, +P_.-P,P 3.2.1

i -ty i wey

Since P_,=P__, and they are typlcal small quantities (<10~=) in

practice, a good approximation for the overall symbol error probability is

P =P +P _=2P,6 =2P 3.2.2

- i [ 1.} -l -
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The bit error probability of an individual channel is
P =P = QU/2E_ /K,) 3.2.3
so the symbol error probability is
P_. = 2P,, = 2QW/2E, /X)) 3.2.4

The Gray-coded and non-Gray-coded cases are shown in Table 3.2. In the
Gray-coded constellation case, adjacent symbels differs by only oﬂe bit,
whereas in the non-Gray-coded case, the adjacent symbols differ by cne or
by two bits. With AGWN, by far the most likely error in the detection of a
symbol is that which involves the crossing of the nearest decision
threshold. Thus the bit error rate of an ideal Gray-coded QPSK systiem

approximately equals to one-half of its symbol error rate, i.e.,

P_ = %P,_ = QUZE_/X_) 3.2.5

A more vigorous analysis of the P, and P, relationship is presented 1in

{21.
3.2.2 DEQPSK signal

In a differentially encoded coherent QPSK system (DEQPSK), the
differential decoding process at the receiver is carried out after the
detection process. During differential decoding, error multiplication by a
factor of 2 occurs. Thus the bit error rate of the Gray-coded DEQPSK

signal is (Eqr. 3.2.9)

P = 2P, upees = 2QU2E_/N) 3.2.6

@ CDEQPSK }

Equations 3.2.5 and 3.2.6 are the theoretical error-rate performances
of the QPSK and DEQPSK systems transmitting signals over an optimum data-
transmission channel where only AWGN is added. In any practical satellite

links, there are many other factors, such as HPA distortion, ACI, etc.,
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which affect the performances of the systems. Since these factors are too
difficult to use mathematical expressions to analyse, their effects on
error-rate performances require complex computer simulations. Because
computer simulations are more easily carried out on the baseband models
with the use of a digital computer, the baseband equivelent models of the
different systems are modelled digitally as described in the following

sections.

The DEQPSK system considered here operates at a speed of 64, 128, 256

or 512 kbit/s over a satellite 1link. Since DEQPSK signals use a
quadrature modulation technique (Section 2.6), the system can be greatly
simplified by assigning real values to the signal 1n one of the two
parallel channels (that associated with f§cosmct) and imaginary values to
the signals in the other channel (that associated with -/Zsinw_t), and
then considering tﬁe linear modulator, the transmitter IF filter, the HPA,
the receiver IF filter and the 1linear demodulator, as a baseband
transmission éath ;arrying complex-valued signals (Section 2.6). The
resultant baseband equivalent model of the DEQPSK system, with a linear
and memoryless, a linear and bandlimited, or a nonlinear and bandlimited
satellite channel, for computer simulation, is shown in Fig. 3.5. The
information to be transmitted is carried by the sequence of binary data-
symbols {c )}, where the {(¢ ) are taken to ve statistically independent and
equally likely to be either ¢ or 1. The encoded symbols {q,} are obtained
from the {o_ )}, by the eyépder, after being differentially encoded and
Gray-code (Section 3.1.2). The i*" symbol has the value q,=*1 tj, where
j=/:T: the {q,)}, of course, being statistically independent and equally
likely to have any of the four possible values. Each q, is a quaternary

signal element. The sequence {gq,} is used to form the sequence of impulses

{Eqisct—iT)), at the input of the modulation filter., The signal waveform

o
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» at the output of the filter is the complex-valued baseband signal

u(t) = Eq b, (¢-1T) 3.8.1

_ where‘ht(t) is the impulse response of the modulation filter, and-at any
~given value of t, 1s real (Section 2.4.1).

Since a digltal computer is used to do the simulation tests, the
transmission system is modelled digitally for simwlation. The continuocus
waveforms in the system are modelled as discrete waveforms. So the
complex-valued waveform u(t) ié sampled, at the time instants {mT.} (8
times per symbol), where T=8T_, to give the sequence {u )}, where u_ =u{(mT)?
has a complex value. The {u,} are then fed to a baseband equivalent model
cf one of the bandpass channels., Three different bandpass channels, as
shown 1in Fig. 2.14, are considered here. They are (a) linear and
memoryless, (b) linear and bandlimited and, (c) nonlinear and bandlimited

channels (Section 2.6).
(a) Linear and memoryless channel

This channel does not distort the signal, but only adds the Gaussian
noise samples to the signal samples. So at time t=nTa., the signal sample

at the channel output is w=u_ +n_ 3.3.2

m ~r

where w,, u, and n_ all have complex values. The real and imaginary parts
of all noise samples are taken to be statistically independent Gaussian
random variables with zero mean and fixed ,variance o® (which will be

discussed laterl.
{b) Linear and bandlimited channel *

Over this channel, the signal is. filtered by the baseband equivalent

model of the transmitter IF filter. The %ampled impulse responses of the

baseband equivalent models of the transmitter and receiver IF filters,
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sampled at 1/T. samples per second, are given by the (g+l)-component

vector

F=1I £, £, £, eeees £ 1] 3.3.3

[~]

where the {f_), for Otm¢g, have real valued components, as shown in
Table 2.2, and f =f(ml.). The signal at the output of the filter is

sampled at the time instants {nT«). Sa at time t=mTa, the signal sample is

3.3.4

where e, has a complex value. After adding the noise component, the sample

becomes

Y. =e,+tn 3.3.5

m ™

where y, also has a complex value. The sequence of {y,) 1is fed into the
receiver IF filter which is modelled as a digital filter, with a sampling
rate 1/Ts samples per second, and which produces at the output, at time

t=mTa, the sample

wm = z ym-hfh 3. 3. 6

where z_ has a complex value.
(c) Fonlinear and bandlimited channel

Over this channel, the {ﬁm) are first filtered by the transmitter IF
filter, as described in (b), to produce at its output, at time t=nT«, the

signal sample (Eqn. 3.3.4)

em = Z um—hfh 3- 3-7

where e has a complex value, which 1s then nonlinearly distorted by the



HPA. After adding the noise sample, the sample at the input of the

receiver IF filter becomes (Egn. 2.5.30)

z,=¢e HG ) +n 3.3.8

where z , e, and n all have complex values, G{(i ) is the conversion
function of the baseband equivalent model of the HPA, H_ is the HPA

backoff factor, and A_ is the one of the values {2} (Table 2.3) closest

L1t

to the input signal envelope te H | (Section 2.5). The {z,} are fed into

the receiver IF filter, at time %=mT., which produces the signal sample

w, = I z £ 3.3.9

In all these three cases, the sampled signal {w )} (given by Egn. 3.3.2,
3.3.6 and 3.3.9) from the baseband equivalent models of the bandpass
channels are filtered by the demodulation filter. The sampled impulse
response of the demondulator filter, sampled at the rate of 1/T. samples

per second, is given by the (m+1)-component vector

P=10 Po Py P #eees p_ 1 3.3.10

where the {p,}, for O¢m¢n, have real-valued comporents <(Table 2.1), and
P.=p(mI_ ). Thus, at time t=mla., the signal sample at the output of the
demodulation filter is

ial

rm = hEme-—hph

3.3.11

where r, has a complex value. Assume that receiver provides the required
ideal timing signal. So that the sequence {r,} is sampled once per symbol,

at the time instants {iT}, to give the sequence {(r,} which are detected

and then decoded into the sequence of binary data-symbols {a ).
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Since the bit-energy-to—noise power spectral density ratio at the input
to the receiver is always used for comparison of performances of differenmnt
systems, it is now to determine the two-sided power spectral demnsity at
the input to the receiver under the assumed conditions. The noise samples
{n,) 4in Eqms, 3.3.2, 3.3.5 and 3.3.8 are assumed to have variance
v<. It is ghown in Appendix A8 that, under these assumed conditions, the
two-sided noise power spectral density at the input to the receiver is

(Eqn. A8.10 or A8.11)

5 T 3.3.12

where k/T 1is +the sampling rate wused in the simlation tests,
Equation 3.3.12 relates the two~sided noise power spectral density to the
sampling rate used in the simulation tests. The sampling rate must be
greater than twice the signal bandwidth to prevent alaising.

Te calculate 2Es/No value, i.e., signal/noise power ratio or Dbit
energy-to-noise power spectral demnsity ratio value, in a simulation test,
the average energy per sample of the transmitted signal is first measured
(bearing in mind +that the channel Iintroduces no attenvation) by

transmitting a few thousand symbols and using the equation (Egn. A8.15)

kL

Average energy/sample P, = —%i I ls 1= 3.3.13
=

where k: number of samples taken per T seconds in the simulation test

{i,e., k=8 for the present case),
L: number of transmitted symbols in the test,

and is_|: amplitude of the m*™ sample in the transmitted signal, i.e.,

"

tu t, te,l, or te H G(A )|, as can be seen in Eqns. 3.3.2,

3.3.4 and 3.3.8, respectively, depending on which of the

bandpass channels is used.
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The value of the noise variance ¢Z for any required value of 2Eu/No,
under the assumed conditions, 1s then computed using the equation
(Eqn. 48.21)

F.P Kk

¢< = —E 3.3.14
&

The Gaussian random number gemerator in tke computer 1s used to generate
the inphase and quadrature noise samples with zero mean and fixed variance
=,

After computing the value of ¢ for the required value of 2E./No, the
test is then carried out again with a large number of symbols to find the
probability of error, Pa., at the given value 0f 2Ew/Ho. At the end af the
test, the value of P_ (average energy per sample) is computed again, and
and the value of 2E./No are checked using the equation (Egn. A8.20)

2E, Pk

T 3.3.15

to make sure it has the correct value.

Therefore, all the simulation tests, discussed in this thesis, ;re
carried out in £he sampled time domain by generating large numbers of
binary data-symbols, encoding them, convolving them with the sampled
impulse responses of the various filters in the baseband equivalent model,
detecting and decoding them. The sampling rate is 8 samples per symbol.

it is shown in Appendix 8 that, when a continuous waveform is sampled
at 1/T. samples per second to produce the sampled signal, the latter must
be- scaled by—the-sampling interval T«, in order to have the same signal
energy level. However, the scaling factor is, for convenience, omitted
here. This does not affect the signal/noise power ratio of the systems

tested, because the signal and nolse energy levels are measured at the

same polnt, thus the scaling factors cancel each other.

-




The baseband equivalent model of a quadrature modulation system, with a

linear or nonlinear satellite channel and in an ACI environment, is
described in Section 2.6. Here the baseband equivalent model of the DEQPSK
system in an ACI environment for computer simulation is shown in Fig. 3.6,
where there are three identical transmitters separated in frequency with a
channel spacing of w_, rad/s, One of them is for the desired channel, and
the other two are for the upper and lower adjacent channels, These three
transmitters could operate the HPAs either in the linear or nonlinear
mode. F_(f) is the resultant transfer function of the modulation filter in
cascade with the baseband equivalent model of the transmitter IF filter.
The way to generate the equivalent baseband signals from the transmitters
is exactly the same as that used for a simpgle channel described in the
last section. The data, of course, in each of the these three transmitters
are statistically independent. As before, the system is modelled digitally
for computer simulation.

The equivalent baseband transmitted signals, for the upper channel,
desired channel and lower channel, with respect to the desired channel,

are (Eqns. 2.6.11c, d and g

S, (8 = [a (1) + b ()] explju_,t) 3.4.1a
S, (t) = [a,(t) + 3Bt 3.4.1b
and s (t) = [a () + jb_(t)] expl-jau__t) 3.4.1c

as are shown in Section 2.6, where a,(t)+jb,(t), a_(t)+ib, (%), and
a_(t)+jb_(%t), are the equivalent baseband signals with respect to the
corresponding channels, and 3=/=1. (Note that since the transmitters could
operate the respective HPAs either in the linear or nonlinear mode, the

signals could either or not be nonlinearly distorted by the HPAs.) The
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signals are sampled at 1/Ta samples per second, at the time instants
{nT<). (It should be noted that, since the adjacent channels are present,
the sampling rate used in the tests must be bhigh enough to prevent

aliasing occuring in the upper channel.) At time t=nmTa, the signal samples

are
Su,m = ta, . + 3B, ) expUo_ ul) 3.4.2a
éD.m = [aD.m + jBD,m] 3.4.2b
and S_.m=la_ . +Jib_ 1 exp-jo_,nT)> 3.4.2¢c

respectively, where §, ,=5,(T.), &, .=5,(uT,) and s§_ =5 (ul)>. Thus
after adding the noise component n, at time t=mT_, the signal sample at

the input of the desired channel receiver is
= m =8 m PSS, . tS. .t 3.4.3

The real and imaginary parts of all noise samples are taken to be
statistically independent Gaussian random variables with zero mean and
fixed variance ¢® given by Eqn. 3.3.14.

The sampled impulse responses of the baseband equivalent model of the
receiver IF filter and of the modulation filter, sampled at the rate of

1/Ta samples per second, are given by the (g+l)-component vector

F=Lf, £, £, seeee f_] 3.4.4

and the (n+l)-component vector

P=1 Po Py Ps teeese p_ 1 3.4.5

respectively, where £ =f(mT_) and p =p(ml.). The delay in transmission is

neglected here, Thus, at time t=mTa, the sample wvalue of the received
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signal into the detector, is

r, = hiowh-th 3.4.6
= -~
h = . .
where v, hEOSr,m—hfh 3.4.7

Assume that the receiver provides the required ideal timing signal, so
that the sequence {r_ ) is sampled once per symbol, at the time instants
{iT}, to give the sequence {r,}, which are detected and Gray decoded into

the sequence of detected binary data-symbols {a }.

3.5 Povwer spectra of QPSK and DEQPSK signals

In the QPSK system described in Section 3.1.1, the lowpass filtering is
shared equally between the transmitter and receiver filters and with a
sinusoidal rolloff frequency response. If the input data are random and
equiprobable, the power spectra of the inphase and quadrature baseband
signals at the modulation filter output have the same shape as the
transfer function of the modulation filter. The modulation process, (i.e.,
multiplying the inphase and quadrature basebarnd signals by the carrier
signal components Jﬁboswct and —fﬁéinwﬁt, respectively,) shifts the
spectra by @, rad/s in the freguency domain from baseband to bandpass.
When these signals are added linearly in the time domain to form the QPSK
signal, the shapes of the individual spectra are not altered (this can
seen from the linearity property of Fourier transform). So if the bandpass
channel is linear and memoryless (i.e., it does not distort the signals)
and the carrler frequency is high enough to prevent aliasing, the power
gpectrum of the transmitted bandpass signal (i.e., the sum of the imphase

and quadrature signals) bhas the shape same as the baseband signal power

spectra which are shaped solely by the modulation filter.
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The differential encoding process in DEQPSK systems does not alter the
shapes of the spectra, so 1f the same transmitter filtering is used,
DEQPSK signals will have the same signal power spectra as those of QPSK

signals.

3.6 CSpeciral  _estimation of QPSK and DEQPSK sigpals by
computer simulation

3.6.1 Basic principle on spectral estimation [3]

A good method of estimating the power spectral demsity of a modulated
signal is by computer simulatiog. This method is quite straightforward and
general. A pseudorandom data sequence is generated, and the modulation
process is produced digitally. Since the signal bas a certain bandwidth,
the sampling rate must be high enough in order to prevent alaising.
Suppose there are k samples and the DFT (Discrete Fourier Transform) of
sampled sigpal is X« (£). The power spectrum of the latter is estimated as

{3]

s{f) = %le(f)l2 3.6.1

The shape of the spectrum is concerned here, so the factor 1/k can be
neglected. Provided the sequence is suitably leong and random, S(f> will
approach the exact signal spectrum. In order to get a good smooth
estimation, it is need to average over a number of data sequence of
several hundred symbols. Even so, considerable spectral variance remains,
and small bias may remazin. The variance can be reduced by a smoothing
window, e.g., Turkey or Barttett, though this will increase the bias and

spectrum resolution [43,151,[6]

3.6.2 Baseband equivalent mndel for spectral estimation
The baseband equivalent model, used for spectral estimation of the

trancmitted QPSK signal, is shown in Fig. 3.7. The spectra of the sampled
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signals are estimated at three different points along the transmission
path. They are at the outputs of the
(a) modulation filter,

(b? transnmitter IF filter, and ‘
(c> HPA,

which are marked as points ‘'A*, *B' and 'C*, respectively, in Fig. 3.7. ‘
Point ‘'A' is used to estimate the spectrum of the sampled signal shaped
solely by the modulation filter. Point 'B' is used to estimate the
specirum of the sampled signal shaped by the overall transmitter
filtering, for systems operating over a linear satellite channel. Vhereas
point 'C' 1s used to estimate the spectral spreading of the sampled signal
caused by the HPA, for systems operating over a nonlinear satellite
channel. The spectral estimation methods for these sampled signals are
described as follows.

{(a) To estimate the spectrum at point *A', a sequence of L quaternary
data-symbols {q,} are gemerated where q,=*l1%j and j=/-1. The {q,) being
statistically independent and equally 1likely to have any of the four
possible values. The sequence 1q,} is sampled at the time instants {(iT)
and used to form the sequence of impulses {§q*6(t—1T)} which are fed into
the modulation filter. The sigpal at the filter ouiput is the complex-

valued waveform

[ 1
ucty = I q,h, (t-1T) 3.6.2
i

with h, (t) the impulse response of the modulation £filter. The waveform
u(t) is sampled, at the time instants {nmTa} (8 times per symbol), where
T«=T/8 and T is the symbol duration, to give the signal sequence {u )},

with v =u{mT_ ).

{b) To estimate the signal spectrum of the sampled signal at point 'B’

in Fig. 3.7, the sample values {u, )} obtained in (a) are further filtered
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by the baseband equivalent model of the transmitter IF filter. The sampled
impulse response of the baseband equivalent model of the transmitter IF
filter, sampled at the rate of 1/T. samples per second, is given by the

(g+1)-component vector

E=10f, £, f_, eseee £f_1 3.6.3

where the {f }, for 0¢m¢g, have real-valued components (Iable 2.2), so

that at time t=mTa,the signal sample at the IF filter ocutput is

e, = I u,_. %, 3.6.4

(¢) To estimate the spectral spreading of the sampled signal at point

'C', the sample values {e ) obtained in (b) are nonlinearly distorted by
the HPA, so that at time t=nl.,the signal sample at the output of the HPA

is (Eqn. 2.5.30

z = e HG() 3.6.5

where G(i,) is the conversion function of the baseband equivalent model of
the HPA, A, 1s the one of the ().} (Table 2.3) closest to the input signal

envelope tH_e | (Section 2.5).

The FFT (Fast Fourier Transform) routine in the computer is used to
evaluate the Fourier transform. Since the routine runs faster if the
nunber of samples is a power of 2 (NAGF computer manual), the number of
elements, in the resultant sequences {u,}, {e_ .} and {2}, 1s arranged to
be 2'°=1024. A Turkey window (i.e., a raised cosine pulse) is used to
reduced the variance [4],{5),0(6]. Since the {u }, {e )} and {z )} have
complex values, the amplitude spectra of the real and imaginary components

of these signals, representing the spectra of the inphase and quadrature

sigrals, respectively, are computed separately by means of FFT and then
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added to form the amplitude spectrum of the QPSK signal. The 1024 samples
are reduced to 128 samples by averaging every 8 consecutive samples. In
order to obtain a good estimate of the amplitude spectrum of the sampled
signal, the same procedure is repeated for 100 different sequence of data-
symbols {q:)} and themn averaged. The signal power spectral density of the
sampled signal in dB is then obtained by taking the function 20log:o(.) on
each of these 128 sample values.

Since if the same filtering are used, DEQPSK signals have the same
spectra as those of QPSK signals. There ls no need to estimate the DEQPSK

signal spectra.

3.7 Simulation results apd discussion

Computer simulation tests have been carried out to assess the error-
rate performances of the different systems, using DEQPSK signals, with the
equipment filters and HPA described in Section 2. The simulation models
and methods are described in Sectiocns 3.3, 3.4 and 3.6. In all
simulation tests, it is assumed that the receiver provides the required
ideal carrier and timing signals, and the data-transmission systems are
optimised by sharing the overall filtering equally between the transmitter

and receiver filters.

3.7.1 Performances of DEQPSK signals, with different truncation lengths of
the sampled impulse responses of the modulation and demodulation filters,
over a linear and memnryless bandpass chanmnel.

This section studies the minimum truncation length of the sampled
impulse responses of the modulation and demodulation filters
(Section 2.4.1) required to approximate to the theoretical ideal error-
rate performances of the signals in the practical region, 1i.e.,
Pa=10"" - 1072, The simulation model used to evaluate the error-rate
performance is shown in Fig. 3.5, where the linear and memoryless channel

ls used (i.e., with Switches 'A' closed). Different truncation lengths of
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the sampled impulse responses for different values of § are used as the
sampled impulse responses of the modulation and demodulation filters. The
effects of different values of B on the performance are shown in Fig. 3.8.

Vith p=25%, Fig. 3.8a shows that, the minimum truncation length of the
sampled impulse respones required for the modulation and demodulation
filters to approximate to the theoretical ideal error-rate performance, at
Pea €10—%, is BT. With #=50% and 75%, the results in Figs. 3.8b and 3.8c
show that, the required minimum truncation length to approximate to the
theoretical ideal error-rate performance at Pa.?10-¢ is 4T, Whereas, with
$=100%, Fig.3.8 shows that the required minimum truncation length is 2T.

Table 3,4 shows the degradations in tolerance to noise of the DEQPSK
signals with different truncation lengths, at Pe=10"%, in comparison with
that of an ideal DEQPSK system. These degradatioms are due to ISI caused
by not using a long enough truncation length of the sampled impulse
responses of the modulation and demodulation filters, and they can be
reduced by using longer truncation lengths. It can be seen, in Fig. 3.8,
that these degradations get larger at low error rates where ISI is the
dominated factor causing errors.

The results indicate that the minimum truncation lengths of the sampled
impulse responses of the modulation and demndulation filters, with B=100%,
75%, S50% and 25% required to approximate to the theoretical ideal error-

rate performance at Pa=10"% are 2T, 4T, 4T and 8T, respectively.

3.7.2 Performances of DEQPSK signals over a linear and bandlimited
bandpass channel

In any practical satellite system, the signal from the modulator at the
transmitter is always further bandlimited by the IF filter before being
up-converted to a microwave frequency, and at the receiver, a receiver IF
filter, having the same characteristics as the transmitter IF filter, is

always used to select the lower sideband of the desired downconverted

B
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signal. Since these IF filters are narrowband to éﬁppress ACI, they may
also introduce ISI into the signal. This section studies the degradation
in tolerance to noise caused by the bandlimited effects of the IF filters.

The simulation model used to evaluate the error-rate performance is
shown in Fig. 3.5, where the linear and bandlimited channel is used (i.e.,
with Switches 'B' closed). The minimum truncation lengths of the sampled
impulse responses of the modulation and demodulation filters obtained from
the previous section are used here, i.e., the truncation lengths of 2T,
4T, 4T and 8T are used in the sampled impulse responses of the modulation
and demodulation filters with $=100%, 75%, 50% and 25%, respectively. The
results are shown in Fig., 3.9, which suggest that with B=75%, 50%, and
25%, there is no degradation in tolerance to noise over the region
Pa?107%, due to ISI caused by the IF filtering, whereas with p=100%, the
signal has very little degradation 1in tolerance to noise at Pa210—¢
because of its relatively wide bandwidth. This degradation, caused by I1SI,
is not obvious at high error rates because the errors are dominated by
noise, while at lower error rates, the errors are domnated by ISI and so
the degradation increases. Fig. 3.9 shows that, in the practical region of
Pa, Ll.e., Pa=10"2 - 1072, the IF filters introduce a relati;ely low level

of ISI.

3.7.3 Performances of DEQPSK signals with different truncation lengths of
the sampled impulse responses of the modulation ard demodulation filters,
over a linear and bandlimited bandpass channel and in an ACI environment
ISI is a less serious effect than ACI, since the effects of the former
(when present) can be greatly reduced through the modification of the
detector, e.g. using a Viterbi detector {8], whereas the latter appears as
additive noise in the performance of the system. This section studies the
minimum <truncation lengths of the sampled impulse responses of the

modulation and demodulation filters required to bandlimit the signals over

a linear bandpass channel and in an ACI enviroment.
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In Section 3.7.1, 1t is shown that, over a linear and memoryless
bandpass channel, the longer the truncation length of the sampled impulse
responses of the modulation and democdulation filters, the better is the
approximation of the signal to the theoretical ideal error-rate
performance. In Section 3.7.2, it is shown that, over a, linear and
bandlimited bandpass channel, the minimum truncation lengths of the
sampled impulse responses of the modulation and demodulation filters with
B=100%, 75%, 50% arnd 25%, required to approximate to the theoretical ideal
error-rate performance of the signals, at Pa210-4, are to be 2T, 4T, 4T
and 8T, respectively. Now in an ACI environment, these minimum truncation
lengths may not b; good enough because the longer the truncation length,
the more tightly bandlimited are the signals. These effects can easily be
seen by means of spectral estimation on the sampled signal at the output
of the modulation filter. The model used to estimate the spectra of the
sampled signal is shown in Fig. 3.7, where the spectrum of the sanpled
signal at point ‘'A' is studied. Different truncation lengths of the
sampled impulse responses of the modulation filter, with R=100%, 75%, 50%
and 25%, are used. The results are shown in Fig. 3.10, which indicate that
a longer truncaticn length can suppress more out of band radiation,

The simulation model, used to evaluate the error-rate performance of
DEQPSK signral, over a linear bandlimited bandpass channel and in an ACI
environment, is shown 1imn Fig. 3.6, where the linear and bandlimited
bandpass channel is used (i.e., with Switches 'B' closed) with the channel
spacing fca=S5R/4 Hz (where R is the symbol rate). Different truncation
lengths of the sampled impulse responses of the modulatior and
demodulation filters, with B=100%, 75%, 50% and 20%, are used in order to
test if a longer truncation length of the sampled impulse responses would
further bandlimit the tramsmitted signal spectra <(hence suppress more
ACI). The results of the simlation tests on the error-rate performances

are shown in Fig. 3.11.
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The results show that, with B=100% and truncation lengths 2T and 4T
for the sampled impulse responses, the signals have the same degradation
in tolerance to noise of about 1.8 dB at Pa=10-4, This means that no
improvement in performance can be obtained by using a truncation length of
4T, instead of 2T. Thus the truncation length of 2T is long enocugh to
bandlimit the signal adequately. This DEQPSK signal, with B=100% and a
truncation length of 2T, is known here as signal 1A.

Vith B=75% and truncation lengths of 4T and 6T in the sampled impulse
responses, the signals have the 'same degradation in tolerance to noise of
about 1.2 dB at Pe=10"%. For the same reason as that described in the
previous paragraph, the truncation length of 4T 1is long enough to
bandlimit the signal. This signal, with B=75% and a truncation length of
4T, is known here as signal 24.

With 3=50%, signals with truncation lengths of AT and 6T have the same
degradation in tolerance to noise of about 0.3 dB, at Pe=10"%, so the
truncation length of 4T i1s long enough. This DEQPSK signal, with f=50% and
a truncation length of 4T, is known here as signal 3A.

With B=25% the signals with truncation lengths of 8T and 10T have no
degradation in tolerance to noise at Pa2107%, so the truncation length of
8T is enough. This DEQPSK signal, with the truncation length of 8T, is
known here as signﬁl 4A.

The degradations in tolerance to noise of the signals, at Pa=10"4, with
f:==5R/4 Hz and 5.5R/4 Hz, in comparison with that of an ideal DEQPSK
system, are shown in Table 3.5

ACI arises £rom the spillover of signal power (or energy) from an
adjacent channel, so it can be reduced by increasing the chamnel spacing
fca. With fca increased to 5.5R/4 Hz, the error-rate performances of
signals 1A, 2A, 3A and 4A are shown Fig. 3.11b. It can be seen that, by

increasing fc« to 5.5R/4 Hz, the degradations in tolerance to noise caused
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by ACI for signals 2A and 3A have been removed, but for sigpal 1A, the
degradation has decreased from 1.8 4B to 0.5 4B at P.=10"*. Simulation
tests have also been carried out for signal 4A with fc«=4.5R/4 Hz, and the
results suggest that there is still no degradation at P.?1072. This is
because signal 44 is a relatively narrowband sigmnal.

Since ACI arises from overlapping ©f the signal power spectra of
adjacent channels onto the wanted channel, it may provide some insight
into the degradation in tolerance to noise by studying the transmitted
signal power spectra of signals 1A, 2A, 3A and 4A over a linear and
bandlimited channel. The model for spectral estimation is shown in Fig.
3.7, where the transmitted signal power spectrum at the output of the IF
filter (i.e., marked as Point 'B' in the figure) is estimated. The
estimated transmitted signal spectra of signals 1A, 2A, 3A and 44, in an
ACI envircnment, are shown in Figs., 3.12a, b, ¢ and 4.

In Fig., 3.12d 1t can be seen that, for signal 4A with f.-=4.5R/4 Hz,
the transmitter IF filter has suppressed ACI to -15 dB, but computer
simulation results have shown that, under these conditions, ACI does not
cause any degradation in tolerance to noise to signal 44 at Pa.2107%, hence
it can be said that ACI below -15 4B has an insignificant effect on the
error-rate performance at Pe?107+, Flgure 3.12¢ shows that, with
f-a=5R/4 Hz, ACI above -15 dB is small for signal 3A; and so it causes
insignificant degradation at Pa?10"¢, as is shown in Fig. 3.11a. Figures
3.12a and b show that, with f-..=5R/4 Hz, ACI abave -15 dB is relatively
larger for signals 1A and 2A, and so these cause the degradations in
tolerance to naise of about 1.8 dB and 1.2 dB to signals 1A and 24,
respectively, at Pa=10"4, as can be seen in Fig. 3.11.

Figures 3.12b and c also show that, with fc. increased to 5.5R/4 Hz,
signals 2A and 3A have no ACI above -15 dB and so they have no degradation

in tolerance to noise at Pe?10~4, but for signal 1A (Fig. 3.12a), there is
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a small amount of ACI above -15 dB which therefore has caused a small
degradation in tolerance to noise at Pu.=10"" to the signal. All these
results show that, for DEQPSK signals, ACI below -15 dB has an
insignificant effect on the performance, at Pa?10—<.

From the above resulis, it can be concluded that, with the preferred IF
filters, the channel spacings for signals 1A, 24, 3A and 4A must be
5.5R/4, 5.5R/4, 5R/4 and 4.5R/4 Hz, respectively, i1n order to limit the
degradation in. tolerance to nolse to, say €¢0.5 4B, at Pu.=10"4., 1t is
obvious that, since the channel 1s linear and so does not spread the
spectra, narrowband signals (or the signals with smaller value of B) can
achieve a better bandwidth efficiency, at the expense of a slight increase
in equipment complexity (because a narrowband signal requires a longer
truncation length of the sampled impulse responses of the modulation and
demodulation filters to approximate to the theoretical ideal signal
spectrum>. It should be noted that the results obtained in this
section are applied to the linear satellite channels which have the HPAs

and TVIAs operating in the linear modes.

3.7.4 Performances of sigpals 1A, 2A, 3A apnd 4A over a nonlinear and
bandiimited bandpass channel

Faor the present application, the HPA at the earth station is operating
in the nonlinear mode for high power efficiency. This introduces AM-AM and
AM-PM conversion effects of the transmitted signal. These effects degrade
the tolerance to noise of the system, for the following two reasons
{Section 2.5).

1) The signal is nonlinearly distorted.

2) Spectral restoration (known as spectral spreading) increaseg the

ACI.
Vhen the signal 1s nonlinearly distorted, the receiver filters no

longer match the received signal, and inevitably degrade the performance.
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The simulation model, used to evaluate the effects of nonlinear distortion
on the error-rate performance, is shown in Fig., 3.5, where the nonlinear
and bandlimited bandpass channel 1s used (i.e., wlth Swiiches 'C*' closed).
The error-rate performances for signals 1A, 2A, 3A and 4A (see Section
3.7.3 for the definitions) transmitted over the nonlinear and bandlimited
channel, are shown in Figs. 3.13a, b and c, respectively. The HPA here
operates at 0 ,0.2 or 0.68 dB output backoff (see Section 2.5 for the
reasons behind the use of these three backoff values).

¥ith the HPA operating at 0 "dB OBO (output backoff), Fig, 3.13a shows
that, of these signals, signal 4A suffers the largest degradation in
tolerance ta noise (about 1.6 dB at Pa=10"%) because of its relatively
narrow bandwidth, which causes more severe fluctuations in the timing
waveform (Fig. 2.8), thus more nonlinear distortion 1s caused by the HPA.

Vith the HPA operating at 0.2 dB CBD (i,e.,, slightly below saturation),
Fig. 3.13b shows that the degradations in tolerance to noise of signals
1A, 2A and 3A remain the same as those with 04B HPA OBO, at Pe21074,
whereas signal 44 has reduced the degradation to about 1.1 dB (i.e., a 0.5
dB improvement is achieved).

Figure 3.13c shows that, with the HPA COBO value further increased to
0.68 dB, the degradations in tolerance to noise of signals 1A, 24 and 34,
at Pe?1072 still remain the same as those with the HPA operating at 0 dB
OBC, and the further improvement in error-rate performance of signal 44 is
insignificant.

The degradations in tolerance to noise of the signals, at Pa=10"%, are
glven in Table 3.6. It can be seen that, with the HPA operating at 0, 0.2
or .68 4B OBD, the P. degradations of signals 1A, 2A and 34, due to the
nonlinear distortion effects, are insignificant (¢ 0.6 dB ), at Pa210-%,
Vhereas, for signal 4A with 0 dB HPA OBO, the degradation in tolerance to
noise is about 1.6 dB, at Pa=10"4 which can be reduced to about 1.1 4B by
increasing the HPA O0BO value from 0 dB to 0.2 dB. However, a further

increase in the HPA OBO value does not give any significant improvement.
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3.7.% Performnce;s of signals 1A, 2A, 3A and 4A over a nonliear and
bandlimited bandpass channel and in ap ACI environment

Since the HPA has the characteristics (Fig. 2.1%) of a soft limiter, a
bandlimited signal with a nonconstant envelope fed through the HPA will
suffer 1n spectrum spreading and increased ACI. These effects can be
observed by means 0Of spectrum estimation on the transmitted signal at the
HPA output at the earth station. The model for spectrum estimation is
shown in Fig. 3.7, where the spectrum of the sampled signal at the HPA
ocutput is studied. With the use of signals 1A, 24, 3A and 4A (see Section
3.7.3 for the definitions), the estimated spectra are shown in Figs.
3.14a, b, ¢ and d, respectively, and they indicate that the HPA has caused
significant spectral spreading in the transmitéed signals, and little
improvement can be achieved by increasing the HPA OBD value from 0 dB to
'0.68 dB.

Spectral spreading increases ACI, so inevitably it will cause a
degradation in tolerance to noise in the transmission systems. The
simulation model, used to evaluate the spectral spreading effects on the
error-rate performances of signals 14, 24, 34 and 44 in an ACI
environment, is shown in Fig. 3.9, where the nonlinear and b;ndlimited
bandpass channel 1is used (i.e., with Owitches 'A' closed). With the
channel spacing f.<=5R/4 Hz (where R is the symbol rate), the error-rate
performances of the signals with the HPA operating at 0, 0.2 and 0.68 dB
OBO, are shown in Figs 3.15a,b and ¢, respectively.

With the HPA operating at ¢ 4B HPA OBO, Figure 3.15a éhows that, of
these signals, signal 2A has the best performance with a degradation of
about 2.8 dB degradatiomn at P.=10"%, in comparison with that of an ideal
DEQPSK system, whereas signal 4A has the worst performance.

With the HPA OBO value increased from 0 4B to 0.2 dB, Figure 3.15b

shows that signal 3A has the best performance with a degradation of about
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1.8 dB at Pa=10"4, in comparsion with that of an ideal DEQPSK system. It
can be seen that signal 4A has the largest improvement in performance. The
reason 1is that the nonlipear distortion effects have been reduced
significantly (see the previous section), but not the spectrum spreading,

Vith the HPA OBO value further increased to 0.68 dB, Fig. 3.15c shows
that the error-rate performances of signals 1A, 2A and 3A are about the
same as in the cases of (.2 4B HPA 0OBO, and signal 24A has reduced the
degradation in tolerance to noise from 2.4 to 1.8 dB, at P.=10~-4, Thus
very little further improvement is obtained, and the penalty for this is
about 0.5 dB HPA output power reduction caused by operating the HPA about
0.5 dB below its full power.

The degradations in tolerance to noise of the signals, at Pa=10"4, at
different HPA O0BC values, in comparison with that of an ideal DEQPSK
system, are shown 1in Table 3.7a. It can be seen that, for the present
filters, HPA and channel spacing fc«=5R/4 Hz, the most cost effective
arrangement is to use signal 3A and to operate the HPA slightly (say, e.g.
0.2dB) below saturation, The degradation in tolerance to noise is about
1.8 dB, at Pa.=10"%, in comparison with that of an ideal DEQPSK system. A
better power efficiency cannot be obtained by increasing the HPA OBO value
to 0.684dB.

With the channel spacing fca increased to 5.5R/4 Hz, the error-rate
perfermances of the signals are shown in Figs., 3.16a, b, ¢ and d. The
degradations in tolerance to noise of the signals with different HPA GBO
values at Pa=10"%, in comparison with that of an ideal DEQPSK system, are
shown in Table 3.7b. VWVhen the results in Table 3.7b are compared with
those in Table 3.7a, it can be seen that the improvements in tolerance o
noise, obtained by increasing the channel spacing from 5R/4 to 5.5R/4 Hz,
are in the range 0.1-0.7 dB. The largest improvement is achieved by signal

1A at 0.2 and 0.68 dB HPA OBO. That is because signal 1A is a relatively
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wideband signal with less envelope fluctu;tions,and so it suffers less
from nonlinear distortion, thus the increased channel spacing has more
effects on it.

These results have shown that, under these assumed conditions, for the
present filters and HPA, with f.«=5.5R/4 Hz, the most cost effective
arrangement ls to use signal 1A (which requires less hardware complexity
than those of signal 2A and 3A) and to operate the HPA slightly (say, e.g.
0.2 dB) below saturation. The degradation in tolerance to noise is about
1.7 4B, at P.=10-%, in comparsiop with that of an ideal DEQPSK system.

When comparing the case with f..=5R/4 Hz against that with fc==5.5R/4
Hz, it can be seen that no significant improvement (£0.7 dB at Pa=10"4)
can be obtained by increasing the channel spacing from 5R/4 to 5.5R/4 Hz.
This is because the spectra of the adjacent channels, that have been
spread by the HPAs, are so wide that they extend across the whole desired
channel bandwidth (Fig. 3.14>, and ACI in the desired channel is not
significantly reduced until a substantial increase in channel spacing has

been achieved, as can be seen in Fig. 3.14. Hence, for reasons of

bandwidth efficiency, fc.«=BR/4 Hz is the most cost effective,
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u:'l') ui?) q:'l:l q:2>

0 0 +1 +1

0 1 +1 -1

1 0 -1 +1

1 1 -1 -1

Table 3.1 Gray coding.

Input data Gray coded Non-Gray decod
u§1) u:?) q:‘) q;?) q§13 qi,‘.’?)
0 0 +1 +1 41 +1
0 1 +1 -1 7 -1\ -1

C amd
1 0 -1 20 N B NP -1
| \ ~
1 1 -1 \-1// -1 +1
Iable 3.2 Comparison of Gray coded and non-Gray coded.

Received sample

Detected sample

Gray decoded

values values values
I":” r:z) f.;1> 1'2:2:- u;13 u§2>
>0 >0 +1 +1 0 0
>0 <0 +1 -1 0 1
<0 >0 -1 +1 1 0
<0 <0 -1 -1 1 1
Jable 3.3 Threshold detection and Gray decoding.




Truncation length of
B= 2T 4T 4T 8T
25% 4.0 1.2 0.2 0
50% 0.4 0 0 0
75% 0.2 0
160% 0
Table 3.4 Degradations in tolerance to noise of DEQPSK signals, with

different truncation lengths of the sampled impulse responses (Table 2.1)
of the mpdulation and demodulation filters, with B=100%, 75%, 50% and 25%,
at Pa=10"%, expressed in dB, measured in comparison with that of an ideal
DEQPSK system (from Fig. 3.8):

fea= Signal
(in Hz} 1A 24 3A 44
P,
5R/4 1.9 1.2 0.3 0
5.5R/4 0.6 0 0 0
Table 3.5 Degradations in tolerance to noise of signals 1A, 24, 34

and 4A, over a linear channel and in an ACI environment, with the channel
spacings fc«=BR/4 Hz and 5.5R/4 Hz, at P.=10"4, expressed in dB, measured
in comparison with that of an ideal DEQPSK system {(from Fig. 3.11).

HPA OBD Signal
(in 4B} 1A 24 34 44
0 0.5 0.5 0.5 1.6
0.2 0.5 0.5 0.5 1.1
0.68 0.4 0.4 0.4 0..9
Table 3.6 Degradations in tolerance to noise of signals 14, 24, 34,

4A, over a nonlinear and bandlimited channel, with the HPA operating at 0,
0.2, 0.68 dB OBO and in an non-ACI environment, at Pa=10"%, expressed in
4B, measured in comparison with that of an ideal DEQPSK system (from Fig.
3.13).
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HPA 0OBO Signal
{in d4dB) 1A 2A 3A 44
0 3.1 2.8 3.1 4.9
0.2 2.4 2.0 1.8 2.4
0.68 2.3 2.0 1.6 1.8
(a)
HPA OBO Signal
(in 4B 1A 24 3A 44
0 2.8 2.8 2.8 4.5
0.2 1.7 1.7 1.7 2.1
0.68 1.6 1.6 1.6 1.8
(b)
Table 3.7 Degradations in tolerance to noise of signals 1A, 24, 34,

4A, over a nonlinear and bandlimited channel, with the HPA operating at 0,
0.2, 0.68 dB OBO and in an ACI environment, with the channel spacing (aj
(b fc==5.5R/4, at Po=10-?, expressed in 4B, measured in
comparison with that of an ideal DEQPSK system (from Figs. 3.19% and 3.16).

fc«=5R/4 Hz and,
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Flgure 3.1 Block diagram of a conventional QPSK system representation. S/P and P/S mean

serial-to-parallel and parallel-to-serial converters, respectively
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vectors).
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1s the resultant transfer function of

the baseband equivalent model of the IF filter in cascade with the modulation
filter. LF,, means the baseband equivalent model of the IF filter. Switches ‘A*
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Baseband equivalent model for spectral estimation of DEQPSK signals

Figure 3.7
at different points along the transmission path. f£(t) is the impulse response of
the baseband equivalent model of the IF filter.
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4.1 Introduction

Differentially encoded coherent quaternary phase-shift keying (DEQPSK)
is currently the prevalent modulation technique proposed for digital
satellite communications. WVhen the information bit rate 1s limited by
power consideratioms, forward—e;ror-correction (FEC) coding may be used to
decrease the power requirement necessary to acheive a desired tolerance to
noise. The coded redundancy needed for error correction represents a
bandwidth sacrifice in that the ratio of required bandwidth to information
bit rate is increased by the use of FEC coding. Hence, the tradecff is
reduced bandwidth efficiency for increasing power efficiency.

Since modulation and FEC coding are intimately related, bandwidth and
power can be utilized more effectively by combining these two functions,
Correlative phase-shift keying (CORPSK) [3] is an example of this, and is
sometimes referred to as coded trellis signalling. For M-ary PSK
communications, the signal trellis is a phase trellils, and the unified
signalling technique is categorized as coded phase modulation (CPM),
Convolutionally encoded 8 phase-shift keying (CE8PSK> ([1],[2] 4is an
example of the latter. With CMP, the number M of phase positions may be
increased to provide the redundancy for FEC coding without sacrificing
bandwidth efficiency. Vith CE8PSK techmiques, the. phase is constrained to

allow only four possible phase changes during each symbol interval.

4.1.1 Convolutional encoding [41,i51,£61,(7) -
A convolutional encoder is shown in Fig. 4.1. It consists of a K-stage

shift register, n modulo-2 adders, a commutator, and a set of connections

between the K-stage shift register and the n modulo-2 adders. The 1input
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data to the encoder is shifted into and along the shift register, k bits
at a time. The outputs of the modulo-2 adders, determined by the
connections to the shift register, are then sampled in turn by the
commutator to produce n output bits. Consequently, the code rate lis
defined as k/n. The parameter K is called the constraint length of the

convolutional code.

4.1.2 Convolutional FEC codes of rate 2/3 for 8PSK signal

Cading gain is the reduction in signal/noise power ratio required for
providing a specified error—ré¥e performance. It is used as the main
performance measure for FEC coding. In the case of CESPSK signals, coding
gain can be expressed relative to the signal/noise power ratio requirement
of an uncoded QPSK signal. As Pa -+ 0 at high signal/noise power ratio, the
reduction 1in required signal/nolse pewer ratlo is referred to as the
asymptotic coding gain, The coding galn for practical values of P. (e.g.,
at Pa=1072) is smaller than the asymptotic value.

Table 4.1 lists the two best codes discovered {11,[2] so far with 4 and
6-bits memory for CE8PSK signals, with asymptotic coding gains of 4.1 dB
and 5 dB, respectively, for an AVGHE channel. Hul et al [2] carried out a
computer simulation study to evaluate the performances of these two codes
over an AVWGN channel using Viterbi-algoritbm decoding. The results, as
shown in Fig. 4.2, show that Code 2 gains the advantage of only 0.5 dB in
tolerance to AVGN over Code 1, for practical values of Pa (i.e.,
Pa=10"% =~ 10-4). Bince Code 1 requires 16 vectors of storage in the
Viterbi decoder, whereas Code 2 requires 64 vectors, Code 1 is more cost

effective and so is studied in this thesis.

4.2 Description of a convolutionally encoded coherent 8PSK
LCESPSK) system

The block diasgram of a covolutionally encoded coherent 8PSK system is

shown in Fig. 4.3. The information to be transmitted is carried by the
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sequence of binary data-symbols {¢ }. Bach data symbol therefore carries
one bit of information. The S/P <(serial-to-parallel) converter converts
the sequence {a )} into two sequences of binary symbols {(uf'*} and {u{=?),
where u{??=0 or 1 for j=1,2. The relationship between +the i1nput data
sequence {o ) and the binary sequences {ui{'”) and {u{®’} 1s exactly the
same as that in the case of the QPSK system described in Section 3.1.1
(Figure 3.2)., The two sequences {u{'’) and {u*’} are input to the
convolutional encoder in palirs with a code rate 2/3.

The representation of the “code generator for Code 1 is shown in
Fig. 4.4, which consists of a pair of sub-generators. COne of the pair,
assgclated with the input sequence {u{'?’), has been labelled Gl1, while the
other one, associated with the input sequence {u{=’}, has been labelled as
G2. There are three pairs of binary symbols (uf'? u{=?), (uf{!; uiZ}> and
il2 uiZ3) used in the generator at the time t=iT, and each pair
associated with one or more of the outputs (e{?’}, wkere j=1,2,3. Let the
pair of sub-generators Gl and G2 each have a K-stage shift register (X=3
for Code 1), so the code generator has a memory ef (K-1) symbols and the
code has a constraint length of X symbols. The generator pairs are defined

as follaws.

Ger>.d = | Sf”“’ 8;1)"1 8;1),3 esne Sf<'>"’ 1 4.2.1a

and G(Z),.‘I [ 8:2),.1 8;25,.1 8;;2)‘5 P 8:{2),3 1 4.2.1b

I

specify the connection between a stage of the shift register and the j*»
modulo-2 adder, both of which are assoclated with output ef{?” at time
t=iT. For the present case, there are 3 modulo-2 adders, so j=1, 2 or 3.
The component g£'%:% is equal to 1 if the j*™ modulo-2 adder is connected
to stage h of the shift register in Gl, otherwise, it is equal to 0. Again

the component gf=>-? is equal to 1 if the j*" modulo-2 adder is connected
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to stage h of the shift register in G2, otherwise, it is equal to 0. The

encoder determines the following quantities {e{*?’}, for }=1, 2, 3.

K W
4> = €13 €19, 3 €z3 <23, 3
€y E‘ Uy et Bh +hE.‘ UiZher Bn 4.2.2

where the summations aré modulo 2 so that e{??=0 or 1. Hence,the sequences
u{'?) and {u{?’} are encoded to give a sequence {e,}, where e, isa
3-component vector. At time t=iT, e, has one of eight possible values

givea by
e,=[ e{"> e{® e{* 1 4.2.4

where e{**=1 or 0 for j=1, 2, 3.

The Gray encoder, in Fig. 4.3, encodes each of the vectors in {e,)
according to Table 4.2, and gives two output sequences {q{’'’} and {q§;>},
where qf9°=%0.924 or £0.383 for j=1,2. These two sequences are used to
form the corresponding sequences of " impulses {qu"S(t—iT)) and
{§q§2’6(t-1T)}, at the input of the modulation £filter, and hence to

produce two baseband modulating waveforms

a(t) = E q${'°k, (t-1T) 4.2.4a

and b(t>

E q$®*h, (-1 4.2.4b

where h, (t) is the impulse response of the modulation filter with the
transfer function of H _(f). a(t) and b(t) are called the inphase and
quadrature baseband signals. These signals are then quadrature modulated,
as described in Section 2.6, and added linearly to give the

convolutionally encoded 8PSK (CE8PSK) signal
S(t) = /2a(t)cosw_t - /2b(t)sinu_ t 4.2.5

with w_ the carrier frequency in rad/s. The resultant signal is ther fed

into the Dbandpass transmission channel. Assume that the bandpass
™

transmission channel introduces no attenuation, delay or distortion, but
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that it adds a Gaussian nolse waveform, H{(t), to the transmitted signal,

so that the channel is exactly the same as the one used in the QPSK systenm

described in Section 3.1.1. At the input of the demodulator, the signal is
rit) = /2lalt)cosw_t - b{t)sinw tl + F(t) 4,2.6

where K(t) is a sample function of a Gaussian random process with zero
mean and a two-sided power spectral demsity of #8. over the signal
frequency band. Assume that the bandwidth of ¥(t) is small compared with

its carrier frequency @_ rad/s, "so Eqn. 4.2.6 can be written (8] as

r(t) = (/2Za(t)+N_(Dlcosw, t - VZD+E_(DIsino_t  4.2.7

as can be seen from Egn. 3.1.4, where N_(t) and N_{(t) are sample functions
of Gaussian random processes, with zero mean and a %wo-sided power
spectral density twice that of N(t) (Appendix A7),

It is shkown, in Section 3.1.1, that under these conditions, the inphase
and quadrature baseband signal components plus noise, at the demodulation

filter output, are (Eqms. 3.1.7a and b

re12(t)

I qi'’h(t—1iT) + ver2 (%) 4.2.8a
i
and re22(t) = E gi= ht—1T) + ve=22 (%) 4.2.8b

respectively, where h{(t) is the inverse Fourier transform of H(f>, which
is the transfer function of the modulation and demodulation filters in
cascade. Also v¢'?{(t) and v<=*(t) are filtered Gaussian noise waveforms.
Bear in mind that the bandpass channel introduces no attenuation, delay or
distortion.

Assume that the modulation and demodulation filters have the same
characteristics, and the combined transfer function 1s a sinusoidal
rolloff frequency response (Egn. 2.2.3) with a linear phase

characteristic, so that h{(0>=1 and h{(iT>=0, for all values of the integer

i other than i=0. The signals r<**(t) and r<*?(t) have no ISI at the time
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instants {iT). Assume also that the receiver provides the ideal required
timing signal, so the two baseband waveforms, r<'’(t) and r<=>(t), at the
demodulation filter output are sanmpled at the time instants {(iT}, to give
two sequences of sample values {r{'>) and {r{®>} to the decoder. At time

t=iT, the samples are (Eqn. 3.1.8)
ré’’> = gi'? + vit? 4.2.9a

and r{z> = q¢2> 4 yi2> 4,2.9b

where v{'’ and v{*> are sample values of Gaussian randeom variables with
zero mean and fixed variancé 2, the {v{'*} and {v{®’} being statistically
independent and independent also of the {& }.

The received samples {r{*®} and {r{®’) are fed to the decoder which
produces at its output the sequence of symbols {a, ) which forms the
sequence of decoded data symbols. In the absence of noise, the {a } are the
same as the {o}. The aim of the decoder is to generate the sequence {o )
such that the corresponding sequences {qi‘'’} and {g{®°}, which would have
been transmitted in response to the given {¢& )} at 4the transmitter input,
are at the minimum resultant (total) unitary distance from the received

sequences {r{'’} and {r{=’) [0].

In the absence of noise, Egn. 4.2.9 becomes

i

+0.924 or x0.383 4.2.10a

€12 = 13
r; 9

+0,924 or x0.383 4.2.10b

il

(23 = 2>
and ri®> = q3

The eight possible received signals vectors (signal constellation) are
shown in Fig. 4.5. It can be seen that CE8PSK signals have eight distinct

possible phases, *n/8, *3x/8, i5n/8 and *7n/8 radians




The CE8PSK system considered here operates at a speed of 64, 128, 256

or 512 kbit/s over a satellite link. Since CE8PSK signals use a quadrature
modulation technique, the system can be greatly simplified by assigning
real values to the signals in omne of the two parallel channels (that
assoclated with /Ebosm:t) and imaginary values to the signals in the other
channel, and then considering the linear modulator, the transmitter IF
filter, the HPA, the receiver fF filter and the linear demodulator, as a
baseband transmission path carrying complex—vaiued signals., The resultant
system is shown in Fig. 4.6. The information to be tramsmitted is carried
by the sequence of binary data-symbols {e, )}, where the {o )} are taken to
be statistically independent and equally likely to have the possible
values of 0 or 1. The encoded symbols {q,} are obtained from the {« )}, by
the encoder, after beling S/P converted, convolutionally encoded and then

Gray encoded (Section 4.2). The i*™ symbol has the value
q, = (£0.924 + j0.383) or (£0.383 + j0.924) 4.3.1

where j=/-1, the {q,}, of course, being statistically independent and
equally likely to have any of the eight possible values. The sequence {q.}
is used to form the corresponding sequence of impulses {EqiS(t-iT)} at the
input of the modulation filter. The signal waveform at the output of the

modulation filter is the complex-valued baseband signal
uit) = E q,h, (t-1T) £.3.2

where h _(t) is the lmpulse response of the mndulation filter and, at any
}
given value of t, is real (Section 2.4.1).
Similar to the system described in Section 3.3, the system is modelled

digitally for computer simulation. The continuous waveforms are medelled

as discrete waveforms. The waveform u{t) is sampled 8 samples per symbol,
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at the time instants {mT)} , where T=8T_, to give the sequence {u,}, where
u =u(mlT, >. The {u ) are then fed to a baseband equivalent-model of one of
the bandpass channels, as shown in Fig. 4.6. As with the DEQPSK systems
described in Section 3.3, three different bandpass channels are considered
here. They are (a) 1linear and memoryless bandpass, ¢(b) linear and
bandlimited bandpass and, {(c) nonlinear and bandlimited bandpass channels
(Section 2.6). For the description of the processing of the samples
{u,} in the baseband equivalent model of these three channels and for the
calculation of 2Bx/No in the simulation tests, see Section 3.3.

The sampled signal {w,} (given by Eqn 3.3.2, 3.3.6 or 3.3.9, depending
on which channel is used), from the baseband equivalent model of any one
of the bandpass channels, are filtered by the demodulation filter. The
sampled impulse response of the demeodultion filter, sampled at the rate of

1/T« samples per second, is given by the {(n+l)-component vector
P=1p, P Pa *+¢+ P, 1 4.3.3

where the {p }, for O¢m¢n, bhave real-valued components (Table 2.1), and

P.=p(mT_J>. Thus, at time t=mT_, the signal sample at the filter output is

r, = Eowm_hph 4.3.4

where r  has a complex value.

Assume that the receiver provides the required ideal timing sigral, so
the signal is sampled once per symbol, at the time instants {iT}, to give
the sequence {r,)}, where r, has a complex value. The {r,} are fed to the
decoder which produces at its output the sequence of symbols {&L) which
form the sequence of decoded binary-data symbols. These decoded symbols
{x ), having the minimum probability of being incorrect, form the possible
sequence of data symbols at the input to the transmitter for which there

is minimun mean-square difference (minimum unitary distance squared) [10]

between the corresponding received sequence of {q,} in the absence of
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noise and the samples {r,} actually received £{1ll. Thus, under these
conditions, minimim-distance decoding minimises the probability of error
in decoding the received signal. In the absence of nolse, the {&L) are the
same as the {o« )} at the input to the encoder at the tramsmitter.

Vhen the {r,} are fed to the decoder, the decoder forms and stores a

set of m=2- vectors (sequences) {X }, where

. X, eese X ) 4.3.9

and x, =0 or 1, for h=1, 2, ..., L. x, here represents a possible value of

a, . For each stored vector X, the decoder forms the vector

Y, =L ¥y, ¥ Ya oeee ¥, 1 4.3.6

where 1i=L/2 (because a coded-symbol is transmitted for each pair of data
symbols). The {y,}, for b=1, 2, ..., 1, have complex values, and Y, would
have been transmitted in place of the sequence of the {q,} had the vector

X_ been fed to the encoder at the transmitter in place of the vector
. Uy seee a ] 4.3.7

that was actually sent. The ISI introduced by the channel is neglected 1in
the decoding process in order to reduce the equipment complexity of the
decoder. (This assumption is valid because the IF filters only introduce a
low level of ISI, as is shown in Section 3.7.2.) The decoder then forms

and stores together with each X, , the corresponding distance measure

Cs =ec, te, tc, t osens + c, 4.3.8

where for b=1, 2, ..., i, c =lr -y, 1% ir -y.! is the absolute value of
the complex value (r_-y,). C, is the square of the unitary distance
between*the corresponding sequences {vectors) {r,) and {y,}. WVhether the
square of the unitary distance or the unitary distance itself is used,
does not affect the basic operation of the system, so that this distance
measure will be considered simply as the distance [8). The m vectors with
the minimpum distances, subject to any constraints that may be applied to

the possible values of some of the {(x.).
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In practice, each time a new set of m distances {C,} are stored,
together with the corresponding m vectors (¥ ), the values of the smallest
distance is subtracted from each C,, thus setting the smallest C, to
zero. This prevents overflow in the stored values of the {(C,}, which would
otherwise inevitably occur during the reception of a long message.
However, to avoid unnecessarily complicating the description of the
Viterbi-algorithm decoder, this modification will Tbe neglected.
Furthermore, although the distance C, is that between the {r) and the
{y,}, 1t will, for simplicity,” be referred to as the distamnce of the
corresponding X .

Ideally, no firm decision is reached as to the value of any o, until
the whole sequence {r,} has been received, when all A{«,} are decoded
simultaneously from the received {r,}, the decoded values {&, )} being the
values of the {x.} in the stored vector X having the smallest distance
C,. In practice, as much delay as possible is introduced before decoding
(reaching a firm decision on) the value of any o , and now (

L1
&L_2n+2) taken as the values of (¥ __...y X _cnez)s respectively, in the
stored vector X having the smallest distance C,. The integer n Iis,
preferably, several times greater than K (the constraint length of the
code) in order to avoid a significant increase in the error probability
due to taking firm decisionms on the {a,} before the whole message is
received [121. In the determination of (& ..., % _o,...) the decoder does
not need to consider the values of X___.., X _on_y» -... Thus, instead of

storing m L-component vectors {X )}, the decoder stores the corresponding

2n-component vector {Z ), where

ZI_ =t X zn+1 Biznez Biaznes ¢ X 1 4.3.9

so that Z_ is formed by the last 2n components of the corresponding vector

X, .The distance C, of this vector X 1s now said to be the distance of Z, .
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4.4 YViterbi—algoritbhm decnder for CES8PSK signals

In the Viterbi-algorithm decoder the receiver holds in store the m=4<—?
vectors {Z,) with +the minimum distances corresponding to the 4%~

different possible combinations of values of x X

(I b B L=2c+a? A xi_'

Thus each stored vector Z,_ forms the last 2n components of the vector X

that minimises C, subject to the constraint that x X

L~—Zk +3) L—Zk+at ***} xL

bave the given values. It is assumed for convenience here that L>K.
Associated with each stored vector Z_ is stored the corresponding C,. The
deceded binary data-symbols (&L_2n+3 & _....) dre taken to be the values

of (x X ), respectively, in the vector Z,_associated with the

L—2n+3 L.—2ZNn+4

smallest C,. Following the receipt of the sample r,,.,, each of the stored

vectors {Z ) forms a common part of 4 vectors {X __}, baving the four

possible values of (x X ,.). Each of +these 4 possible vectors is

L1 La+2’ "

associated with the corresponding distance

4.4.1

it

where o] = lr I= 4.4.2

141 s+1 Tian

and C, 1is the distance of the original vector Z,_. For each of the &<
possible combinations of values X __..cr X _cwaer voocs X gy X ,zr the
decoder now selects the vector Z_ .. having the smallest C, ., and stores
both Z .. and C,,. (&L_2“+a aL_2n+4) are taken to be the values 0£

(x X —omea’» Fespectively, in the stored vector Z__,_ assoclated with

=23
the smallest C,,,, and the process continues in this way.

r and y,,, in Eqn. 4.4.2 are complex-valued and so it requires two

1+

operations of squaring or multiplication to determine each value of c,,
(i.e., the unitary distance of two complex numbers), There are 4 different
values of c¢,,, to be computed for each of the m vectors {Z,}. So that it
requires altogether 8m operations of squaring or multiplication to

determine all the possible values {c,,,}. However, y,.,, in Eqn. 4.4.2,

has only 8 different values because it is one of the possible received




complex-valued samples (Fig. 4.5). Thus, of these 4m values of c¢,,,, many

have the same values. There are only 8 possible values of ¢ and each

ie1
of them requires 2 operations of squaring or multiplication to determine.
Therefore, following the receipt of the sample r,,,, the decoder has +to
carry out 16 operations of squaring or multiplication to compute the 8
different values of c,,, which are used to form the 4m values {C _,,}

A good starting up procedure at the beginning of a transmission is to
send a known sequence of {e«_},immediately correct synchronization has been
achieved at the receiver, and then to set one of the m stored vectors {2}
in the decoder to the correct sequence and its associated C, to zero. The
remaining vectors {(Z )} may be set to any values, and their associated {C,}
are all set to some very high value., After a few decoding operations, that
is after a few received samples {r,}, all the stored vectors {Z, )} will
have been derived from the original correct vector. It is not, ir fact,
absolutely necessary that this vector be correct, so that when the decoder
has no prior knowledge of the transmitted {« }, the vector 2, associated
with zero may be selected arbitrarily. Correct operation will now be
achieved after an initial burst of errors. However, it is absolutely
necessary that the receiver provides the required carrier signal with no
ambiguity at the beginning of the transmission in order to decode the
CESPSK signal, otherwise, if the recovered carrier has a phase shift of
hrn/4, where h=3, 2, 3, 4, 5, 6, or 7, then the decoder is not able to
decode the receiving signal, i.e., catastrophic failure occurs. (This
problem is discussed in Chapter 5.)

It can be seen that the processing of 4% vectors and 4% wvalues of

distances, following by the storage of 4%' 2n-component vectors {(Z )} and

\\
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4<% values {(C,), are involved in the decoding of each received pair of
data (o ,, o ,.). In the present case, K=3, it requires 16 vectors which
expand into 64 vectors (i.e., each vector expands 4 ways, for 4 possible
values of (x ., x ..) ) to form a Viterbi-algorithm decoder at the
receiver. 1In receiving each sample r,, ,, the decoder carries out two
operations of squaring or multiplication %o determine a value of c,,,
(Eqn. 4.4.2). BSince there are eight possible values of y,.,, the decoder
has to carry out altogether 16 operations of squaring or multiplication to
conmpute the 8 different values of c¢,,, which are used to form the 64

valyes {C }

i-+1

The baseband equivalent model of a quadrature modulation system, with a

linear or nonlinear satellite channel in an ACI environment, is described
in Section 2.6. Here the baseband equivalent model of the CE8PSK systen,
in an ACI environment, for computer simulation, is shown in Fig. 4.7,
where there are three identical transmitiers separated in frequency with a
channel spacing of w_, rad/s. This model is similar to the one shown in
Fig. 3.6 -{ see the description in Section 3.4 ). F,(f) 1is 1the resultant
transfer function of the modulation filter in cascade with the baseband
equivalent model of the transmitter IF filter. The way to generate the
equivalent baseband signals from the transmitters is exactly the same as
that used for a single channel described in Section 4.3, The data, of
course, in each of these three transmitters are statistically independent.

As before, the system is modelled digitally for computer simulation.
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The baseband equivalent of the transmitted signals from the upper,

desired and lower channels with respect to the desired channel, are

(Eqns. 2.6,11c, 4 and g)

s,(t) = [a,t) + b, (t)] explo__t) 4.5.1a
S, () = ta (t) + b (1 4.5.1b
and s (1) = {a_(t) + 3b_(£)]1 expl-jo__t) 2.5.1c

as are shown in Section 2.6, where a,(t)+3b,(t>, a_(E)+ib (> and
a_(t)+jb_(t) are the equivalent baseband signals with respect to the
corresponding channels, and j=/:i. (Note that since the HPAs could be
operating either in the linear or nonlinear mode, the signals could either
or not be nonlinearly distorted, by the HPAs.) The signals are sampled at
1/Ta samples per second, at the time instants {mTa). At time t=nTs, the

signal samples are

Suim = LB, . *+ 3B, 1 explfo_ mT) 4,5.2a
So.m = lag . + 3b, ] 4.5.2b
and S m =la_ ., + b .1 expl~ju_,ml) 4.5.2¢

respectively, where éulm=§u(mT_). éD‘m=§D(mT_) and éL'm=§L(mT_). Thus,
after adding the noise sample n_, at time t=mT_, the signal sample at the

input of the desired chamnel receiver is
Sem = Su.mt St S .t 4.5.3

The real and imaginary parts of all noise samples {m.} are taken to be
statistically 1independent Gaussian random variables with zero mean and
variance ¢=. (See Eqn. 3.3.14 for the required value of ¢ to be used in

simulation.?
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The sampled impulse responses of the baseband equivalent model of the
receiver IF filter and of the modulation filter, sampled at the rate of

1/Ts samples per second, are given by the (g+l)-component vector

f, sese f_ 1 4.5.4
and the (n+l)-component vector

P=1 Po P, Pa ¢*es+ P 1 1.5.,%

respectively, where f =f{(ml_ ) and p,=p(mT_}. The delay in transmission is
neglected here. Thus, at time t=mTa., the sample value of the received

signal at the input of the detector is

i)

rrn = hgowm—hph 4‘5'6
o
where W, = hioswom*hfh 4.5.7

Assume that the receiver provides the required ideal timing signal, so
{r,} is sampled once per symbol, at the time instants {iT}, to give the
sequence of samples {r,} which are fed to the Viterbi decoder
(Section 4.4) which produces at its output the sequence of binary
data-symbol {a ).

4.6 Performances of CEBPSK signals

An znalysis method generally applicable to the derivation of the error
probability for convolutional codes is not available. Most authors use
lower and upper bounds for the error probability as performance criteria.

In the presence of AVGN the probability of detecting a modulated signal
m, (t) when a modulated m, (t) has been sent, is given by (Appendix A9)

=
dis

Pe = QC 552 4.6.1

where %N, is the two-sided noise spectral density and 4, is the Euclidean




distance between the modulated signals m, (%) and m, (t) given by
a? ;= [ tm, (hr-m <t)12at 1.6.2
t

It is well known that for low probability of error this probability is
almost completely determined by the minimum Euclidean distance d,,,,
between two signals corresponding to different values of the data symbols
£131,014),[15]. Hence, at a large signal/noise power ratio, the symbol
error rate probability of a CE8PSK signal can be written as

d2

min

2¥o

Pa = Q( ) 4.6.3

where dmin here is the minimum Euclidean distance between any two received
signals corresponding to different data-symbol values. Thus the symbol
error rate probability P. is asymptotically determined by the minimum
Euclidean distance d_,, ..

The coding gain of CES8PSK signals can be expressed as the tolerance to
noise relative to that of an uncoded QPSK signal. At large signal/noise
power ratio, the reduction In required signal/noise power ratio is
referred to as the asymptotic coding gain, which is completely determined
by the minimum Euclidean distance, as can be seen in Egqn. 4.6.3. So, if an
uncoded QPSK signal has a minimum Euclidean distance of d,, then the
asymptotic coding gain for a CE8PSK signal is equal to the square of the

of CEBPSK sigmnal to d,,

ol ey

ratio of the minimum Euclidean distance, 4

i.e., @ _s4%,

mir (o]

(Note that both QPSK and CE8PSK signals carry 2 information
bits per symbol.)

For the CE8PSK signal considered im this thesis (i.e., using Code 1 1in

Table 4,1),  the value &2 1-/d5 of the signal has been found to be 2.586
t2], and so the asymptotic coding gain is 4.1 dB. In many cases, the
performance in the nonasymptotic region (e.g. Pa=10"% - 10-°) is more

important, so computer simulation tests are usually used to evaluate the
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performances of CE8PSK signals. For the present case, the performance of
the CE8PSK sigmal, using Code 1 shown in Table 4.2, over an AWGHN channel,
has been evaluated by computer simulation [11 and is shown in Fig. 4.2.
This indicates that a coding gain of 2.6 dB, relative to an uncoded QPSK
signal, can be obtained at P.=10-4. At sufficiently low error rates the

coding gain would approach the asympiotic value,

4.7 RDE&Lapﬂﬂm_qf_Qmsu@m

As with QPSK or DEQPSK signals, CEBPSK signals carry two information
bits per symbol. If the same transmitter filtering is used, CE8PSK signals
have the same signal spectra as those of QPSK or DEQPSK signals
(Section 3.95),

4.7.1 Spectral estimation of CESPSK signals by computer simulation

The basic principle of spectral estimation is described briefly
in Section 3.6.1. The baseband equivalent model, used for spectral
estimation of the transmitted CE8PSK signal, is shown in Fig. 4.8, which
is very similar to that for QPSK spectral estimation shown in Fig. 3.7.
The only difference is the encoder which convolutionally and Gray encodes
the input data {o ). As with QPSK signals, the spectra of the sampled
signals are estimated at three different points along the transmission
path. They are at the outputs of the
(a) modulation filter
(b> IF filter, and
{c) HFPA,
which are marked as points 'D', 'E' and 'F', respectively, in Fig. 4.8.
The method of spectral estimation for the three sampled signals are
described as follows,

(a) To estimate the spectrum at point 'D', a sequence of L binary data-
symbols {o«, )} is generated, where {} are taken to be statistically

Independent and equally likely to have value of 0 or 1. The encoded
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symbols {g,} are obtained from {e,}, by the encoder, after being S/P
(serial-to-parallel) converted, convolutionally encoded and then Gray

encoded (Section 4.2). The i*" symbol has the value
q,= (£0.924 x j0.383) or (£0.383 = j0.924) 4.7.1

where j= v=1, the {q,) being statistically independent and equally likely
to have any of the eight possible values. The sequence {q,} is used to
form the sequence of impulses {Eqiﬁ(t—iT)) which are fed into the
modulation filter. The signal at the filter output is the complex-valued

waveform v
u{t) = E g, b, {(t-iTH 4.7.2

where h, (t) is the impulse response of the modulation filter, The waveform
u(t) is sampled, at the time instants {uTa.)} (8 samples per symbol), where
T,=T/8 and T is the symbol duration, +to give the sequence {u ), with

u, =ufml )

{c) and (b) For the description of speciral estimation at points 'E' and
‘F', see the description of spectral estimation at points ‘B* and *C',

respectively, in Section 3.6.2,

The procedures {a), (b)) and (c) are exacily the same as for the

corresponding QPSK signal spectral estimation described in Section 3.6.2.

4.8 Distance measures Ifor minimim-distance decodiag of CE8PSK
signals

In the CE8PSK system described in Section 4.2, the binary symbols in
the original data signal are statistically independent and equally likely
to be either 0 or 1, The decoding process that minimises the probability
of error in the decoding of the whole received sequence selects the
possible sequence of data symbols fed to the encoder at the transmitter
that maximises that corresponding conditicnal probability density function

of the received signal [11]. The received signal 1s sampled once per
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recelved encoded symbol and the decoding operation is carried ocut on the
resultant sample values. In the presence of additive Gaussian noise,
glving poise samples that are statistically 1ndependent Gaussian random
variables with zeroc mean and fixed variance (referred to here as 'white'
Gaussian noise), the decoded message having the minimum probability of
being incorrect, is the possible sequence of data symbols at the input to
the encoder at the transmitter for which there is the minimum unitary
distance between the corresponding received sequence of samples in the
absence of nolse and the samples actually received {11). Thus, under these
conditions, minimum-distance decoding, wusing the  unitary distance,
minimises the probability of error in decoding the received signal. The
minimumdistance decoding of CEEBPSK signal can be achleved in practice by
means of the Viterbi-algorithm [11] which is described in Section 4.4.

Let the (i+1) sample values r, to r, used £for decoding of {a,

1.

Egn. 4.3.7 in Section 4.2, be given by the i-component row vector
y T [y wees r ] 4,8.1

where the {r ), for h=1l, 2, ..., i, bhave complex values. R, is the vector
formed by the received samples. The Viterbi decoder forms and stores a set

of m=2\- vectors (sequences) {X )}, where
L3 4.8.2

and x,=0 or 1, for h=1, 2, ..., L. x_ here represents a possible value of

a,. For each stored vector X the decoder forms the vector

Y1 = y.l yz ya [ X X N y‘_ ] 1.8.3

where i=L/2, {y,}), for bh=1, 2, ..., i, have complex values, and Y, would

have been transmitted in place of the sequence of the <{q,) (lhe
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convolutionally encoded symbols), had the vector X been fed to the

encoder at the transmitter in place of the vector

o, =0 a, o, o eees o 1 1.8.4

X, ,» the corresponding distance (Eqn. 4.3.8)

C,=¢, ¢+ C, tc_  t+ s ¥+ C, 4.8.5
i
= hE‘ch 4.8.6
where, for h=1, 2, ..., i, ¢ =Ir-y,.1® if the square of the wunitary

that was actually sent. The decoder forms and stores together with each
distance {10} is used as the distance measure.

The maximum likelibood sequence of possible data symbols, determined
from the received vector R,, is given by the possible vector X associated
with the smallest value of C,, which is the square aof the unitary distance
{10} between the vectors R, and ¥,. As mentioned in Sectiom 4.3, whether
the square of the unitary distance or the unitary distance itself is used,
does not affect the baslc operation of the system, so that the square of
the unitary distance will be considered simply as the distance. Since the
encoded data symbols {q,) are statistically independent and equally likely
to have any of their 8 possible values, the maximum likelihood vector X_
1s the most likely to be correct, given the received vector R, [10},1{16].

In the Viterbi-algorithm decoder (Section 4.4), several estimates of
the sequence of data symbols so far received are determined upon the
receipt of each sample ri+., and each estimate is associated with the
corresponding (square of the) unitary distance. In receiving each sample
r,,,» the decoder carries out two op?rations of squaring or multiplication
to determine one of the 8 possiblé values of c,,,. So that altogether

there 16 operations of squaring or multiplication to be done., DPetails of

the process are given in Section 4.4. A useful reduction in complexity of
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maximum-likelihood decoding can be achieved by using a different distance
measure, instead of the unitary distance,

Six distance measures are studied here. The equations satisfied by them
are given in Table 4.3. For the distance measure D, the distance c,,
between the complex values r_ and y,_, is given by the difference between
their ©phase angles. It invelves no operation of squaring or
multiplication, but requires the use of a look-up table. This means that

less signal processing is required and, for the same equipment complexity,

better accuracy can be achieved because the phase angle is real-valued.

4.8.1 Distance measure A

Consider the h*™ components in the vectors R, and Y, which are

T, =r + jr 4.8.7

r P B, h

and Yn ya,h + jyb,h 4.8.8

respectively, where j=/-1. For h=1 to i, r_ . and y, , are the real parts,

™

and r and y, ., are the imaginary parts of the complex values r_ and y_,

L= ]

respectively. r,_ and y, can be written, in the polar coordinate, as

r,, = kr_i{cos®, + jsinQ ) 4.8.9
and V. = byl (cosd_ + jsing ) 4.8.10
respectively, where
fr, b = &2  +rZ = 4.8.11
byt = (v, t y2 0" 4,8.12
r *
¢, = tan=( 3 4.8.13
=,
yb,h
and f,, = tan=* ( ) 4.8.14
a,bh

ir,} and iy | are the absolute values of the complex values r  and y,,

respectively, and @, and #,_ are the phase angles of the complex values r,
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and y,, respectively. The square of the unitary distance between r, and

¥ is (BEgqns. 4.8.9 and 4.8.10)

9]
1]

L= Ir, -y 1% 4.8.15

Gr, lcosQ -ly. lcosf 2= + (lr Isin® -ly, lsing )=

ir |Zcos®2Q_ + |y |Zcos?s_ + Ir |Zsin=Q_ + 1y, 1=sin?¢

~2ir lly, 1 (cosQ_cosfd, + sinQ sing )

ir = + 1y 1= - 2ir tly jcosiQ -4, ) 4.8.16

Hence from Eqns. 4.8.6 and 4.8.16, the square of the unitary distance

between the vectors R, and Y, 1s

Zlilrhlz+lyh12 - 2lr tly lcos(Q, -4.)1
-

a i
I Uir 13+y, 121 - 2 I Lin 1y, lcos(R, -5,)) 4,8.17

Since, wunder the assumed conditions, the possible received samples, {y_},
for k=1, 2, ..., i, lie on a circle in the two-dimensional complex—-number
plane (see the CESPSK signal constellation in Fig., 4.5, the values of
ly.t, for b=l, 2, ..., 1, are constant and equal to the radius of the
circle, bearing in mind that the ISI introduced by the channel has been
neglected. Thus the termhi‘ fir V= + Iy, 1=}, in Egn. 4.8.17, is a constant
common to all the distances {C,). Since the decoder is concerned only with
the relative distances, not their actual values, this common term can be
neglected, without affecting the decoding performance, and Equation 4.8.17

is reduced to

i

i
C, = 21y 1 L Ir_lcos(Q —§.) 4.8.18
[ o |

The factor 2ly,.l, outside the summation term is, in fact, a scaling factor
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common to all {C,}. Again since the decoder is concerned only with the
relative distances, this common factor can be set to unity without

affecting tbhe decoding performance, and Equation 4.8.18 is reduced further

to
i
c, =- Xi[lrhlcas(Qh—ﬂh)] 4.8.19
Py
i
= thch 4.8.20
where now ¢, = ~lr llcos(Q -¢.> 4.8.21

is used. This 1is known here as the distance measure A, Although this
distance 1s not the actual square of the unitary distance, when used by
the Viterbi decoder, it is equivalent to the square of the unitary
distance and so leads to the optimum decoding performance. This is because
the distance measure, as given by Eqn 4.8.21, is derived from the square

of the unitary distance measure, as given by Eqn 4.8.15,

Using the distance measure A, as given by Egqn. 4.8.21, five modified

distance measures are derived.

4.8.2 Distance measure B

From Eqn. 4.8.21, the distance measure A is represented by the equation

¢, = -ir, tcos(Q ~4.)

where ir, | 1is the amplitude of the h'™ component in the vector R, and
gives the amplitude information to the decoder. If the amplitude

information is removed, the equation becomes

c,, = -cos(Q_-4,) 4.8.22

[ a)

This is known here as the distance measure B. From Eqns. 4.8.6 and 4.8.22,
the distance between the vectors R, and Y,, using the distance measure B,

is

i

C, = —hE‘cos(Qh—;h) 4.8.23
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4.8.3 Distance measure C

Using the cosine series {17, p43]

cos{x) =1 — = + == ===+ essee 4,8.24

Equation 4.8.22 can be written as

¢,, = —cos(Q ¢
Q. -#.0= (-7
= -1 4 PN - 2 + sses 4.8.25
Q. ~#.0= (9. -4.0°
and so 1 - cos(Q_—4,) = - t esee 4.8.26

2! 4!

Vhen used in the Viterbi decoder the distance measures, using -cos(Q _-4.)
and 1-cos(Q,-#,), will give the same decoding performance because the
decoder is concerned with the relative distances, not the actual
distances. @, and ¢, are the phase angles computed by taking the
function tan='(.> of the complex values r, and y,, respectively,
(Eqns. 4.8.13 and 4.8.14), so i@ léx, {4 _lé{x, and 1Q -¢ 1{2n, The function
of 1-cos{Q 4,2, for 1Q -f. 1¢2n, 1is shown in Fig, 4.9, Fote that the
function 1-cos(Q,-¢,) is symmetrical around (@, -#, )=2n for positive values
of (Q,-4.), and is symmetrical around (9, -§.)=-n for negative values of

(Q,-#,). In Eqn. 4.8.26, if the first term is used as an approximation for

the true value of l-cos(Q,-#,), it becomes

(,)2
2t

l-cos(Q, ~4,) = 4.8.27

19 -d. 1, for iQ, -1 ¢
Here ¥ = 4.8.28
2rn-1Q, ¢, t, for 1Q -f 1 > n

are the conditions to make the function (¥,)%/2! symmetrical around

(Q,-#,)=x for positive values of (Q -4, and around (Q -§ )=-n for




negative values of (Q _-#4,). Fow 1f the decoder uses

3,02
on = 5 4.8.29

as the distance measure, since the decoder is concerned with the relative
distances, not the actual wvalues, the factor 1/2! in Eqn. 4.8,29 can be
neglected without affecting the performance of the decoding process, hence

Eqn. 4.8.29 becomes
S, = Y2 4.8.30

This is known here as the distance measure C. From Eqns. 4.8.6 and 4.8.30,

the distance between R, and Y,, using the distance measure C, is

c, = L Y2 4,8.31
vhere ¥, is given by Egn. 4.8.28.

4.8.4 Distance measure D
The distance measure C is derived from the distance measure B by using
the approximation (Eqn. 4.8.27)

),

l-cos(Q, -4,) = TR

4,8.32

where 10, -5, for 19 ¢, 1 ¢ =
Y, = 4.8.33
2r-i1Q -¢.t, for 1Q 4.1 > =
The function 1-cos(Q,-§, ) 1s shown on in Fig. 4.10. It can be seen
that the function can also be approximated graphically by the plecewise

linear function

4

1-cos(9,~4,)) = — 4.8.34

where the properties of ¥, given by Eqn., 4.8.33, are used tc make the
plecewise linear function, 2Y¥,/n, symmetrical around ¥, =tx for iQ -#,1¢2x,

For the reason that the decoder is concerned only with relative distances,

and not with their actual values, the common factor 2/n in Eqn. 4.8.34 can
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be set to unity without affecting the decoding performance and the decoder

can use
., = ¥n 4.8,35

as the distance measure, bearing in mind that ¥,20. This is known here as
the distance measure D. From Eqns. 4.8.6 and 4.8.35, the distance between

the R, and Y,, using the distance measure D, is

¢, = L 1, 4.8.36

with ¥, given by Eqn. 4.8.33 (or 4.8.28). This is also the phase distance
between the two vectors R, and Y,.

Equations. 4.8.22, 4.8.30 and 4.8.25, satisfiying the distance measures
B, C and D, respectively, are shown in Fig. 4.11, where they have all been

normalised to 1 at ¥ =im,

4.8.5 Distance measure E

In the distance measure C (Eqn. 4.8.30), the square of the phase
. difference (distance) is used to approximate to the function l-cos(Q.-4,7,
where the amplitude information |Ir_ | 1is neglected. Here, if the

[ o]

amplitude information Ir_ | is re-introduced into the distance measure C,

Egn. 4.8.30 becomes

¢, = Ir |¥3 4.8.37

This is here known as the distance measure E, with Ir,_ | the absolute value
(or envelope) of r, given by Eqn. 4.8.11. From Eqns. 4.8.6 and 4.8.37, the

distance bhetween the vectors R, and Y, using the distance measure E, is

C, = I Irhy3 4.8.38

4.8.6 Distance measure F

Similarly, if the amplitude informatiom ir_! is re-introduced to the
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distance measure D, Eqn. 4.8.35 becomes
c, = lr 1Y, 4.8,.39

This is known here as the distance measure F. From Eqns. 4.8.6 and 4.8.39
the distance between the vectors R, and Y,, using the distance measure F,

is

i
C, = I Ir Y, 4.8.40

The equations, satisfied by the different measures just described, are
shown in Table 4.3. Note that, when used in the Viterbi deceder, the
distance measure A is equivalent to %he unitary distance measure. Clearly,
the decoder that accepts as the decoded sequence (&L} that giving the
minimum unitary distance between the corresponding {ii} and the received
{r,}, mininizes the probability of error in the decoding of the {a } from
the {r,}, so the distance measure A gives the optimum performance. The use
of any of the other five distance measures therefore necessarily gives a
higher probability of error im the decoding of the received sequence. The
most computationally simple distance measure is the distance measure D
because it involves no operation of squaring or multiplication.

With the distance measure D, following the receipt of r,  ,the Viterbi

decoder now computes each of the 4m values of c¢,,, using the equation

(Eqn. 4.8.33)
1Q v Fia by for 12,,.,-¢,.,! ¢ =
Cimqg = 4.8.41
2n-iQ = F, ., 1, for 1Q  ,-# . I > =
vhere Q,,. and #,,, are real-valued. The decoder carries out the

operations of subiraction, instead of squaring or multiplication. However,
$:., in Eqn. 4.8.41 has only 8 possible values because 1t is one of the

8 possible received phase angles. So, of these 4m values of ¢ many

1497

have the same values. In fact, there are only 8 different values of c, ,,.

and each requires either 1 or 2 operations of subtractions to determine.

v
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4.9 Simulation results and discussion

Computer simulation tests have been carried out to assess the error-
rate performances of the different systems, using CE8PSK signals with the
equipment filters and HPA whose characteristics are shown in
Sections 2.4 and 2.5. The simulation models and methods used to obtain the
results in this section are described in Sections 4.3, 4.4 and 4.5. In all
simulation tests, it is assumed that the receiver provides the required
ideal carrier and clock signals, the data-transmission systems are
optimised by sharing the overall filtering equally between the transmitier
and receiver filters, and the Viterbi decoder at the receiver uses 16
stored vectors with a delay of 32 symbols in decoding.

For DEQPSK signals, it 1is shown in Section 3.7.3 that, the
minimum truncatiomn lengths of the sampled impulse responses of the
modulation and demodulation filters, with §g8=100%, 75%, 50% and 25%,
required to approximate to the theoretical ideal error-rate performance at
P.310-4, are 2T, 4T, 4T and 8T, respectively, and they are denoted as
signals 14, 2A, 3A and 4A, respectively. Now for CE8FPSK signals, the same
wave shapes of the modulating signals are used in the simulation tests,
but they are known here as signals 1B, 2B, 3B and 4B, instead of signals
1A, 24, 3A and 4A, respectively. Thus signals 1B, 2B, 3B and 4B apply to
CE8PSK signals, with $=100%, 75%, 50% and 25%, and with truncation lengths

of the sampled impulse responses of 2T, 4T, 4T and 8T, respectively.

4.9.1 Performances of signals 1B, 2B, 3B and 4B over a linear and
bandliniteg bandpass channel

The model used to evaluate the error-rate performance is shown in Fig.
4.6, where the linpear and bandlimited chapnel was used (i.e., with
Switches *B' closed). The simulation results have suggested that, under
the assumed conditions, signals 1B, 2B, 3B and 4B have no degradation in
tolerance to noise at Pa?10~4, in comparison with that of an ideal CEBPSK

system. Vhen comparing the degradations of the CESPSK signals ' with
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those of the DEQPSK signals, under the same assumed conditlons, as shown
in Fig. 3.11 <(which shows that signal 1A has a small degradation at
Pa=10-4), it can be seen that, CE8PSK signals suffer 1less further
degradation in tolerance to noise, due to low level ISI, than DEQPSK

signals.

4.9.2 Performances of signals 1B, 2B, 3B and 4B over a linear and
bandlimited bandpass channel and in an ACI environment

The model used for the spectral estimation of CES8PSK signals is shown
in Fig. 4.8, where the transmitted sligral power spectra at the outputs of
the modulation filter and IF filter were studied. The simulation results
have suggested that, provided that the same transmitter filtering is used,
signals 1B, 2B, 3B and 4B bhave exactly the same spectra as those of
signals 14, 24, 34 and 44 (Figs. 3.10 and 3.12), respectively. So if the
same transmitter filtering and channel spacing are used, the CE8PSK and
DEQPSK systems should have the same level of ACI introduced into the
desired channels.

The simulation model, used to evaluate the error-rate performances of
signals 1B, 2B, 3B and 4B in an ACI environment, ls shown in Fig. 4.7,
where the linear and bandlimted bandpass channel is used (l.e., with
Switches 'B' closed). The simulation results, with the channel spacing
fc«=OR/4 Hz (where R is the symbol rate), are shown in Fig. 4.12a, which
indicate that signals 3B and 4B have 1little or no degradation in
tolerance to noise at Pa?10-4, whereas signals 1B and 2B have the
degradations cof abgut 0.5 dB, and 1.1 dB, respectively, at Pa=10"¢, in
comparison with that of an ideal CE8PSK system. The degradations of the
signals at Pa.=10-%, measured in comparison with that of an ideal CEBPSK
system, are shown in Table 4.4. Comparing with the degradations of the
DEQPSK signals, under the same conditions (as shown in Table 3.5 which

shows that signals 1A and 2A have the degradations of about 1.8 dB and 1.2
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dB, respectivély. at Pa=10"%), it can be seen that, CE8PSK signals suffer
less further degradation, due to ACI, than DEQPSK signals.

Vith the channel spacing f-« increased from SR/4 Hz to 5.5R/4 Hz, the
performances of signals 1B, 2B and 3B are shown in Fig. 4.12b, which
indicates that the degradation in tolerance to nolse of signal 1B has been
nearly removed completely, at Pa210"4, (See Table 3.5 for the comparsion

of the degradation with signal 1A under the same conditions).

4.9.3 Performances of signals 1B, 2B, 3B and 4B over a nonlinear and
bandlimited bandpass channel

The reasons for the degradation in tolerance to nolse caused by the HPA
are described in Section 3.7.4. The model used to evaluate the effects of
nonlinear distortion on error-rate performance is shown in Fig. 4.6, where
the nonlinear and bandlimited bandpass channel 1is used (i.e., with
Switches"C' closed). The results for signals 1B, 2B, 3B and 4B, with the
HPA operating at 0, 0.2 and 0.68 4B OBO, are shown in Figs. 4.13a, b and
¢, respectively.

At 0 dB HPA OBO (Fig. 4.13a), signals 1B, 2B and 3B suffer little
degradations in tolerance to nolse at P-?107*, -while-signal 4B, being a
relatively narrowband signal, has a degradation of about 1 dB at Pe.=10"%,
in comparison with that of an ldeal CESPSK system. (The reason for this is
explained i1n Section 3.7.4.)

At 0.2 4B HPA OBO, (i.e., slightly backed-cff below saturation),
Fig. 4.14b shows that signals 1B, 2B and 3B have little improvements in
performance, although signal 4B has reduced the degradation from 1dB ta
about 0.6 dB, at Pe=10"%, in compariscn with that with 0 4B HPA OBG.

With the HPA OBO value increased from 0.2 dB to 0.68 dB (Fig. 4.l4c),
the error-rate performances of signals 1B, 2B, 3B and 4B remain the same

as those with 0.2 dB HPA 0OBO.
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The degradations in tolerance to noise of the CE8PSK signals, at
Pa=10—%, with the HPA operating at 0, 0.2 and 0.68 dB OBO, measured in
comparison with that of an ideal CE8PSK system, are shown in Table 4.5a.
It can be seen that, with the HPA operating in the nonrlinear mode at the
earth station, the degradations in tolerance to noise of CE8PSK signals
due to nonlinear distortion are insignificant. The worst case is when
signal 4B is used with the HPA operating at 0 dB OBO, and the degradation
is about 1 dB at Pa=10"4, in comparison with that of an ideal CE8PSK
system. In all the other cases, the degradations are in the range
0.4-0.7 4B at Pa=10"%. Hence, with the HPA operating at 0, 0.2 and 0.68
dB OBO, the error-rate performances for the CE8PSK signals, when
transmitted over tbhe nenlinear and bandlimited bandpass channel are about
the sane.

Table 4.5b (reproduced from Table 3.6) shows the degradations in
tolerance to noise of DEQPSK signals, under the same assumed conditions.
It can be seen that the nonlinear distortion effects on degradations of
all the CE8PSK and DEQPSK signals tested are about the same. However when
the HPA is operating at 0 dB OBO, signal 4B has a degradation of about
1 dB at Pa=10"%, while signal 4A loses 1.6 dB,

4,.9.4 Performances of sigpals 1B, 2B, 3B and 4B over a nonlinear and
bandlinmited bandpass channel and in an ACI environment

In Section 3.7.4, it 1s mentioned that the degradations in
tolerance to noise caused by the HPA are due to nonlinear distortion and
increased ACI created by spectral restoration. The effects on performance
of spectral restoration will now be studied. , It 1is shown 1in
Section 3.7.5, that the increased ACI can be observed by means of spectral
estimation on the transmitted signal, at the output of the HPA at the
earth station. The model used for spectral estimation is shown “in

Fig. 4.8, where the spectrum at point 'F' was studied. The simulation
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results have shown that, with the HPA operating at 0, 0.2 an& 0.68 dB, the
transmitted spectra of signals 1B, 2B, 3B and 4B at the output of the HPA,
are exactly the same as those of signals 1A, 2A, 3A and 44 shown in
Fig. 3.14. So, if the same transmitter filters, HPA and chamnnel spacing
are used, both CE8PSK and DEQPSK signals will have the same level of ACI
introduced into the desired chanmnel.

Since the HPA causes significant spectral spreading of the signals
(Fig. 3.14), 1t is obvious that the degradation in tolerance to noise is
bound to occur. The simulation model, used to evaluate the error-rate
performance of CE8PSK signals in an ACI environment, is shown in Fig. 4.7,
where the nonlinear and bandlimited bandpass channel is used (i.e., with
Switches *'B' closed). Results of computer simulation tests are shown in
Fig. 4.14a, b and ¢, for the case where the HPA operating at 0, 0.2 and
0.68 dB OBO and the channel spacing is f-.«=5R/4 Hz.

At O 4B OBO (Fig. 4.14a), signals 1B, 2B and 3B have degradations of
about 1.8 dB, while signal 4B loses about 2.3 4B at Pu.=1°"%, in comparison
with that of an ideal CE8PSK system.

With the HPA OBD increased from 0 4B.to 0.2 dB (Fig 4.14b), signpals
1B, 2B, 3B and 4B have degradations of about 1 dB at P.=10-<, in
comparison with that of an ideal CE8PSK system. So the performances of
signals 1B, 2B and 3B are improved by 0.5 dB, while that of signal 4B is
impraved by about 1 dB at Pu=10"%.

With the HPA O0BOD wvalue 1increased further from 0.2 {o 0.63 dB
(Fig. 4.14¢c), the error-rate performances of signals 1B, 2B, 3B and 4B
remain unchanged.

Table 4.6a shows the degradations in tolerance to noise of the signals
at Pa=10"%, measured in comparison with that of an ideal CEBPSK system. It
can be seen that, for the preferred IF filters, HPA and with the channel

spacing f..=5R/4 Hz, the most cost effective arrangement is to use signal
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1B (less hardware complexity than those of signals 2B and 3B) and to
operate the HPA slightly backed off (say, e.g., 0.2 dB) below saturation.
The degradation is about 1 dB at P.=10"4, in comparison with that of an
ideal CE8PSK system. A better power efficiency cannot be obtained by
increasing the HPA OBO value further.

Vith the channel spacing feu increased from 5R/4 Hz it 5.5R/4 Hz, the
error-rate performances are as shown in Figs. 4.1%a, b and ¢. The
degradations in tolerance to noise of the signals at Pa.=10"%, with
different HPA OBO values, measured in comparison with that of an ideal
CE8PSK system, are shown in Table 4.6b. Comparing the degradations in
Table 4.6a with those in Table 4.6b, it can be geen that the improvements
in performances obtained by increasing the channel spacing from 5R/4 Hz to
9.5R/4 Hz are in the range 0 - 0.4 4B.

Comparing the degradations in toleramnce to noiee with those of the
DEQPSK signals (Table 3.7) under the same assumed conditions, it can be
seen that, CE8PSK signals suffer less further degradation in tolerance to
noise, due to ACI, than DEQPSK signals. This is also seen in Section

4.9.2.

4.9.5 Performances given by the distance measure A - F in decoding CE8PSK
signals over a linear and bandlimited channel

The distance measures A - F used in this section are described in
Section 4.8 and the equations satisfied by the distance measures are shown
in Table 4.3. The simulation model used to evaluate the error-rate
performances of CE8PSK signals is shown in Fig. 4.6, where the linear and
bandlimited channel is used (i.e., with Switches 'B' closed). The Viterbi
decoder operating with the distance measures &4 - F are used in the tests.
The simulation results suggest that, the performances are independent of

the shapes of the baseband signal used for the particular shapes tested.

That is, for the given distance measure (4, B, C, D, E or F), the
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performances of sigpals 1B, 2B, 3B and 4B remain the same, thus the
performance is dependent on the distance measures used, but not on the
particular shape of the baseband waveform tested. The error-rate
performances given by the distance measures A - F, are shown in Fig. 4.16,
which indicates that the distance measures, when listed in the order of
their relative tolerances to noise and starting with the best, are A or E,
F, B or D, and C, The distance measure E gives the same performance as
distance measure A& (which is equivalent to the unitary distance measure
when used in the decoder), and the distance measures B and D also give the
same error-rate performance, at Pe210-4. It can be seen in Fig. 4.16 that
the degradations in tolerance to noise given by the distance measures B -
F, when measured relative to the optimum distance measure, are 1in the
range 0 - 0.6 dB. Thus, if it is not critically important that the decoder
achieves the very best performance, the distance measure D achieves a good

compromise between performance and complexity.
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Code Code memory Sub-geperator Asymptotic gain
(X-1) bit codes gains (dB)
Gere, s G(ZJ,J
010 101
1 4 111 001 4.1
000 010
0110 1011
2 6 1101 1001 5
60000 1100
Iable 4.1 Rate 2/3 binary codes for CE8PSK signals.
Octal Phase Magnitude of
symbol (degrees) quadrature components
ei1> af2> gfa> qsv? qs=>
0 0 0 + 22.5 +0.924 +0. 383
¢ o 1 + 67.5 +0.383 +0.924
0 1 0 +112.5 -0.383 +0.924
0~ 1 1 +157.5 -0,924 +0.383
1 0 0 -157.5 -0.9624 -0.383
1 0 1 -112.5 -0.383 -0.924
1 1 0 - 67.95 +0.383 -0.924
1 1 1 - 22.5 +0,924 -0.383
ITable 4.2 . Gray encoding for CE8PSK signals,
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Distance Equation
measure
A ¢, =ir lcosy,
where Y, =Q, -4,
B c, =—cosy,,
c . Y5
b c =Y, 1Q 4.1, for I1Q. -4, 1¢n
where ¥,.=
E ¢, =lr, 132 2n-1Q, 4,1, for tQ -4, I>xn
F c, =Ir iy,
Iable 4.3 Equations for different distance measures. Ir, 1, Q,_ and §

are given by Equations 4.8.11, 4.8.13 and 4.8.14, respectively.

feu= Signal
{(in HzD 1B 2B 3B 4B
5R/4 1.1 0.5 0.2 0
5.5R/4 0.2 0 0 0
Table 4.4 Degradations In telerance to nolse of signals 1B, 2B, 3B

and 4B, over a linear and bandlimited channel and in an ACI environment,
with the channel spacings fc«=O5R/4 Hz and 5.5R/4 Hz, at P.=10"4, expressed
in dB, in comparison with that of an ideal CDES8PSK system (from Fig.
4,123,
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HPA DBO Signal
{in 4B 1B 2B 3B 4B
0 0.5 0.5 0.7 1 }
|
0.2 0.4 0.4 0.4 0.6 ;
|
0.68 0.4 0.4 0.4 0.6 |
\
(a) }
\
\
|
HPA OBO Signal
{in dB? 1A 2A 3A 4A
0.68 0.4 0.4 0.4 0.9
{b)
Table 4.5 Degradations in tolerance to noise of signals {(a) 1B, 2B,

3B and 4B , and (b) 1A, 2A, 3A and 4A, over a nonlinear and bandlimited
channel, with the HPA operating at 0, 0.2 and 0.68 4B OBO and in an non-
ACI environment, at Pe=10"4, expressed in dB, measured in comparison with
those of the corresponding ideal systems {(from Fig. 4.13).

0 0.5 0.5 0.5 1.8

0.2 0.5 0.5 0.5 1.1
|
|
|

HPA OBO Signal

{in dB) 1B 2B 3B 4B

0 1.8 1.8 1.8 2.3

0.2 1.3 1.1 1 1.3

0.68 1.3 1.1 1 1.3
(ad

HPA OBO Signal

(in dB) 1B 2B 3B 4B

0 1.7 1.7 1.7 2.3

0.2 1.2 1.1 1.1 1.4

0.68 0.9 0.9 0.9 1.2
(b

Table 4.6 Degradations in tolerance to noise of signals 1B, 2B, 3B,

4B, over a nonlinear and bandlimited channel, with the HPA operating at 0,
0.2 and 0.68 dB OBO and in an AC] environment, with channel spacing (a)
fce=9R/4 Hz and, (b) fc«=5.5R/4 Hz, at Pa=10"%, expressed in dB, measured
in comparison with that of an ideal CE8PSK system (from Figs. 4.14 and
4.15).
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Bigure 4.8 Baseband equivalent model for spectral estimation of CEBPSK signals
at different points along the transmission path. £(t) is the impulse response of
! the baseband equivalent model of the IF filter.
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5.1.1 Introduction

" At present, HPA, TWT and FET (Field Bffect Transistor) amplifiers are
generally used for high power microwave amplification. The linearity of
FET amplifier is somewhat superior to that of HPA and 1TIVI, as its
nonlinear effects are consldered negligible with reasonable output
backoff, However, the maximum FET amplifier output is curreatly only about
1-4 ¥ in 2-8 GHz {1]. The HPA and TVTA are used exclusively in high power
amplifiers, for high capaclty satellite transmission. For the present
project, although the satellite TWTA is assumed to be operating in the
linear mode, the HPA at the earth station distorts the pulse shape, which
results in a reduction in tolerance to noise of the system. In additionm,
it causes spectral spreading which increases ACI, which in turn further
degrades the performance. These effects are shown in Sections 3.7.5
and 4.9.4, Hencr-.:. without nonlinear compensation, efficient high capacity
digital transmlssion can only be achieved by operatiang with a large
backoff.

Predistortion 1is one of the best of the many methods of nonlinear
compensation [2},{31,04]1. Using this technique, inverse distortion is
added to the HPA Input to cancel HPA nonlinear distortion., Because of the
high microwave power, most predistortion circuit realizations have been
achieved by predistortion of the microwave signal. This thesis presents a
scheme [5) -which compensates for the nonlinear effects of the HPA by

predistorting the baseband signal prior to mndﬁlatinn. as opposed to
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correcting the distortion after modulation. It is assumed that the

characteristics and the operating point of the HPA are known. The circuit

data rate applications because the component costs are much smaller than

\

|

\

\
realization advantages of the baseband predistorter are greatest in low \

\
the equivalent microwave realization.

5.1.2 Description of the baseband predistorter

From Section 2.5.2, for a modulation signal (Eqn. 2.5.1)
S(t) = /Zalt)cosw t - /2bit)sinw_t 5.1.1

with the equivalent bassband signal represented- (Appendix A6) as the

complex-valued signal (Eqn. 2.5.19)
s{t) = a(t) + jbibt 5.1.2

§
where j=/~1, input to the HPA, the equivalent baseband signal at the HPA
output, with the use of the HPA backoff factor H, 1is given by

(Eqes. 2.5.21, 2.5.20 and 2.5.17)

Z(t) = s(H G 5.1.3
= [a(t) + Jb(IIH_IG, (A + JG_(a)] 5.1.,4
where G(A) = [G_(&) + J6_()] 5.1.5

is the conversion function of the HPA and is dependent on the envelope &.

4 is a short-hand notation for
Aty = H [a2(t)+b2 (L)1 5.1.6

from Eqn. 2.5.18.
The baseband predistorter, described here, adds inverse distortion to
the inphase and quadrature components, a(t) and b(t), of the modulation

signal, S{t), to cancel HPA nonlinear distortion. Note that a(t) and b(t)

are the inphase and quadrature modulated waveforms, respectively, so that




\
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predistortion is carried out on the baseband signal. The baseband
predistorter consists of two circuits, as shown in Fig. 5.1: the envelope |
predistortion circuit and the phase predistortion circuit. The former
predistorts the (inphase and quadrature) components of the signal equally;
however, this does not change the signal phase, while the latter in |

cascade with the envelope predistortion circuit predistorts the phase of

Figure 5.1 shows a block diagram of the baseband predistorter. It has

two major parts:

(1> A circuit that predistorts the amplitude of the baseband signal

s{t). It is a hardware realization of the operation
[alt) + Jb(IIDEN]

where |D{(E)!{ is the predistorter amplitude conversion function,
whose value is dependent on the signal envelope E. E is a short-hand

notation for
Et) = [a=(t) + b=2(t)1" 5.1.7

(2) A circuit that predistorts the phase angle of the complex-valued
baseband signal s(t) (Eqn. 5.1.2). It is a bardware realization of

the operation
[adt) + jb(t)I{coslf(E)] + JIsinlf(E>]}
where f(E) is the predistorter phase conversion function, whose

value is dependent on E.

In fact, these two operations can be combined by using a single circuit

|
the signal, yet, does not affect the amplitude of the envelope.

|
with a hardware realization given by

x(t) [a(t) + JbENIDEY I {cosl£(E)] + Jsinlf(E)1} 5.1.8

lalt) + JbBII{ID(B) cosi£(E)] + JID(E)Isinlf(B)]} 5.1.9

faft) + jb()IID_(BY + jD_(E)} 5.1.10
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|
with D, (B> ID{(E)Icostl £(E)] 5.1.11a |
|

and D, CE

ID(E) Isinl £(E)] 5.1.11b

where x(t) is the predistorted baseband (modulating) signal, and D_{(E) and

D_(E) are the inphase and quadrature conversion functions, respectively,

multiplicative factors, D_(E> and D_(E}, (which will be derived later in
this section,) to apply to each of the baseband signal components, for any
given value of E, as shown in Fig. 5.2b. These values are calculated such

that they cancel as much as possible the nonlinear effects of the HPA.

5.1.3 ¥odelling of the baseband predistorter

Let D(B) = D_(E> + jD_(B), where j=/-1. Then Eqn. 5.1.10 becomes
x(t) = [a(t) + jB(IDE) 5.1.12

where D(E) represents the conversion function of the predistorter. The
equivalent model of the predistorter is shown in Fig. 5.3a, where the
predistorter 1s represented by the conversion function D(B). Since the
value of D(E) is dependent on the input signal envelope E(t), it can be
varied by multiplying E(t) by a constant factor Pc (as in the case of the

HPA) to give the signal envelope (Eqn. 5.1.7)
B(t) = P la(t)= + 21 5.1.13

|
I
of the predistorter. A lookup table may be used to supply these
This is equi?glent to shifting the operating point along the predistorter
transfer characteristics by using the value of P_, so that P_ can be used
to locate the operating point at the required backoff value. P_ is called
the predistorter backoff factor. Hence, with the use of the predistorter
backoff factor, the signal from the predistorter output, for an input |

signal of |

ui{t) = adt) + Jjbt) 5.1.14
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(Egns. 5.1.10 and 5.1.12)

x(t) = [a(t) + J(IIP LD _(R) +ID_(&)] 5.1.15
= {a(ty + JB{LXIP_D(&) 5.1.16
= ul{t)P_D(&) 5.1.17

In practice, the analog baseband signal components, a(t) and b(t),

are generated by using a palr of digital filters and then an D/A

canversion process (Section 2.4.1). Thus predistortion can be carried ocut

digitally on the baseband signal, before the D/A conversion process.

Samples of D{(&) which provide sufficient resolution can be stored in a

lockup table (Fig. 5.2), and used to determine the required output signal

samples. The samples are obtalned as follows.

(1> The predistorter AM-AM characteristic is obtained by graphically

inverting the HPA ANM-AM characteristic, so that the input of the HPA

A¥M~AM characteristic hecomes the output of the predistorter AN-AN

characteristic. This 1is illustrated in Fig. 5.4b. Since the

predistorter cannot cancel the nonlinear effect of the HPA over the

region above saturation, no attempt is made to invert this regiom.

To represent the predistorter AM-AM characteristic by, say h

discrete

values of ID{E)|, +the predistorter voltage transfer

characteristic is quantized into regular intervals of § volts, along

the input axis. The values of ID(§ )1, where § =mé, for mw=1, 2, ...,
h, are then obtained using the predistorter AM-AM characteristic and

the equation

ID, ) =

Output voltage for an input value of m§ volts
mf volts

5.1.18

This 1s the AM-AM conversion function of the predistorter.
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(2) The predistorter AM-PM characteristic is the negative of the
phase rotation introduced by the HPA. Hence by drawing horizontal
lines from the predistorter AM-AM characteristic to the HPA AM-PX
characteristic, the predistorter AM-PM characteristic can be
obtained by taking the negative sign of the corresponding HPA AM-PM
values. For example, the negative phase rotation marked as point 'C’
on the predistorter AM-PM characteristic is shown by the path 'C* on
Fig. 5.4. The complete predistorter AM-PM characteristic is shown in
Fig. 5.4b. The quadrature components, D_(§,) and D_(6.), of the
predistorter characteristic function, for m=1, 2, ..., h, are then
obtained using the predistorter phase characteristic and 1D(§ D!

with the following two equations

D .2 1D(E Ylcosl£(§,2] 5.1.19a

and D, <,.2 DS disinl£(§ )] 5.1.190

where £(§ ) is the AM-PM conversion function of the predistorter and
IDG 2, for »=1,2,...,h, have been obtained in (1).
{3) The values of DP(SM) and D,¢,>, for m1, 2, ..., h, are then
taken as real and imaginary values, respectively, such that

D> = D_(8,) + 3D (5 5.1.20
Hence, the conversion function of the predistorter, {D(§))}, are
obtained,

Since the modulation filter is digital, consider time t=iT., where 1/Ta 1is
the sampling rate. The digital baseband signal, at the filter output, at

|

|
time 1iTa, is given by (Eqn. 5.1.14)

|

|

|

u, = a, +ib, 5.1.21

where a,=a(iT_) and b,=b(iT.]). So from Egqns. 5.1.17, 5.1.16 and 5.1.15,
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the signal sample from the predistorter output, at time t=iT_, is

X, = u,P_D(&) 5.1.22
= (a, + Jb,)P_D(&4) 5.1.23
= (a, + JbIP LD (8,0 + }D_(£,3] 5.1.24
= [P_a,D_(£,)-P_b,D_(£,)1 + jIP a,D_(£)+P b D_(& )1} 5.1.25

where now £, 1is a quantized value which may not be equal to, but is at
least close to, the signal envelope tu,P_| at the predistorter input.
Equation 5.1.25 shows that, it is possible to achieve a considerable
reduction in equipment complexity by combining the operation of modulation
filtering and predistortion in a single lookup table,

The model shown in Fig, 5.3b is used to assess the performance of the
predistorter, in computer simulation tests. The values of (D(§,)), for
bh=1, 2, ..., 32, obtained by quantizing the predistorter characteristics
(Fig. 5.4b) 1into regular intervals along tbe 4input axis and using
Eqns, 5.1.18, 5.1.19 and 5,1.20, are shown in Table 5.1.

From Fig. 5.4b, it can be seen that the predistorter introduces
nonlinear AM-AM and AM-PM conversion effects. This results in spectral
spreading of a signal with a nonconstant envelope, as is seen from the
results shown in Section 5.3.1. However, the predistorted signal, at the
gutput of the predistorter, must not be bandlimited 1f it Is used to
cancel HPA nonlinear distortion, This is because the high frequency
compenents in the signal, generated in the predistortion process, are
needed to cancel the nonlinear distortion of the HPA. Results of computer
simulation tests suggest that, if the predistorted signal is bandlimited

by the transmitter IF filter F then it ceases to cancel the nonlinear

IFt

distortion introduced by the HPA. Thus the predistorted signal must not be

bandlimited before feeding it into the HPA.
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Predistortion is carried out on the sampled baseband signal, whereas
the HPA is operating on a continuous bandpass signal. However, as
mentioned before, a D/A conversion process is used at the output of the
predistorter to obtain the required shape of the analog. modulating
baseband waveforms, and so a pair of post D/A lowpass filters has to be
used to reject spurious signals (Section 2.4.3)., It is assumed here that,
in all the transmission system models which use the predistorter, the post
D/A filters have a rectangular frequency respense and a linear phase
characteristic over +the predistorted signal bandwidth, Clearly, the
predistorted signal bas a bandwidth of half of the digital sampling rate,
l.e., 1/2T7«.. These filters do not distort the signal and so are not

included in the simulation models.

5.1.4 Model of the predistorter in cascade with the HPA, used for computer
similation .

The baseband equivalent model of the HPA is shown in Fig. 2.1ic and
discussed in Section 2.5. Here the model of the predistorter in cascade
with the HPA, used for computer simulation, is shown in Fig. 5.5. The
signal sample value, at the input to the predistorter, at time t=iT., is

(Eqn. 5.1.21)

ui. =ai + j.b:l-

From Eqn 5.1.22, the output signal sample from the predistorter, at time

t=1T., is

i

where x, and D(&£,) have complex values, D(&,) is the conversion function
of the predistorter, and £, is a quantized value which may not be equal,
but is at least close to the input signal envelope lu,P_| (the absolute
value of u,P_). P_ 1is the predistorter backoff factor used to locate the

c

required operating point onr the predistorter characteristics. The

predistorted signal sample x, ls then backed off by the HPA backoff factor

x, = u,P D) ) 5.1.26 -




H. and fed into the HPA, which gives at 1ts output the signal sample, at

v, = x,H_G(4,) 5.1.27

Hence, from Eqms. 5.1.26 and 5.1.27,

v, = u,P_D(&,)H_G(&,) 5.1.28

where v, and G(i,) have complex values. G(4,) is the conversion function
of the HPA, 4, is a quantized value which may not be equal, but 1is at
least close to the input signal envelope Iu,P_D(2ODH_ |, and H_ is the HPA
backoff factor used to locate the required operating point on the HPA
characteristics.

5.1.5 Backoff factor of the baseband predistorter

Vhen using predistortion, inverse distortion i1s added to the HPA input
to cancel HPA nonlinear distortion. The distortion varies as the operating
point (output power) of the HPA is varied, and so the predistorter must be
backed 0ff at a sultable operating point in order to obtain the optimum
performance (i.e., optimum cancellation of nonlinear distortien).

Figure 5.6 shows how the HPA AM-AM conversion effect on a signal is
cancelled by using the predistorter. It can be seen that, when an input
signal with a sinusoidal envelope is fed into the predistorter, the
envelope of the signal at its output is amplitude distorted, but if the
predistorted signal is fed inte the HPA backed off at the right operating
peint, the original enveloupe is recovered. Figure 5.6 shows that, when the
signal with an average voltage of BX volts is fed into the predistorter,
the average ocutput voltage is not BY wvolts, but BZ volts, This is caused
by the nonlinear AM-AM conversion effect of the predistorter. So when the
predistorted signal is fed into the HPA, it should be hacked off at BZ
volts, instead of BY volis, in order to obtain the optimum cancellation of

nonlinear distortion, because the average voltage into the HPA is now BZ

volts,
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Since the AN-AM conversion effect of the predistorter is nonlinear, the
optimum operating point for compensating for the nonlinear effects of the
HPA operating at a given backoff value cannot be found directly or simply
from the predistorter characteristics. Computer simulation tests were, in
fact, used to find this. Extensive computer simulation tests, which take
into account ACI, bhave been carried out and the results suggest that
0.68 and 1.16 4B IBO (Input Backoff) of the predistorter are the optimum
values {(l.e., give the best error-rate performances) for the HPA operating
at 0.2 and 0.68 dB O0BO, respectively. Since the predistorter can only
cancel the HPA nonlinear effects occuring below saturation, when
predistortion is used, the HPA should be operating below saturation. Thus
in all the transmission systems which use the predistorter described in
this thesis, the HPA is operating either at 0.2 or 0.68 dB OBO with the

predistorter operating at 0.68 or 1.16 dB IBO, respectively.

5.1.6 Baseband equivalent model of DEQPSK or CE8PSK system (or CDESBPSK
system> with the use of the predistorter

Since the predistorted signal at the predistorter output must not be
bandlinited in order to cancel HPA nonlinear distortion (Section 5.1.3),
the transmitter IF filter F,. cannot be used. In order to maintain the
equal sharing of the overall filtering between the transmitter and
receiver filters {(as has been assumed in all the transmission systems
discussed so far), the modulation filter should now bhave the
characteristics of the baseband equivalént mode)l of the receiver IF filter
in cascade with the demodulation filter. In practice, since this filter is
a&sital, it is not difficult to realize. So in all the transmission system
models with the use of the predistortion technique described in this
thesis, the above filter arrangement is assumed. Hence the equal sharing
of the overall filtering between the transmitter and receiver filters is

maintained.
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The baseband equivalent model of a DEQPSK aor CESBPSK system (or CDEBPSK
sy;tem described later), with the use of the predistorter in an ACI
environment, 1s shown in Fig, 5.7. (The model is modified from the model
shown in Fig. 3.6 or 4.7.) For DEQPSK systems, the transmitters have a
differential and Gray encoder, and the recelver has a threshold detector,
a Gray and differential decoder., Vhereas for CE8PSK systems, +the
transmitters have a convolutional and Gray encoder, and the receiver has a
Viterbi decoder. The simulation methods are exactly as described in
Sections 3.3 and 3.4 <(and 4.5 for CE8PSK signal), except that with e 1in

Eqn. 3.3.8 replaced by x, (Eqn. 5.1.26)

x = u P.D(&) 5.1.29

Thus Eqn. 3.3.8 becomes

z, = u,P.D(&OH GG ) + n, 5.1.30

m

where z , u,, D(& ), G(H,) and n, all have complex values. £ and & are
the quantized values which are closest to the corresponding input signal

envelopes lu P_{ and fu,P_D(&)H_I, respectively.

5.2 Convolutionally and differentially encoded & phase-shift
keying (CDESPSK) technique

5.2.1 Description of a CDESPSK system

In any modulation technique, if the information is transmitted in KN
different phases, there i1s an F-fold ambiguity in the data recovery. The
ambiguity is not a defect of the carrier recovery circuit, but is inherent
to suppressed-carrier, phase-shift keying [6}. It can only be resolved by
special encoding or other information carried in the message.

In QPSK signals (Section 3.1.1), since the information 1is carried in 4
different phases, the carrier recovery circuit has a fourfold ambiguity,
and so differential encoding is used to resolve the ambiguity. In the

CEBPSK system described in Section 4.2, each pair of data bits, together
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with the previous two pairs of data bits, are used to determine one of the
eight possible carrier phases by means of the convolutional encoder. So
when carrier is recovered, there is an eight-fold ambiguity. A simulation
test has been carried out for the CE8PSK signal and the result suggests
that if the recovered carrier has a wrong reference phase, the decoder is
not able to decode the received s;gnal, {.e., catastrophic failure
results. So, before designing the carrier recovery circuit (which is
discussed in Chapter 7), the eight—fold ambiguity in carrier recovery must
be resolved first.

The simplest method of resolving the ambiguity is to send a trairing
sequence of data, at the start of any transmission, to locate the phase of
the reference carrier. The advantage of the method is that no special
coding 1s required. However, the disadvantage 1s that, during the
transmission, if there is a sudden phase change or fading in the signal,
the carrier may lose the reference phase and catastrophic failure results.

Ancther method to resolve the ambiguity is to use a differential
encoding technique. In the DEQPSK system described in Section 3.1.2, the
differential encoder at the +tramnsmitter encodes each pair of binary
symbols, so that the phase change rather than the absolute phase carries
the data, thus eliminating the need for a reference phase at the receiver.
The same principle, in fact, can be applied to CE8PSK signals which then
become convolutionally and differentially encoded 8PSK (CDE8PSK) signals.
The block diagram of a CDE8PSK system 1is shown in Fig. 5.8. The .
information to be transmitted is carried by the sequence of binary data-
symbols-{aL}. The {e), after being serial-to-parallel converted and
convolutionally encoded (Section 4.2), produce a sequence of {e,}, where
e, is a 3-component vector. At time t=iT, e, has one of 8 possible values

given by (Eqn. 4.2.4 in Section 4.2)

e,=[ e’ ef®) ei> ] 5.2.1

where e{?>=0 or 1, for j=1, 2, 3. Each vector e, represents a 3-bit binary
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sequence. In the generation of a differential sncoded vector d,, where d,

is also a 3-component vector with 8 possible values given by

d,= [ d§'>  d{®) 4= ) 5.2.2

where d{+>=1 or 0, for j=1, 2, 3, the present vector, e,, is added to the
previous differential encoded  vector, d,_,, to form the present

differential encoded vector 4,. This process produces a sequence {d,J.

Each vector of the sequence {d,} 1is then Gray encoded, according to

Table 5.2 (which is similar to Table 4.2), to give two output sequences
{9§'>) and {q{=*} where q{?°=£0.924 or x0.383, for j=1, 2. The sampling,
filtering and modulation processes, etc., following this are exactly the
same as described in the CE8PSK system in Section 4.2,

Assume that, in Fig. 5.8, the bandpass transmission channel introduces
no attenuation, delay or disteortion, but that it adds a Gausslan noise
waveform, N(t), to the transmitted signal, so that the channel is exactly
the same as the one used in the QPSK or CE8PSK systems described in
Sections 3.1.1 or 4.2, respectively. At the input of the demodulator, the

slgnal is (Eqn. 4.2.6)
rt) = /2la(tcoso t - blt)sine tl + H{t) 5.2.3

where N(t) is a sample function of a Gaussian random process with zero
mean and a {wo-sided power .spectral density of #¥N. over the signal
frequency band. Assume that the bandwidth of N(t) 1is small compared with

its carrier frequency w_ rad/s, so Eqn. 5.2.3 can be written {7] as
r(t) = {/2a(t)+¥_(t)lcosw_t - [/2b(£)+N_(t)1sine_t 5.2.4

as can be seen from Eqn. 3.1.4, where N_(t) and K_(%t) are sample functions
of Gaussian random processes, with zero mean and a two-sided peower

spectral density twice that of N(t) (Appendix A7).
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1t has been shown, 1n Section 3.1.1, that under these conditions, the
inphase and quadrature baseband signal components, at the demodulation

filter output, are (Eqn. 3.1.7 or 4.2.8)

revr ) E g$t?hE-iT) + v 2 (D) 5.2.5a

and re2(g) = I q$h(t-1T) + vE=3 (1) | 5.2.5b
i

respectively, where h{(t) is the inverse Fourier transform of H(f> which is
the transfer function of the modulation and demodulation filters in
cascade. v<'>(t) and v‘2>(t) are filtered Gaussion noise waveforms.
Bearing in mind that the bandpass channel introduces no attenuation, delay
or distortion.

Assume that, in Fig, 5.8, the modulation and demodulation filters have
the same characteristics,/ and the combined transfer function is a
sinusoidal rolloff amplitude characteristic (Eqn 2.2.3) with a linear
phase characteristic, so that h{0)=1 and h({iT)=0, for all values of the
integer i other than 1=0. The signals r<'*{t) and r**>(t) have no ISI at
the time instants {iT)}. Assume also that the receiver provides the ideal
required timing signal, so the two baseband waveforms, r*'”>(t) and
r<=>{(t>, at the demodulation filter output are sampled at the time
instants {iT}, to glve two sequences of sample wvalues {(r{'’) and {r{=>}

to the decoder. At time t=iT, the samples are (Eqn. 3.1.8)
r{'* = q{*> + vi" 5.2.6a
and r{2> = q{*> + vi=> ) 5.2.6b

where vi{'> and v{®* are sample values of Gausslan random variables with
zero mean and fixed wvariance o=, the {vi{'?} and {v{=*) being
statistically independent and independent also of the {g 2.

The received samples {r{'”} and {r{=*)} are fed to the decoder which

preduces at its output the sequence of symbols {&L) vhich forms the
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sequence of decoded data symbols., In the absence of nolse, the {&L) are
the same as the {o ), The aim of the decoder is to generate the sequence
{z, } such that the corresponding sequences {q{'®} and {q$Z®}, which would
have been transmitted in response to the given {a ) at the transmitter
input, are at the minimum unitary <(total) distance from the received

sequences {r{‘*?) and {r{=*) (8].

5.2.2 Baseband equivalent model of CDESPSK system, with a linear or
nonlinear satellite channel, for computer simalation

The CDEBPSK system here operates at a speed of 64, 128, 256 of 512
kbit/s over a satellite link. Since CDES8PSK signals, as for CE8PSK
signals, use a quadrature modulation technique, the system can be greatly
simplified by assigning real values to the signals in one of the two
parallel channels (that associated with /Zcosw_t) and imaginary values to
the signals in the othker channel, and then considering the linear
modulator, the transmitter IF filter, the HPA, the receiver IF filter and
the linear demodulator, as a baseband transmission path carrying complex-
valued signals, as is done for the CE8PSK system shown in Section 4.3. In
fact, apart from the differentially encoding process used at the
transmitter and the decoding process used at the receiver, a CDESPSK
system 1is exactly the same as a CE8PSK system, thus the model shown in
Fig. 4.6 1is used here to describe the CDEBPSK sysiem over a linear or
nonlinear channel "(see the description shown in Section 4.3). The
information to be transmitted is carried by the sequence of binary data-
_symbols {«_}, where the {c )} have the possible values 0 or 1. The coded
symbols {q,) are obtained from the {cq}, by the convolutional and Gray

(3

encoder (Section 5.2.1), The i*" symbol has the value

q, = (20,924 x §0,383) or (£0.383 + j0.924) 5.2.7

where j= /-1, the {q,}, of course, being statistically independent and
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equally likely to bave any of the eight possible values. The {q,} are used

to form the sequence of impulses {Eqis(t-iT)) at the input of the
modulation filter. The signal waveform at the output of the modulation

filter is the complex-valued baseband signal
utt) = E q.h, (t-1iTO 5.2.8

where h,(t) is the impulse response of the modulation filter and, at any
given value of time t, is real (Section 2.4.1). Similar to the DEQPSK and
CES8PSK system sﬁuwn in Section 3.3 or 4.3, respectively,the system 1is
modelled digitally. The continuous waveforms in the system are modelled as
discrete waveforms.

The waveform u(t) is sampled 8 times per symbol, at the time instants
{nT_.}, where T=8T_, to give the sequence {u_}, where u_=u(mT_ ). The {u )
are then fed to a baseband equivalent model of one of the bandpass
channels, as shown in Fig. 4.6,

For the description of the processing of the sampled signal {u ) in the
baseband equivalent model of (a) a linear and memoryless bandpass channel,
(b) a linear and bandlimited bandpass channel and, {(c) a nonlinear and
bandlimited bandpass channel, and for the calculation of 2E-/Ho in the
simulation tests, see Section 3.3,

The sampled signal {w,} (given by Eqn 3.3.2, 3.3.6 or 3.3.9, depending
on-which charnel is used), are filtered by the demodulation filter. The
* sampled impulse response of the demndultion filter, sampled at the rate of

1/Ta samples per second, 1is given by the (n+l)-component vector
P=1 Po P, Pz eese D 1 5.2.9

where the {p )}, for O¢mén, have real-valued components (Table 2.1), and

P,.=p(ml_ ). Thus at time=nT_, the signal sample at the filter output is

™ =P 5.2.10

[aloie]

where r, has a complex value,
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Assume that the receiver provides the required ideal timing signal, so
the sequence {r,) is sampled once per symbol, at the time instants {11}, !

to give the sequence {r,), where r. hasa complex value. The {r,} are fed

to the decoder which produces at its output the sequence of symbols {&L} }

which form the sequence of decoded binary-data symbols. |

5.2.3 Suboptimum decoder for CDE8PSK sigmnals

In the CDE8PSK system, the phase change carries the dats, not the
absolute phase, 0 the decoder 1s slightly different from the Viterbi-
algorithm decoder used for CEBPSK signals.

Vhen the {(r,} are fed to the decoder, the decoder forms and stores a

set of m=2" vectors (sequences) {X }, where

XL = [ X, X X (XX} X B 5.2.11

o8

-

[
I
!
!
and x,=0 or 1, for k=1, 2, ..., L. x_ here represents a possible value of . 1
For each stored vector X _, the decoder forms eight different vectors |

Y:i" = { Yf") y_f._:"\ Lan ss e y::l) ] 5.2.12

=

where y{?> 1s a possible value of r, and i=L/2 (because a coded-symbol is
transmitted for each pair of data symbols). The {y;**}, for b=1, 2, ...,
i, have complex values and are the possible values of the transmitted
signal values. Since the transmitted signals phases are differentially

encoded, the first component (i.e., the initial phase), yi{d’, for j=1, 2,
vvas 8, takes on 8 different possible values in the eight vectors. This
takes intoc account the 8 possible initial reference phases. Y¢??, for j=1,
2, ..., 8, would have been transmitted in place of the sequence of.the
{q,? had the vector X_been fed to the encoder at the transmitter in

place of the vector

x, =0 a,

(X.z 0(3 se ey C(L_ ] 5.2.13

that was actually sent, subject to the constraint that y{3* was the
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initial phase. Clearly, since the transmitted signal phases are
differentially encoded, the possible values of y3?>, y&**, ..., ¥i32 in
each of the 8 vectors, {Y{4°}, depend on the £first component <(initial
phase) of that vector. The ISI introduced by the channel is neglected in
the decoding process in order to reduce the equipment complexity of the
decoder. (This assumption %s valid because the IF filters only intreoduce a
low level of IS1, as is shown in Section 3.7.2.) The decoder forms and

stores together with each X, , the corresponding 8 possible distances
Ci3? = ¢$32 + ¢53” + ¥ + vens + ¢ 5.2.14

where, for h=1, 2, ..., i, c¢f3°=Ir_-yi??12. Ir_-yi?>! 1is the absolute
value of the complex value (r _-yi*>). Since, for j=1, 2, ..., 8, there are
8 different vectors, Y{?”*, which form 8 different values of C{?>, there
are 8 possible distances associated with each X, . This takes into account
the 8 possible phase references (i.e., the eightfold phase ambiguity?
caused by the carrler recovery circuit.

Ideally, no firm decision is reached as to the value of any o, until
the whole sequence {r,} has been received, when all {«.} are decoded
simultaneously from the received {r,}, the decoded values (& )} being the
values of the {x,.) in the stored vector ¥_ bhaving the smallest distance
Ci3*. To reduce the equipment complexity, as for the Viterbi decoder, in
the determination of (& ..., &L_zﬂ*Z{ the decoder does not consider the
values of X__..» X _onoys +++. Thus, 'instead of storing m L-component

vectors {X }, the decoder stores the corresponding 2n-component vector

{Z_ ), where

2.=0 % _cner Xonez Xi_zpea °**** X_ ] 5.2.15

so that Z, is formed by the last 2n components of the corresponding vector
X, . The distances (C{3*), for j=1, 2, ..., 8, of this vector X_ are now

sald to be the distances of Z_.
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In practice, in the decoder the receiver holds in store mw=4%—' (K is
the constraint length of the code) vectors {Z, },with the minjmum distance

* 2

of ¢{** , for J=1, 2, ..., 8, corresponding to the 4*-? different possible
combinations of values of X%__ ...y X% _-xear +++» X_. Thus each stored
vector Z_ forms the last 2n components of the vector ¥ that minimises
Cgs2,for =1, 2, ..., 8, subject to the constraint <that x___,...:» X __owear
., %X _, have the given values, and y{32,,, for j=1, 2, .., 8, take on
the 8 different possible wvalues. It is assumed for convenience here that
L>2K. Associated with each stored vector Z, are stored the corresponding
{C{#°}), for j=1, 2, ..., 8. Therefore, there are altogether &m different
values of C{?>. The decoded binary data-symbols (@, _..,, O _2,..2) are
taken to be the values of (x, _..,, X__.,.=’+ Trespectively, in the vector
vector Z_ assoclated with the smallest C{??., Following the receipt of the
sample r,,,, each of the stored vectors {Z } forms a common part of 4
vectors {X__..)}, having the 4 possible values of (x_,, x_..). Each of these

4 vectors is associated with 8 corresponding distances

Ciii = €§*> + ci33 5.2.16
for j=1, 2, ..., 8, where
ciiy = Ir - yidy# 5.2.17

and, for j=1, 2, ..., 8, the {C{’>} are distances of the original vector
Z , and the {y{3}} are complex values and have 8 possible received
values. For each o£ the 4%~ possible combinations of values, =X __...s»
¥ —oxeer *vr+s Fiwsr X_.o» the decoder now selects the vector Z .,

having the smallest C{2? and then it stores the vector Z_,., and the 8

smallest values {C{32y, for J=1, 2, ..., 8. (&L*2n¢3 &Lh?nﬁq) are taken to

be the values of (x__, .. %X _...,), respectively,in the stored vector Z ,.

associated with the smallest C{*>, and the process continues in this way.
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r,., and y{3} in Eqn. 5.2.17 are complex-valued and it requires two
operations of squaring or multiplication to determine each of the 4
possible values of cf3? (i.e., the unitary distance of two complex
numbers). Hence, for j=1, 2, ..., 8, it requires 64 operations of squaring
or multiplication to compute the 32 values of ¢{i] for each vector X ...
There are m vectors Z_, so it requires altogether 64m operations of
squaring or multiplication., However, y{3i}, in Eqn. 5.2.7, has omly 8
possible values because it is one of the 8 possible received complex-
valued samples. Thus, of these 32m values of ¢{l}, many have the same
values. There are only 8 different values of <¢{i}, and each of then
requires 2 operations of squaring or multiplication to determine.
Therefore, following the receipt of the sample r,,_,, the decoder has to
carry out only 16 operations of squaring or multiplication to compute the

8 different values of ¢ which are used to form the 32m valuesg {C }

i+ i+317"

The starting up procedure can be exactly the same as that for decoding
CEBPSK signals (Section 4.4). However, now it 1s not necessary that the
recelver provides the required carrier signal with no ambiguity, as it is
required for decoding CES8PSK signals, If the recovered carrier has a phase
shift of hn/4, where bh=1, 2, ..., or 7, because the signal Iis
differentially encoded, the decoder is still able to decode the received
signal, although with an initial burst of errors (about 4 to 9 bits).

It can be seen that the processing af 4 vectors and 8x4* values of
distances, followed by the storage of 4%~ 2n-component vectors {Z, ) and
8x4%—" values {C{i}}, are involved in the decoding of each received pair
of data (o ,, «_,.>. For the present, K=3, it requireé 16 vectors which
expand into 64 vectors to form the decoder, and each vector 1s now
assoclated with eight different distances, i.e., a total of 128 distances.
These 128 distances expand into 512 distances on the expansion of the

vectors, (Bach distance expands 4 ways, since there are 4 possible values
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of (x,.y X,.» }. The decodsr must stored 4%-' 2n-componant vectors and so
requires the same amount of storage as for CE8PSK signals, but it requires
512 distances, instead of 64 in each decoding process

Although the decoder resolves the 8-fold ambiguity in carrier recovery
of CDESPSK signals, because the differential encoder at the tramsmitter is
a feedback loop, it is only a suboptimum decoder and not a true Viterbi
decoder for the signal.

Having done this, it is discovered that a true Viterbl decoder can be
designed to resolve the 8-fold ambiguity ih carrier recovery of CE8PSK
signals. This ls described briefly in Section 8.1.

5.2.4 Performance of CDESPSK signal

For DEQPSK signals, the differential decoding process 1is performed
after signal detection. If one symbol is in error, the decoder cutput will
tend to bave double symbol errors because 2 symbols are compared for each
output symbol. Thus the bit error rate of the Gray encoded DEQPSK signal
is twice as much as Gray encoded QFSK signal.

For CDE8PSK signals, the convolutional and differential encoding
processes are carried out simultanecusly in the decoder. If one symbol is
in error, the decoder output will tend to have two, three or four symbol
errors, because each symbol is correlated with three other symbols. The
performance of the CDESPSK signal, using Code 1 (Table 4.2)>, over an AVGHK
channel, and with the suboptimum decoder used with a delay of 32 symbols
in decoding, has been evaluated by cnmpute; simulation. The result, as
shown in Fig.-5.9, indicates ithat the difference between the performances
of CESfSK and CDESBPSK signals increases as Pa increases. This cannot be
caused by the correlation property of the transmitted symbols. If it were,

the difference would have decreased as Pa increased. However, this is

expected because the decoder is no longer the true Viterbi decoder

]
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5.3 Slmulation results apnd discussion

Computer simulation tests have been carried out to assess the error-
rate performances of the differenmt systems, with the use of the
predistorter, using DEQPSK, CE8PSK and CDE&PSK signals, with the preferred
equipment filters and HPA, In all simulation tests, it 1s assumed that the
receiver provides the ideal required carrier and timing signals, and the
data-transmission systems are optimized by sharing the averall filtering
equally between the transmitter and receiver. In the cases of CESPSK and
CDEBPSK signals, the decoder uses 16 stored vectors with a delay of
32 symbols in decoding.

5.3.1 Reductions in spectral spreading

Computer simulation tests have been carried out to estimate the spectra
of CDEBPSK signals, over the linear ard memoryless channel and the linear
and bandlimited channel. The results suggest that, with the use of
the same transmitter filtering, CDE8PSK signals have the same spectra as
those of DEQPSK and CESPSK signals (Fig. 3.14). This is expected because
the differential encoding process does not alter the signal spectra,

Computer simulation tests have also been carried out to estimate the
signal spectra at the output of the HPA for different types of signals.
The results show that, 1f the same transmitting filltering are used,
DEQPSK, CE8PSK and CDESPSK signals all have the similar shapes of signal
spectra. With the use of the predistorter prior to the HPA, the power
sﬁectra of DEQPSK, CE8PSK and CDESBPSK signals at the output of the HPA,
with and without the predistorter, and at the output of the predistorter, -
over the nonlinear channel, were estimated. The results suggest that,
with the same modulation filter, the predistorter has the same effect on
all the signals, i.e., DEQPSK, CE8PSK and CDESPSK signals all have the
similar spectra. So, under the same conditions, DEQPSK, CE8PSK and CDES8PSK
systems have the same level of ACI in the desired channel. With the HPA

operating at 0.2 and 0.68 dB OBO, the estimated signal power spectra of
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signal 1A, 2A, 3A and 4A at the output of the HPA, with and without the
use of the predistorter, are shown in Figs. 5.10 and 5.11, respectively.
The estimated power signal spectra of the corresponding signals at the
output of the predistorter are also shown in the same figures. The results
show that, since the predistorter 1s a nonlinear device, it causes
spectral spreading to the signals, but th; consequent spectral spreading
at the output of the HPA is siginificantly reduced. Comparing the power
spectra at the output of the HPA, without the use of the predistorter,
against the power spectra with the use of the predistorter, it can be seen
that a siginificant reduction in spectral spreading at the HPA output has
been achieved by the use of the predistorter. The transmitted signal paower
spectra, over a linear channel, are also shown in the same figures for

comparison.

5.3.2 Performances of signals 1A, 24, 3A and 4A
(A) with the use of the predistorter in a non AC] environment

The simulation model, used to evaluate the error-rate performances of
DEQPSK signals, is shown in Fig. 5.7, with Switches ‘'A' open (so there is
no ACI). The performances of signals 1A, 2A, 3A and 44, with the HPA
operating at 0.2 and 0.68 dB OBD, are shown in Figs. 5.12a and b,
respectively.

It can be seen that, at 0.68 dB HPA OBO, signals 14, 2A, 3A and 4A have
insignificant degradations in tolerance to noise at Pa?10~4, in comparison
with that of an ideal DEQPSK system. Thus the nonlinear effects introduced
by the HPA on ihe*signals have been almost cnmplétely removed by the
predistorter. Table 5.3 shows the degradations in tolerance to noise of
the signals at Pa=10"%, with the HPA operating at 0.2 and 0.68 dB OBO,
measured in comparison with that of an ideal DEQPSK system. Comparing with
the degradations in tolerance to noise of the signals under the same
conditions, but without the use of the predistorter, as shown in

Table 3.6, it can be seen that the predistorter bas improved the

performances by cancelliﬁg the nonlinear effects of the HPA.
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(B) with the use of the predistorter in an ACI environment

The simulation model, used to evaluate the error-rate performance, is
shown in Fig. 5.7, with Switches ‘'A' closed (so there is ACI from the
upper and lower channels). The error-rate performances of signals 1A, 24,
3A and 4A, with the channel spacing fc-=SR/4 Hz and with the HPA operating
at 0.2 and 0.68 dB OB0, are shown in Figs. 5.13a and b, respectively.

At 0.2 4B 0OBO (Fig. 5.13a), signal 3A has the best performance.
Table 5.4 shows the degradations in tolerance to noise of the signals at
Pa=10-4, measured in comparsion with that of an 1deal DEQPSK system.
Comparing with the degradations of the corresponding signals, under the
same conditions, but without the use af the predistorter, as shown in
Table 3.7a, it can be seen that the predistorter has improved the
verformances of all signals. The largest improvements of about 2.4 dB and
4 dB, at Pa=10"%, are made by sigrals 3A and 4A, respectively. These
improvements are expected since the spectral spreading (and ACI} have been
reduced significantly by the predistorter, as can be seen in Figs. 5.10
and 5.11.

Figure 5.13b shows that very little improvement can be obtained by
increasing the HPA OBO value from 0.2 dB to 0.68 dB. The penalty for this
improvement is about 0.5 dB HPA output power reduction caused by operating
the HPA about 0.5 dB below its full output power. Table 5.4 also shows the
degradations in tolerance to noise of the signals at Pa=10"%, measured in
comparison with that of an ideal DEQPSK system

Comparing the degradations of the sigrals in Table 5.4, with those
obtained under the same conditions but with a linear channel, in Table
3.5, 1t can be seen that signals 1A and 2A have a slightly better
performance over a nonlinear channel than those over a linear channel. The

reason is that, after predistorting by the predistorter and distorting by
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the HPA, the bandwidths of the main lobes of the signal spectra become
narrower, hen;e ACI is reduced. This can be seen in Figs. 5.10a, 5.10b,
$.11a and 5.12b.

Vith f..=4.5R/4 Hz, at 0.2 dB and 0.68 dB HPA OBQO, the error-rate
performances of signal 4A are shown by the dotted li;es in Figs. 5.13a and
b, respectively. They suggest degradations in tolerance to noise of about
0.9 dB and 0.7 dB, respectively, at Pu=10"%, in comparison with that of an
ideal DEQPSK system. Thus, under these assumed conditions, signal 4A can
provide a better power-bandwidth efficiency.

From the above results, it can be concluded that, under the assumed
conditions, for the preferred filters, predistorter and HPA, if it is not
critically impartant that the modem achieves the very best available
tolerance to noise, the most cost effective arrangement is to use signal
4A and to operate the HPA slightly below saturation {(say 0.2 dB OBO) with
fea=4.5/4 Hz. The degradation in tolerance to nolse is about 0.9 4B at
P.=10"%, in comparison with that of an 1deal DEQPSK system.

If the wvery best available tolerance to noise 15 required by the
system, then the most cost effective arrangement is signal 3A, with
f.a=5R/4 Hz and the HPA slightly below saturation (say 0.2 dB 0OBO). The
degradation in tolerance to noise is about 0.7 dB, at P.=310"%, in

comparison with that of an i1deal DEQPSK system.

5.3.3 Performances of signals 1B, 2B, 3B and 4B with the use of the
predistorter in an ACI epvironment
-

The results in Section 4.9.3 have shown that the nonlinear effects of
the HPA on the error-rate performances of signals 1B, 2B, 3B and 4B are
quite insignificant. Obviocusly, with the use of the predistorter, these
effects will be further reduced, so there is no need to evaluate the

degradations in tolerance to noise of signals 1B, 2B, 3B and 4B due to the

nonlinear effects of the HPA.
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To evaluate the error-rate performances of signals 1B, 2B, 3B and 4B
with the use of the predistorter in an ACI environment, the same model as
shown in Fig. 5.7 is used, with Switches 'A' closed. The performances of
the signals, with the HPA operating at 0.2 and 0.68 dB OBO, the channel
spacing f..=DR/4 Hz and the unitary distance measure used in the Viterbi
decoder, are shown in Figs. 5.14a and b.

At 0.2 dB HPA 0BO (Fig. 5.14a), signals 3B and 4B provide the best
performances. Table 5.5 shows the degradations ia tolerance to noise of
the signals at Pa=10"4, measured in comparison with that of an ideal
CESPSK system. Comparing with the results without the use of the
predistorter, as shown in Table 4.6a or Fig. 4.14, it can be seen that the
predistorter has reduced the degradations, due to the HPA, of all the
signals. These improvements i1n P. degradations are expected since the
spectral  spreading (and ACI) have Dbeen reduced significantly
{Section 5.3.1 and Figs. 5.10 and 5.11).

Figure 5.14b shows that very little improvement can be obtained by
increasing the HPA OBD value from 0.2 4B to 0.68 4B. The penalty for this
is about 0.5 dB HPA output power reduction. The degradations in tolerance
to noise of the signals at Pa.=10"%, measured in comparison with that of
an ideal CE8PSK system are shown im Table 5.5.

Now, if the degradations in Table 5.5 are compared with those in Table
5.4 obtained in the previous sectiom, it can be seen that, under the same
assumed conditions, the CE8PSK signals have smaller degradations than
those of the DEQPSK signals. This is because, in an ACI environment,
CE8PSK signals suffer less further degradation in tolerance to noise, due
to ACI, than DEQPSK signals. This is also seen in Sections 4.9.4. and
4.9.2

At 0.2 dB and 0.68 dB HPA 0BO, with f..=4.5/4 Hz, the performances of
signal 4B are shown by the dotted lines in Figs. 5.14a and b,

respectively. They suggest degradations of about 0.8 dB and 0.3 dB, at
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Pa=10"%, in comparison with that of an ideal CE8PSK system. Thus signal 4B
provides a better bandwidth efficiency.

From the above results, it can be concluded that, under the assumed
conditions, for the preferred filters, predistorter and HPA, if it is not
critically important that the modem achieves the very best avallable
tolerance to noise, the most cost effective arrangement is to use signal
4B and to operate the HPA slightly below saturation (say 0.2 dB 0BOY, with
feu=4.5R/4 Hz. The degradation in tolerance to noise is about 0.8 4B at
Pe=10"4, in comparison with that of an ideal CE8PSK system.

1f the very best available tolerance to noise is required by the
system, then the most cost effective arrangement is signal 3B or 4B, with
fcu=5R/4 Hz and the HPA slightly below saturation (say ¢.2 4B OBO), the
degradation in tolerance to noise is about 0.4 dB, at Pa=10"4, 1in

comparison with that of an ideal CE8PSK system.

5.3.4 Performances af CDESPSK signals
(A) over a linear and bandlimited bandpass channel

Toa evaluate the error-rate performances of CDESPSK signals, over a
linear and bandlimited channel, the same model as shown 1in Fig. 4.6 is
used, with OSwitches *B' closed. Here the encoder at the transmitter
carries out convolutional, differential and Gray eﬁcoding o0f the input
data, as described in Section 5.2.1, while the decoder at the receiver is
that described in Section 5.2.3. To avold confusion, the CDEBPSK signals
here are called signals 1C, 2C, 3C and 46, instead of signals 1B, 2B, 3B
and 4B, respectively. Thus signals 1C, 2C, 3C and 4C are referred to.
CE8PSK signals with f=100%, 75%, 50% and 25%, and with truncation lengths
of the sampled impulse responses of 2T, 4T, 4T and 8T, respectively. The
results of the computer simulations suggest that, for signals 1iC, 2C, 3C
and 4C transmitting over the linear and bandlimited bandpass charnnel,
there is no degradation in tolerance to noise at P.?10-4, in comparison

with that of an ideal CDESPSK system.
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(B) with the use of the predistorter in an ACI environment

To evaluate the error-rate performances of CDE8PSK signals with the use
of the predistorter in an ACI environment, the same model as shown in Fig.
5.7 is used, with Switches *A' closed. The encoder at the transmitter now
carries out convolutional, differential and Gray encoding of the input
data, as described in Section 5.2.1, while the decoder at the receiver is
that described in Section 5.2.3.

The error-rate performances of signals 1C, 2C, 3C and 4C, with the HPA
operating at 0.2 dB and 0.68 dB OBO, the channel spacing f-.=S5R/4 Hz, and
the unitary distance measure used in the decoder, are shown in Figs. 5.15a
and b.

At 0.2 4B HPA 0BO (Fig. 5.15a), signals 3C and 4C provide the best
performances. Table 5.6 shows the degradations in tolerance to noise of
the signals at Pe=10"%, measured in comparison with that of an ideal
CE8PSK system., Figure 5.15b shows that very little improvement car be
cbtained by increasing the HPA OBO value from 0.2 dB to 0.68 d4B. The
penalty for this is about 0.5 dB HPA output power reduction, caused by
operating the HPA about 0.5 dB below its full cutput power.

At 0.2 dB and 0.68 dB HPA 0BO, with f..=4.5R/4 Hz, the error-rate
performances of signal 4C are shown by the dotted lines in Figs. 5.15a and

b, respectively, which suggest degradations of about 1.3 dB and 1 dB, at

Pa=10"%, respectively. Thus signal 4C provides a better power-bandwidth

efficiency than the other signals.

Comparing the results in Table 5.6 with those in Table 5.5, it can be
seen that the differential encoding~causes a degradation of about 0.7 dB,
at Pa=10"4. This is expected because the decoder is no longer the optimum
decoder, as described in Section 5.2.4.

If the very best available tolerance to noise 1s required by the

system, the most cost effective arrangement ls to use signals 3C or 4C,

with fca=5R/4 Hz and to operate the HPA slightly below saturation (say
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0.2 dB 0BQ). The degradation in tolerance to noise is about 1 dB at
Pa=1074, in comparison with that of an ideal CE8PSK system.

From the above results, it can be concluded that, under the assumed
conditions, for the preferred filters, predistorter and HPA, if it is not
critically important that the modem achieves the very available tolerance

| to noise, the most cost effective arrangement 1s signal 4C, with

f:«=4.5R/4 Hz and the HPA slightly below saturation (say 0.2 dB 0OBO). The

comparison with that of an ideal CE8PSK system.

Comparing the performance of signal 4C (Fig.5.15a), with that of signal
4A (Fig. 5.13a), with f..=4.B5R/4 Hz and the HPA operating at 0.2 dB OBO,
it can be seen that, despite the degradation caused by using differential

encoding, under the assumed conditlons, signal 4C still gains an advantage

of 2.4 dB, at Pa=10~%, over signal 4A, and hence is worth considering.

\
|
degradation in {olerance to nolse is about 1.3 dB at P.=10-%, in
|
\
|
\
\
|
\
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m(é) D<s§,) m{s) D<s,))
= D<) + §D_ (5, = D_(§,) + D <)
1 0.280 -0.005 21 0.594 -0.544
2 0.280 -0.012 22 0.594 -0.544
3 0.280 -0.015 23 0.594 ~-0.544
4 0.285 ~0.020 24 0.5%4 -0.544
5 0.309 ~-0.033 25 0.5%4 -0.544
6 0.309 -0.038 26 0.594 -0.544
7 0.319 -0.051 27 0.594 -0.544
8 0.341 ~0.063 28 0.504 -0.544
9 0.357 -0.076 29 0.594 -0.544
10 0.358 -0.086 30 0.594 -0.544
11 0.386 -0.104 31 0.594 -0.544
12 0.399 -0.122 32 0.594 -0.544
13 0.418 -0.136
14 0.432 -0.157
15 0.453 -0,188
16 0.4638 ~-0.218
17 0.492 -0.251
18 0.504 -0,315
19 0.574 -0.425%
20 0.59%4 -0.544
Table 5.1 Sampled representation of the predistorter conversion

function (or characteristics) shown in Fig. 5.4b,

3-bit binary Phase Magnitude of
sequence (degrees) quadrature components
d:'l) d§2> d(a) q:11 q<2)
0 0 0 + 22.5 +0, 924 +0, 383
0 0 1 + 67.5 +0.383 +0.924
0 1 0 +112.5 -0.383 +0.924
0 1 1 +157.5 -0.924 +0.383
1 0 0 -157.5 ~0.924 -0.383
1 0 1 -112.5 -0.383 ~0.924
1 1 0 - 67.5 +0.383 -0.924
1 1 1 - 22.5 +0.924 ~0.383
Iable 5.2 Gray encoding for CDEBPSK signals.



HPA OBO Signal
(in dB) 1A 2A 3A 4A
0.2 0.4 0.4 0.4 0.6
0.68 0.1 0.1 0.1 0.2
Iable 5.3 Degradations in tolerance to noise of signals 14, 24,

34 and 4A, with the use of the predistorter, over a nonlinear and
bandlimited channel, with the HPA operating at 0, 0.2 and 0.68 dB OBO
and in an non-ACI environment, at Pa=10"% expressed in dB, measured in
comparison with that of an ideal DEQPSK system (from Fig. 5.12),

HPA 0OBO Signal
{in 4B) 1A 2A 3A 4A
0.2 1.7 1.1 0.7 0.9
0.68 1.7 1 0.5 0.4
Table D.4 Degradations in tolerance to noise of signals 14, 24,

3A and 4A, with the use of the predistorter and the HPA operating at 0,
0.2 and 0.68 dB OBO and in an ACI enviromnment with the channel spacing
fca=5R/4 Hz, at Pu=10"% expressed in dB, measured in comparison with
that of an ideal DEQPSK system (from Fig. 5.13),
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HPA OBO Signal

{in d4B> 1B 2B 3B 4B

0.2 0.9 0.7 0.4 0.4

0.68 1 0.6 6.2 0.1
Table 5.5 Degradations in tolerance toc noise of signals 1B, 2B,

3B and 4B, 3A and 4A, with the use of the predistorter and the HPA
operating at 0, 0.2 and 0.68 dB OBO and in an ACI environment with the
channel spacing fc-=B6R/4 Hz, at P.=10"* expressed in dB, in measured
comparison with that of an ideal DEQPSK system (from Fig. 5.14).

HPA OBO Signal

{in 4dB> 1C 2C 3c 4C

0.2 1.7 1.5 1 1

0.68 1.6 1.3 0.9 0.9
Table 5.6 Degradations in tolerance to noise of signals 1C, 2C,

3C, 4C,with the use of the predistorter and the HPA operating at 0, 0.2
and 0.68 dB OBO and in an ACI environment, with channel spacing

fca=BR/4 Hz, at Pa=10"* expressed in dB, measured in comparison with
that of an ideal CE8PSK system {(from Fig. 5.19). -
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Error-rate performances of CE8PSK and CDEBPSK signals over an
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6.1 Phase detector

For CE8PSK signals, the results in Section 4,.9.5 show that, using
the distance measure D (i.e., using the phase angle of the received
complex-valued signal as the distance measure), instead of the unitary
distance measure (i.e,, the optimum distance measure), in the
Viterbi~algorithm decoder causes only about 0.5 dB deéradation at Pa=10"4%,
The PD {(phase detector), presented here, measures the phase angle of the
received complex-valued signal and feeds it 1into the decoder which uses
the distance measure D. Since the distance measure D is an one-dimemsional
distance measure and 1f it is used, a useful reduction in equipment
complexity can be achlieved (Section 4.8), thus it leads to the potentially
most cost-effective modem.

In the DEQPSK system described in Section 3.1, the threshold detection
process ls used by comparing each of the received samples, r{'’ and r{=’,
vith a decision threshold of zero. Now, if the received complex-valued
signal 1s converted into its phase angle using the tan™ (r{'?>/r{=*)
function, then the resultant phase angle can also be detected for the
data, wusing threshold detection by comparing it with the decision
thresholds of 0, *r/2 and *n radlans, acccording to Table 6.1. These two
different threshold detection processes have the san:re tolerance to noise
because they use exactly the same declsion thresholds, but are represented
in ;:wo different coordinate systems: onme is in the Rectangular Cartesian
Coordinate System, while the other one in the Polar Coordinate System.
However, using the phase threshold-detector is equivalent to using the
distance measure D to measure the phase distance of the received sample
from each of the thresholds (possible received signal phase angles) and

take the one with the minimum distance as the detected wvalue. Thus, in
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tpis thesis, the use of the distance measure D far DEQPSK signals will,
for simplicity, be referred to as the phase threshold detection process.
The block diagram of a satellite earth station receiver is shown in
Fig. 6.1, where the pre A/D conversion filters are used to remove the
unwanted signal spectral components generated in the demodulation process,
without distorting the wanted signals. The inphase and quadrature baseband
waveforms are converted inte digital signals by means of an A/D conversion
process and are then fed into the demodulation filter (Section 2.4.4). The
signal from the filter is sampled at the time instants {iT), to give the
inphase and quadrature sample sequences {A,) and {B,}, respectively.
Since {A,) and {B,} are digital samples, a lookup table can be wused to
extract the phase angles using the function tan='{({(B,/A,). So at time

t=iT, the lookup table produces at its output the phase sample
Q, = tan~"(B,/A)) 6.1.1

The lookup table which realizes the function tan='(B,/A,) is known here as
the digital tan phase detector (DIPD», whick bas a linear phase

characteristic with a period of 2,

6.2 Amplifier limiter

In the previous description, the demodulated signal, before being fed
into the demodulation filter, is converted into digital signal by means of
an A/D conversion process, S0 an automatic gain controlled (AGC) amplifier
is always required to set the received signal to a predetermined level and
so to ensure that the signal at the input to the A/D converter drives that
device over its full range.

¥ow, if only the phase information of the signal is used (i.e., the
amplitude information is neglected), provided that the received modulated-
carrier signal has a constant or near-constant envelope, then little or no
useful information carried by the phase of the signal is lost in the

receiver by first slicing the receiving waveform at the output of the
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recelver IF filter in an ideal amplifier limiter with the characteristic
shown in Fig. 6.2, and then extracting the phase for subsequent use in the
decoding/detecting process, (An ideal amplifier limiter gives a
rectangular output waveform, obtained by taking a very narrow slice of the
signal, about the wvalue of zero, and amplifying the sliced signal to the
required level.)> The advantages of slicing the signal in an amplifier

limiter are:-

(1) no AGC amplifier is required because the received signal is set,
to the predetermined level by the amplifier limiter,

(2) the correct operation of the receiver is now independent of the
received signal level, with the range of levels handled by the
slicer, and

{3) the signals at the input to the A/D converters can have a fixed
range which is independent of the received signal level, but depend

only on the output power of the amplifier limiter.

6.2.1 Analysis of slicing the received bandpass signal in an ideal
amplifier limiter

To understand the slicing operation, 1t is necessary to study the
characteristic of the assumed ideal limiter. Consider in Fig. 6.3, the
received bandpass (DEQPSK, CE8PSK or CDESPSK) signal. At the input of the

limlter the signal is given by

S, (t) = J/Za, (t)cosw_t - vZb, (tIsinw_t 6.2.1-
= /21a% ) + BT W coslo t + ()]} 6.2.2
where Q(t) = tan—'[b, (t)/a, (t)] 6.2.3

J/2a (t) and /2Zb () are the inphase and quadrature baseband signal

components, respectively. The signal has an envelope of

ECt) = /J2taZty + b0 6.2.4
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Since the amplifier limiter has a constant amplitude envelope versus
time characteristic (Fig. 6.2) and as the memoryless infinite bandwidth
amplifier limiter introduces in no change of signal phase, the signal at

its output is

§.¢t) = /C signicoslu_t + Q1) 6.2.5

where C is a constant dependent on the output power of the amplifier

limiter. sign(x) is 1 or -1 depending upon whether x>0 or x<0. S () is a
rectangular waveform that preserves the locations of the zero crossings of
the signal at the dinput. The =zonal filter <(Fig. 6.3) following the
amplifier limiter is used to remove all bharmonics and pass only the

fundamental band output

S,t) = /C coslu_t + Q()] 6.2.6

= /C cosQ(t)cosw t ~ /C sinQ(t)sinw t 6.2.7

The difference between the signals S, (t) and S,(t) is that S (&) is a
rectangular waveform whereas S,(t) is a rounded waveform, but both signals
preserve the same signal phase. (S,(t) and S,(t)> are used in the phase
demodulators A and B, respectlively, described in Section 6.3.)
From Eqn. 6.2.3,
a, (£

cosQ{t) = - 6.2.8a
JaZ ) + b2

b, (£
and sin(t) = 6.2.8b
/a2ty + bR

Thus, from Eqns. 6.2.7, and 6.2.8, S,{(t) can be written as

/Ca, (t) /Cb, (t)
cosw t -

+

S5,(%) = sinw .t 6.2.9

/a2ty + b2 /a2ty + BT
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Let /Ca, (£)
/2a,(t) = 6.2.10a
/a2t + B3

NGRS

and J/2b, (t) = 6.2.10b
JaZ @) + b

Then,/an(t) and /2b_ are the inphase and quadrature baseband signal
components of S, (t), respectively. Clearly, 1if the signal S (%) at the

input has a constant envelope, Eqn. 6.2.4 becomes

J2a% ) + 2650 = K 6.2.11

where K is a constant, and

/a3ty + B3 = K42 6.2.12

so Equations 6.2.10a and 6.2.10b become

a,(t) = JC/K a, (D) 6.2.13a
and b, (£) = JC/K b, (H) 6.2.13b

respectively. /C/K is a constant, thus the inphase and quadrature baseband
signal components of the received signal are not distorted by the
amplifier limiter.

But, if S;(t) has a nonconstant envelope, Eqn. 6.2.11 becomes

J2a3¢t) + 27 (1> 2 K 6.2.14

and so a,(t) and b,(t) become dependent on both baseband signal
components, a,(t) and b,(t), of the received signal, as can be seen in
Eqns. 6.2.10a and 6.2.10b. This interdependent influence of each baseband
signal component by +the other in quadrature is termed interphase
crosstalk. Of course the smaller is the envelope fluctuations of the

signal at the 1input, the less is the distortion and crosstalk in the

signal from the output.
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All the data-transmission systems, considered so far, are optimized by
sharing the overall filtering equally between the transmitter and receiver
filters., The lowpass filtering is shared equally between mndulation and
demodulation filters and with a 100%, 75%, 50% or 25% sinusoidal rolloff
frequency response. In Sections 3.7.2 and 4.9.1, the results suggest that
the transmitter and receiver filters introduce a relatively low level of
ISI, +thus the overall filtering transfer functions of these data-
transmission systems have, in fact, approximately a 100%, 75%, 50% or 25%
sinusoidal rolloff frequency response.

Vhenever an amplifier limiter is used at the receiver, 1t is absolutely
essential to use matched-filtering and remove as much noise as possible at
the input to the amplifier limiter. Otherwise there may be a serious
degradation in signal-to-noise power ratio at the output of the amplifier
limiter. This means that, at least, the receiver IF filter at the input of
the amplifier limiter should be matched to the received data signal.
Inevitably, therefore some distortion must be accepted in the demodulated
waveforms. However, if the distance measure D is used, and since an ideal
amplifier limiter does not change the phase of the signal, an optimum
filter arrangement can still be obtained for this arrangement by
completing the matched-filtering using the receiver IF filter, as shown in
Fig. 6.3. In the system, the overall transmitter filtering is same as
those of the systems considered before, but the the baseband equivalent
model of the receiver IF filter has the transfer function of the baseband
equivalent mpdel of the transmitter IF £filter in cascade with the
modulation filter, so that the complete matched-filtering is done by the
receiver IF filter alone, The ideal amplifief limiter slices the receiving

signal but keeps the phase unchanged. It is assumed that the pre A/D

filters, with wide bandwidths, does not further distort the phase of the
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signal. Thus the system has the optimum filter arrangement for using the
amplifier limiter and distance measure D because the complete matched-
filtering process has been achleved before the slicing process. Although
the amplifier limiter distorts the signal amplitude, this does not affect
the decoding performance of the signal if the distance measure D is used.
This filter arrangement is optimum for using the amplifier limiter and
distanc; measure D, and in this chapter, it will, for simplicity, be

referred to as the optimum filter arrangement.

6.4 Phase demodulation of the amplifier limited signals
6.4.1 Phase demndulation of the amplifier limited sigpals

Having determined the optimum filter arrangement of the transmission
system, using the amplifier limiter and the distance neasuer D, it is
required now to determine the phase demndulation process that extracts the
phase from the received signal.

The two phase demodulators described here are modifications of a
conventional ideal coherent demodulator, so that a reference carriler is
reguired for the demodulatiorn processes. It is assumed that the recelver
provides the required ideal carrier signal. The data-transmission system
with the use of an amplifier limiter and phase demodulation is shown in
Fig. 6.3. The system can be used for DEQPSK, CE8PSK or CDEB8PSK signals,
depending on the encoder used at the transmitter and the detector/decoder
used at the receiver. From Egqn. 6.2.1, the signal at the receiver IF

filter output is given by
S, (&) = /Za, (t)cose_t ~ /2b, (tIsine_t 6.4.1
which is sliced in the ideal amplifier limiter. The signals at the outputs
of the amplifier limiter and zonal filter are (Eqms. 6.2.5 and 6.2.6)
§,) =/C signicosto_t + Q1) 6.4.2

and S, () = /C coslo_t + Q(t)) 6.4.3

respectively, where C is the constant dependent on the output power of the




-217-

amplifier limiter. These signals are ready for phase demodulation and QL)

is the phase required to be extracted.

A. Phase demndulator A - analysis
The phase demodulator A 1s used here in Fig. 6.3. The signals at the

inputs of the inphase and quadrature pre A/D conversion filters are

Sofﬁbosmct = /C [cosQ(t)cosw t - sinQ(t)sinw_t1/2cosw_t 6.4.4
= /C/2 cosQ(t) + h.f.c. 6.4.5
= A(t) + h.f.c. | 6,4.6
and
-S./2sinw_t = VT [cosQ(t)cosw_ t — sinQ(t)sine t1/2sine_t 6.4.7
= VC/2 sinQ(t) + h.f.c. 6.4.8
= B(t) + h.f.c. 6.4.9

respectively, where

A(t) = VC/2 cosR{t 6.4.10
B(t) = /C/2 sin{t) 6.4.11

and h.f.c. means the high frequency components. The pre A/D converslon
filters block the high frequency comporents in the signals., Equations
6.4.10 and 6.4.11 show that the phase Q{t) of the received complex-valued
signal is determined uniquely by the baseband signal components A(Y) and

B{(t), Also, since

A% (L) + B=(t) [ VC/2 sinQ)1= + [ VC/2 cosf(t)]1= 6.4.12

= C/2 6.4.13

is a constant, the received complex-valued signal at the output of the pre
A/D filters is constrained to lie on the circle ABCD as shown in Fig. 6.4,
where the value of ¥G/2 is dependent on the cutput level of the amplifier
limiter. Assume that the receiver provides the ideal required timing

signal, so that the signals A(t) and B(t) are sampled, at the time
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instants {iT), to give the sequences {A,} and {B,} where, at time t=iT

A, = AUT) = /C/2 coslQUD] = /C/2 cosQ, 6.4.14
' and B, = BUT) = /C/2 sinfQUiT] = VC/2 sinQ, 6.4.15

In the absence of noise and ISI, the possible received and demodulated
DEQPSK, CE8PSK and CDES8PSK signals, at time t=iT, are shown in Fig. 6.4.
The samples A, and B, are fed to the DTPD (digital tan phase detector; see

Section 6.1, which produces at its output the phase angle

Q, = tan=*(B,/A)) 6.4.16

i

Since the maximum possible values of 1Al and IB,| 1n Eqgns., 6.3.14 and

6.3.15 are /C/2, which is only dependent on the amplifier limiter output

power, the A/D converters can be adjusted so that they are not overloaded.
The demodulator just described, using two multiplication processes as

the demodulation process and the DTPD (digital tan phase detector; see

Section 6.1) to extract the phase, is known here as phase demodulator A.

B: Phase demndulator B - analysis

The éhase demodulator B is used here in Fig. 6.3. The rectangular
signal So(t) is passed through a half-wave rectifier (h.w.r.) to remove
the negative parts of the signal. The referance signals are also sliced
and then rectified to remove the negative parts of the signals. So all
signals going into the EX-OR gates are rectangular waveforms with just
two possible levels., Figure 6.5 shows the waveforms at the input and
gutput of the EX-OR gate associated with /Ebosmtt. It can be seen that
A(t), which is the short-term d.c. component in x(t), varies linearly
with the phase angle (time delay) between the two input waveforms over the
range 0 to n radians and also over the range = to 2x radians. Similarly‘

for B(t) and the phase-shifted reference carrier. The pre A/D conversion

- fllters, 1in Fig. 6.3, block the h.f.c. and produce the short term d.c.
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signals A(t) and B(t) at the corresponding outputs. The d.c. component
at the output of either of the A/D conversion filters versus the phase
difference of the signals at the inputs is shown in Fig. 6.6a, where k is
dependent on the output voltage of the EX-OR gate. If the d.c. components
at the pre A/D comversion filter outputs are level shifted by -k volts,
Figure 6.6a becomes Figure 6.6b, which is the preferred arrangement. It
can ba seen that there is a piecewise linear relationship between A(t) and
B(t), as shown in Fig. 6.7, and so the phase angle of the received
complex-valued signal c¢an be determined uniquely by and varies linearly
with A(t) and B(t). Vith the system just described, the received complex-
valued signal 1s constrained to lie on the square DEFG as shown in
Fig. 6.7.

Assume that the recelver provides the ideal timing signal, so that the
signals A(t) and B(t) are sampled, at the time instants {iT}, to give the
sequences {A,) and (B,), where 4,=A(4T) and B,=BWT). In the absence of
noise and ISI, +the possible received and demodulated DEQPSK, CE8PSK and
CDEBPSK signals are shown in Fig. 6.7, The samples A, and B, are fed 1into
the DTPD (digital tan phase detector; see Section 6.1) to produce the

Phase sample angle

Q, = tan~"(B,/8) 6.4.17

It should be noted that the lookup tables realizing Egqms. 6.4.16 and
6.4.17 are different because usually B,#B, and A,#A, for a given value of

Q,.

Since the maximum possible values of 1A, and |B,! are k, which is only
depen&ent on the output voltage of the EX-OR gates, the A/D converters can
be adjusted so that they are not overloaded.

The demndulator just descrited, using two EX-OR gate operations as the

demodulation process and DTPD (digital tan phase detector) to extract the

phase, is knows here as phase demodulator B.
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6.4.2 Baseband equivalent model of the amplifier limiter in cascade with

phase demodulator A or B, for computer similation

A. Phase demodulator A

The equivalent baseband signals of S,(t) (Eqn. 6.2.1) at the input to
the amplifier limiter and of S,{(t> (Eqn. 6.2.9) from the output of the
zonal-filter can be represented (Appendix A6) as the complex-valued

signals

s, () = a,(t) + jb, (D) 6.4.18

JCa, () JCh, (t>
and s, (t) = = = + 3 = ==
VZ2/aT @Sy /2/aT ()47

respectively, where J=/-1. Since the valve of V&E is dependent on the

6.4.19

amplifier limiter output power, which can be set to any positive real
value without lost of generality, it is convenient to set C=2. Under this
condition, from Eqns., 6.4.18 and 6.4.19, the baseband equivalent model of
the amplifier limiter in cascade with the zonal-filter can be represented

by the function 1
AL(EY = 6.4.20

Va2 ()42 ()

So for the sigrnal s, {(t)=a, {t)+jb,(t) at the input to the amplifier
limiter, the signal from the output of the zonal-filter is
So(t) = AL(t)s, ()

a, (t) b, ()

.= + j 6.4.21
vaZwraly  JaZmrlw

The slicing process has retained the signal phase angle, but distorted the
signal amplitude by setting its envelope to a predetermined level and the
received complex-valued signal is therefore constrained to lie on a circle

(Fig. ©6.4). The 1linear demodulator {(two multipliers) and pre A/D

conversion filters do not further distort the signal, so that the
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amplifier limiter, the zonal-filter, the linear demodulator and the
pre A/D filters can be represented by the baseband equivalent mndel with

the function

PDMA () = ————e 6.4.22

B. Phase demodulator B

Phase demodulator A is a linear device, but phase demndulator B is not.
This can be seen by comparing the possible recelved complex-valued signals
at the outputs of phase demodulators A and B, as shown in Figs. 6.4 and
6.7, respectively. The amplifier limiter distorts the signal amplitude at
the input by constraining it to lie on the circle, while phase demodulator
B further distorts the signal amplitude by constraining 1t to lie on the

square, So for a complex-valued signal {(Eqn. 6.4.18)
s, (t) = a,(t) + jb (D) 6.4.23

at the input to the amplifier limiter in cascade with phase demodulator B,

the signal from the pre A/D conversion filter output is

fa, (t) + §b, (D1k
ta, (t)1 + 1D, (t)1

S, () = 6.4.24

-

as can be seen from Fig. 6.7. Since the value of k is dependent on the
EX-OR gate output voltage, which can be set to any positive real value
without lost of generality, 1t 1s convenient *to set k=1, Under this

condition, Egqn. 6.4.24 becomes

[a,(t) + §b (£)]
Ta, (&)1 + 1b, (£)1

So (1) = 6.4.25

The demodulation process has also retained the signal phase angle, but

distorted the signal amplitude. The received complex-valued is constrained

to lie on a square in the complex-number plane (Fig. 6.7). The pre A/D
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conversion filters do not distort the signal, so the amplifier limiter,
the nonlinear demodulator (two EX-OR gates) and the pre A/D conversion
filters can be represented by the baseband equivalent model with the

function

_ 1
PDMB(Y) = la, (E)F + b, (£)1 6.4.20

The functions PDMA(t) and PDMB(%) are modelled digitally for computer
simulation. In the corresponding sampled signal, the functions given by

Eqns.6.4.22 and 6.4.26, at time t=mTs, can be written as

PDNA_ = L 6.4.27
VoI, v,
PDMB,, = 1 6.4.28
» = Ta, T + 15, .1 4

respectively, where FPDMA =PDMA(wT_ ), PDMB =PDMB(wl)), a,  =a,(ml ) and

b, =b,(mI ). Equations 6.4.27 and 6.4.28 are used in computer simulation

s
tests to assess the performance 0f the system.

Although phase demodulator B causes further signal distortion to the
signal, while phase demodulator A does not, if the optimum filter
arrangement and distance measure D is used, the phase demodulators have
the same tolerance to noise. This is indicated in Fig. 6.8. R and R' are
the complex-valued signal before and after sliciag, and so R* has been
constrained to lie on the circle. With phase demodulator A, the received
signal remains qt the same position, whereas, with- phase demodulator B,
the received signal 1s further distorted and so constrained to lie on the
square and becomes R". The phase angle @, of these signals remain the

same, Hence, under these conditions, if the distance measure D is used,

the error-rate performance is 1independent of which of the phase

dempdulators is used.
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6.5 Suboptimum filter arrapgement for wusing the amplifier
linmiter and distance measure D

Vith the use of the distance measure D at the detector/decoder, the
data-transmission system, as shown in Fig. 6.3, has the optimum filters
for use with the amplifier limiter. However, the system is impractical
because it 1is very difficult to design a narrowband analogue bandpass
filter with the wanted f£frequency response. The system requires the
receiver IF filter to have its baseband equivalent model the same as the
resultant transfer function of the baseband equivalent model of the
transmitter IF filter in cascade with the modulation filter.

A practical filter arrangement for a DEQPSK, CE8PSK or CDE8BPSK system,
using the amplifier limiter and the distance measure D, is shown in
Fig. 6.9. In this arrangement, the receilver IF filter, having the same
characteristics as the transmitter IF filter, matches the received data
signal and removes as much noise as possible at the input to the amplifier
limiter. Provided that the signal envelope is nearly constant, no severe
signal distortion results, with no very seriocus reduction in tolerance to
noise. The signal at the output of the receiver IF filter is sliced and
then demndulated using phase demodulator A or B. At the outputs of the
pre A/D conversion filters, the signal is sampled and fed into the
demodulation filter.

It is required pow to determine the characteristics of the demodulation
filter that matches the baseband data signal as closely as possible. Since
the signal has been nonlinearly distorted by the amplifier limiter and
perhaps phase demndulator B, it may not be possible to find a filter
exactly matching the baseband data sigrpal.

Figure 6.10 shows the baseband equivalent model of the DEQPSK, CE8PSK

or CDES8PSK system, with a 1linear and bandiimited channel. From

Eqns. 6.4.22 and 6.4.26, the functions representing the baseband
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equivalent models of the amplifier 1limiter 1in cascade with phase

demodulator A or B are

PDMA(t) = 1 — 6.5.1

JaZ ) + b3

1
la, (&)1 + 1b, (421

it

and PDMB(t) 6.5.2

respectively, with a, (t) and b, (t) the inphase and quadrature baseband
components of the signal at the input to the amplifier limiter.

With the use of phase demodulateor A and if the signal at the input has
a constant envelope, i.e., aZ{)+b7(t) is a constant, the signal is not
distorted. The demodulation filter which has the same characteristics as
the modulation filter can be used to match the received baseband data
signal.

However, with the phase demodulator B, even if the signal has a
constant envelope so that the amplifier limiter does not distort the
signal, the demodulator will. Inevitably, therefore some distortion must
be accepted in the received baseband data signal.

For the DEQPSK, CE8PSK and CDEEPSK signals, the received bandpass
signals have a nonconstant envelope due to the transmitter filtering.
Inevitably, +the amplifier 1limiter introduces nonlinear amplitude
distorticn into the signals, regardless of which of the phase demndulators
is used. In this case, it may not be possible to design a demodulation
filter which exactly matches the received baseband data signal.

Computer simulation testé. using the model ;hnwn in Fig. 6.10, have
been carried out to find the received baseband data waveforms of DEQPSK,
CE8PSK and CDES8PSK signals, over the linear and bandlimited channel, at
the outputs of the receiver IF filter, and phase demodulators A and B.

Figure 6.11 shows the results for CE8PSK signals. (Note that DEQPSK,

CES8PSK and CDESPSK signals have the same waveform shapes, provided that




the same transmitter filtering 1is used.) They show that, for a given
transmitted signal and for elther phase demodulator A or B, the shapes of
the received baseband data waveforms are quite simllar to each other.
Hence, if the demndulation filter, which has the same characteristics as
the modulation filter, is used, no very serious degradation in performance
results, even though the demndulation filter may not exactly match the
data waveforms. Figure 6.11 shows that the data waveforms, usiné phase
demodulator B, have more spikes than those using phase demodulator A.
Hence phase demndulator B should have a poorer performance than phase
demndulator A.

This is a suboptimum filter arrangement for use with the amplifier
limiter and distance measure D (because the demodulation filter does not

exactly match the received signal), and, for simplicity, it will be

referred to as the suboptimum filter arrangement.

Vith the optimum filter arrangement, as shown in Fig. 6.3, the matched
filtering is achieved by the receiver IF filter, For DEQPSK signals, the
arrangement has the same error-rate performance as that using the
convertional demodulator, independent of which of the phase demcdulétors
is vsed (because they produce the same phase value for a given received
complex-valued signal; see Fig. 6.9), Howaver for CEBPSK signals, since
the amplifier limiter nonlinearly distorts the signal envelope, even if
the optimum distance measure (unitary distance measure) is used in tke
Viterbi deceoder, a degradation in tolerance to noise is inveitable. (This
is because the amplitude information is essential for the Viterbi-decoder
to achieve the optimum decoding performance)., However 1f the distance

measure D is used with this filter arrangement, phase demndulators A and B
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have the same effect on performance (because they produce the same phase
value for a given signal, see Fig. 6.9). The degradation at Pa=10"% 1is
about 0.5 dB (which is caused by the fact that the distance measure is

suboptimum; see Section 4.9.5).

6.7

and CDESPSK signals, with the use of the suboptimpm filters

for the amplifier limiter, phbase dempdulator A or B __and
distance measure D

The simulation model used to assess the error-rate performances of
different signals, with the use of the suboptimum f£filters for the
amplifier limiter, phase demodulator A or B and the distance measure D,
over a linear and bandlimited satellite channel, is shown in Fig. 6.10,

Figure 6.12 shows the simulation model used to assess the performances
of different signals with the use of the predistorter, HPA, the suboptimum
arrangement for the amplifier limiter, and the phase demodulator A or B
with a nonlinear and bandllimited satellite channel and in an ACI
environment. The filter characteristics in these two models are same as
those in Figs. 3.5 or 4.6,

These two simulation models (Figs. 6.10 and 6.11) can be used for
DEQPSK, CE8PSK or CDE8B8PSK signals, depending on the encoder used at the
transmitter and the detector/decoder used at the receiver. Computer
éimulation tests over these two models have been carried out tu-assess the
effects of the amplifier limiter and the two phase demodulators on the
performances. The results are shown and discussed in the following
sections., In all simulation tests, 1t 1is assumed that the receiver
provides the required ideal carrier and timing signals, and in the case of
CE8PSK and CDESPSK signals, the decoder uses 16 stored vectors with a

'32-symbol delay in decoding.
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6.7.1 Performances of signals 1A, 2A, 3A and 4A

A. Over a linear and bandlimited bandpass channel

The simulation model is shown 4in in Fig. 6.10. The error-rate
performances of signals 14, 2A, 3A and 4A are shown in Fig. 6.13, which
shows that, after slicing, the phase demodulators A and B have. similar
error-rate performances, Signal 14, with only about 0.5 dB degradation in
tolerance to noise at Pa=10"%, in comparison with that of an ideal system,
bas the ©best performance, which is independent of whether phase
demodulator A or B is used. This is because signal 1A is a relatively
wideband signal with less envelope fluctuations and hence less nonlinear
distortion introduced by the amplifier limiter and phase demodulator, so
the amplifier limiter and phase demodulators are better suited to wideband
signals. The degradations in tolerance to noise of the signals, with the
use of phase demodulators A and B, at P.=10"%, measured in comparison with

that of an ideal DEQPSK system, are shown in Table 6.2.

B. ¥ith the use of the predistorter over a anonlinear bandpass channel and
in an non-ACI environment

The simulation model used to evaluate the error-rate performances of
signals 1A, 2A, 3A and 4A is shown in Fig. 6.12, with Switches 'A' open
(so there is no ACI). The results, with the HPA operating at 0.2 4B and
0.68 dB OBO, and phase demodulator A or B*used at the receiver, are shown
in Fig. 6.14. It can be seen that, after slicing the signals, phase
demodulators A and B bave essentially the same error-rate performance. The
results also show that signal IA suffers the least degradation in
tolerance to noise because of its reduced envelope fluctuations, Table 6.3
shows the degradations in tolerance to noise of the signals, with the use

of the amplifier limiter and phase demodulator A or B, at Pa.>10-4,

measured in comparison with that of an ideal DEQPSK system. Comparing

these results with the degradations in Table 5.3, it can be seen that the
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slicing and phase demndulation processes have caused a further degradation

1.1-2,8 dB relative to the DEQPSK signals at P.=10"4,

C. Vith the use of the predistorter over a nonlinear bandpass chanpel and
in an ACI environment

The simulation model used to evaluate the error-rate performances of
signals 1A, 24, 3A and 4A is shown in Fig. 6.12, with Switches 'A' closed
(so there is AC] coming from the upper and lower adjacent channels). The
results, with the HPA operating at 0.2 dB and 0.68 dB OBO, the channel
spacing fc«=5R/4 Hz and with the use of phase demodulator A or B, are
shown in Fig. 6.15. It can be seen that phase demodulators A and B have
similar performances, at Pa?}10~“, The results alsoc show that for signals
4A with 0.68 dB HPA OBO, the phase demodulator A gains 1 dB over the plase
demodulator B, at Pa.=10"*, This is because signal 4A is a relatively
narrow band signal with more severe envelope fluctuations, so that more
nonlinear distortion is caused by the amplifier limiter and phase
demodulator. By comparing the results shown in Figs. 6.13 and 6.14 (or
Tables 6.3 and 6.4), it can be seen that, with the use of the amplifier
limiter and phase demodulator A or B, the degradations caused by ACI are
larger than those with the use of the conventional demodulator (Fig. 5.13
or Table 5.14), which implies that the phase demodulators are more
sensitive to ACI thamn the conventional demodulator. This is expected
because ACI acts as noise in the wanted signal, and the wanted signal is
nonlinearly distorted by the phase demodulator, s& that the demndulator
filter no longer matches the wanted data sigpal. Table 6.4 shows the
degradations in tolerance to nolse of the signals, at Pe.=10"%, using phase
demodulator A or B, measured in comparison with that of an ideal DEQPSK
system.

Although it is shown in Sectlion 5.3.2 that, signal 4A provides the most

effective arrangement, when the predistorter and conventional demodulater
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are used, this is not the case when slicing and phase modulation are used.
The results in Fig. 6.15 show that, for the assumed conditions, signal 3A
provides the best performance.

From the results in this section, 1t can be concluded that, for the
given filters, predistorter, HPA, amplifier limiter and phase demodulator
A or B, the most effective arrangement is to use signal 3A with f..=5R/4
Hz and HPA operating slightly below saturation, say 0.2 dB 0BO. The
degradation is about 2.8 - 3.3 4B, at Pu=10"%, in comparison with that of
an ideal DEQPSK system. When comparing this result with that using a
conventicnal demodulator (Fig, 5.13 and Table 5.4), 1t can be seen that
slicing and phase demodulation have caused a degradation of about
2.1-2.6 dB, at Pa=10"%,

Of the +two pbase demodulators, phase demodulator B is more cost
effective than phase demodulator A because of its simplicity in hardware
implementation (no zonal-filter is required), but it invelves a penalty in
tolerance to noise, at Pe.=10-4, of 0.5 dB, relative +to phase

demndulator A.

6.7.2 Performances of signals 1B, 2B, 3B and 4B
A. Vith the use of different distance measures over a linear and
bandlimited bandpass channel

The simulation model used to evaluate the error-rate performances is
shown in Fig. 6.10. In the cases where the distance measure involves the
envelope information (i.e., when the distance measures A, B or E is used),
the DIPD (digital tan phase detector) is removed from the model and the
decoder has the operation of computing the values of the envelope and
phase of the recelved signal. The error-rate performances of signals 1B,
2B, 3B and 4B, with the use of different distance measures, are shown in
Figs. 6.16 and 6.17. It can be seen that, with the use of the suboptimum

filter arrangement, the degradations in tolerance to noise of signals 1B,
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2B, 3B and 4B, with the use of the unitary distance measure (i.e., the
distance measure A) or +the distance measure E, are in the range
0.5-1.1 dB, in comparison with that of an ideal CE8PSK system. The results
also show that, when the suboptimum distance measures B, C and D
(Section 4.8) are used, the further degradations in tolerance to noise of
the signals are in the range 0-0.5 dB, in comparison with that of the
optimum distance measure., Thus the distance measure D achieves a good
conpromise between performance and complexity. The error-rate performances
of CE8PSK signals with the use of the distance measure D is shown in
Fig. 6.18, which indicate +that, after slicing, phase demodulators A and B
have a similar performance, Signal 1B, with about ¢.9 dB P. degradation at
Pe=10-4, ip comparison with that of an ideal CEBPSK system, has the best
performance (see Section 6.7.1 for the reason) and its performance is
independent of whether phase demodulator A or B is used. Note that 0.5 dB
of the degradation is due to using the distance measure D. Hence, 1f the
distance measure D is used, the extra penalty for using the suboptimum
filter arrangement (with the amplifier limiter) is only about 0.4 dB at
Pa=10"%. Table 6.5 shows the degradations in tolerance to noise of the
signals at Pa=10"4, with the uses of the amplifier 1limiter, phase
demodulator A or B and the distance measure D, measured in comparison with

that of an ideal CE8PSK system.

B. Vith the use of the predistorter and the distance measure D over a
nonlinear bandpass channel in an ACI eavironment

The simuiatién model used to evaluate the e;ror-rate performances of
signals 1B, 2B, 3B and 4B is shown in Fig. 6.12, with Switches 'A' closed.
The results, with the HPA operating at 0.2 dB and 0.68 dB OBO, the channel
spacing fc«=5R/4 Hz and with phase dempdulator A or B, are shown in

Figs. 6.19 and 6.20. It can be seen that, after slicing the signal, phase

demodulators A and B have similar performances, at P.?10-4, for signals
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1B, 2B, 3B and 4B. The P. degradations of the signals at Pu=10"4, measured
in comparison with that of an ideal CE8PSK system, are shown in Table 6.6,
Comparing Table 6.6 with Table 6.4, it can be seer that phase demodulators
A and B have a smaller difference in performance for CES8PSK signals than
for DEQPSK signals

In Section 5.3.3, it has been shown that signal 4B provides the most
cost effective arrangement, when predistortion and conventional
demodulation are used, but this 1s not the case when slicing and phase
demodulation are used. With the HPA operating at 0.2 dB and 0.68 4B OBEO,
the performances of signal 4B, with phase demndulator B and f..=4.5R/4 Hz,
are shown by the dotted lines om Figs. 619b and 6.20b, respectively. It
can be seen that, at 0.2 and 0.68 dB HPA OBO, this arrangement has
degraded the performances of the signal by about 3.4 4B and 3.2 dB, at
Pa=10"%, 1in comparison with that of an ideal CE8PSK system. The
performances are more than 1 4B worse than those of any of the signals
with fc==5R/4 Hz.

From the results shown in Figs. 6.15 and 6.20, it can be concluded
that, for the given filters, predistorter and HPA, when the amplifier
limiter, phase demodulater A or B and distance measure D are used, the
most cost effective arrangement is signal 3B with f..=5R/4 Hz, and with
the HPA slightly below saturation, say 0.2 dB OBO. The degradation in
tolerance to noise is about 1.6 dB, at Pa=10"%, in comparison with that of
an ideal CE8PSK system. This degradatibn is due to (1) the predistorter
and HPA, (2) the amplifier limiter, (3) ACI, (4) the suboptimum distance
measure D, (9) phase demodulator A or B, and (6) the suboptimum filters.
Vhen comparing with the degradation (2-2.6 dB) of signal 3A (a DEQPSK
signal), under the assumed conditions, obtained in the previcus section,
it is obvious that the CE8PSK signal suffers less further degradation

caused by using slicing and phase demodulation.
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6.7.3 Performances of signals 1C, 2C, 3C and 4C
A. Vith the use of the distance measure D over a lipear and bandlimited
bandpass channel
The similation model used to evaluate the error-rate performances of
signals 1C, 2C, 3C and 4C are shown in Fig. 6.10. The results are shown in
Fig. 6.21. As in the case of CE8PSK signals, CDESBPSK signals, after
slicing the signal, phase demodulators A and B have a similar performance,
at Pu.=10"%, The degradations in tolerance to noise of the signals, at
Pa=10-%, measured in comparison with that of an ideal CE8PSK system, are
shown in Table 6.7. In Section 5.2.4, it is shown that the differential
encoding in CDES8PSK signals causes a degradation in tolerance to noise of
about 0.7 dB, at Pa=10"%, in comparison with that of an ideal CEBPSK
system. Hence when comparing the degradations in tolerance to noise shown
in Table 6.7 with those shown in Table 6.5, 1t can be seen that
differential encoding causes a degradation of about 0.7 dB, at Pa=10"4, in

all CDESPSK signals.

B. Vith the use of the predistorter and the disténce measure D over a
nonlinear channel and in an ACI enviroment

The simulation model used to evaluate the error-rate performances of
signals 1C, 2C, 3C and 4C is shown in Fig. 6.11, with switches 'A' closed.
The results, with the HPA operating at 0.2 dB and 0.68 dB OBO, the channel
spacing fc«=5R/4 Hz and the use of phase demodulator A or B, are shown in
Figs. 6.22 and 6.23, It can be seen that, after slicing the signal, phase
demodulators A and B have a similar performance, at Pu.?107%, for signals
1C, 2C, 3C and 4C. The degradations in tolerance to noise of the signals
at Pu=10"%, measured in comparison with that of an ideal CE8PSK system,
are shown in Table 6.8.

In Section 5.3.4, 1t is shown that sigpnal 4C provides the most cost
effective arrangement when predistortion and conventional demodulation are

used, but this is not the case when slicing and phase demndulation are
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used. Vith the HPA operating at 0.2 dB and 0.68 dB OBD, the performances
of signals 4C, with the use of phase demodulator B and f.«.=4.5R/4 Hz, are
shown by the dotted lines in Figs. 6.8a and b, respectively. It can be
seen that, at 0.2 and 0.68 dB HPA OBQO, this arrangement introduces
degradations of about 4.2 and 4.1 dB, at Pa=10"4, in comparison with that
of an ideal CE8PSK system. Their performances are more than 1 dB worse
than that of any of the signals with f..=5R/4 Hz.

From the results in this section, it can be concluded that, for the
given filters, predistorter and HPA, with slicing, phase demodulator A or
B and distance measure D, the most cost effective arrangement is to use
signal 3C with f-.=5R/4 Hz and to operate the HPA slightly below
saturation. The degradation in tolerance to noise is about 2.5 dB, at
Pa=10"%, in comparison with that of an ideal DEBPSK system. The
degradation is due to (1) differential encoding, (2> the predistorter and
HPA, (3) the amplifier 1limiter, (4) ACI, (5) the suboptimum distance
measure D, (6) phase demodulator A or B, and (7) the suboptimum filters.
Note that, under these conditions, Phase demodulators A and B have
essentially the same performance, so that phase demodulator B is more cost
effective bhecause of 1its simplicity in hardware implementation (no
zonal-filter is requireds;,

When comparing the error-rate performance of signal 3C (Fig. 6.23) with
that of signal 3A (Fig. 6.15), under the same conditions, it can be seen
that signal 3C has an advantage of 2.6 dB at P.=10"%, over signal 3A.

Hence, despite the degradation caused by using the suboptimum distance

measure and differential encoding, signal 3C is still worth considering.
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at Pa=10-4,

expressed in dB,
ideal DEQPSK system (from Fig. 6.13).

Received sample Received phase Phase threshold
values angle {in radian) detected values
r? ri=? Q,=tan™' {r{*>/ri=*) P;" ;::;
>0 >0 0 ¢ Q4 ( w/2 +1 +1
20 <0 0> Q4 3 /2 +1 -1
<0 >0 n/2 £t 2w -1 +1
<0 <0 -n/2 > Q1 ¥ -m -1 -1
Table 6,1 Phase threshold detection.
Phase Signal
demodulator 1A 2A 3A 44
A 0.5 0.9 1.1 1.8
B 0.5 0.9 1.2 2.2
Table 6.2 Degradations in tolerance to noise of signals 1A, 2A, 3A
and 4A, over & limear and limited channel, with the use of the

suboptimum filters, the amplifier limiter and phase dempdulator A or B,
measured in comparison with that of an

HPA OBD Signal Phase
{(in dB) 1A 2A 3A 4A demodul ator
0.2 1.8 1.6 1.9 2.8 A
0.2 1.5 1.6 2 3.3 B
0.68 1.1 1.5 2 2.6 A
0.68 1,1 1.5 2 2.9 B
Iable 6.3 Degradations in tolerance to nolse of signals 1A, 2A, 3A
and 4A, over a nonlinear and bandiimited channel, with the use of the

suboptimum filters, the predistorter, the HPA operating at 0.2 or 0.68 dB
0BG, the amplifier limiter and phase dempdulator A or B and in an non—-ACI
environment, at P.=10-4, expressed in 4B, measured in comparison with that
of an ideal DEQPSK system (from Fig. 6.14),




r
+

HPA OBO Signal Phase
{dn 4dB) 1A 2A 3A 4A demodulator
0.2 3.3 2.8 2.8 4 A
0.2 3.3 3.3 3.3 4.8 B
0.63 3.3 3 2.4 3.3 A
0.68 3.3 3 2.7 4.2 B
Table 6.4 Degradations in tolerance to noise of Signals 1A, 24, 34

and 4A, over a nonlinear and handlimited channel, with the usa of the the
suboptimum filters, the predistorter, the HPA operating at 0.2 or 0.68 dB
0BO, the amplifier limiter and phase demndulators A or B and in an ACI
environment with f..=5R/4 Hz, at Pa=10"4, expressed in dB, measured in

comparison with that of an ideal DEQPSK system (from Fig. 6.15).

Phase Signal
demodulator 1B 2B 3B 4B
A 0.9 1.1 1.2 1.5
B 0.9 1.1 1.3 1.6 .
’ Tahle 6.5 Degradations in tolerance to nolse of Signals 1B, 2B, 3B
and 4B, over a linear and limited channel, with the use of the

suboptimum filters, the amplifier limliter, phase demodulator A or B and

the distance measure D,

at Pa=10-4,

expressed 1in dB,

measured in

comparison with that of an ideal CE8PSK system (from Fig. 6.18).

HPA OBO Signal Phase
{(in dB) 1B 2B 3B 4B demodulator
0.2 2 1.8 1.6 2 A
0.2 2.3 1.9 1.6 2.3 B
0.68 2 1.7 1.5 1.7 A
0.68 2.2 1.8 1.6 2 B

Table 6.6 Degradations in tolerance to noise of Signals 1B, 2B, 3B

and 4B,

0BO,

the amplifier limiter,
measure D and in an ACI environment,

over a nonlinear and limited channel,

with the use of the the
suboptimum filters, the predistorter, the HPA operating at 0.2 or 0.68 dB
phase demodulator A or B and the distance

with f..=5R/4 Hz,

at Pa=10"%,

expressed in dB, measured in comparison with that of an ideal CE8PSK
system (from Figs. 6.19 and 6.20).
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Phase Signal
demodulator 1c 2C 3C 4C
A 1.5 1.7 1.8 2.2
B 1.5 1.7 1.9 2.4
Iable 6.7 Degradations in tolerance to noise of Signals 1C, 2C, 3C
and 4C, over a 1linear and limited channel, with the use of the

suboptimum filters, the amplifier limiter, phase demodulator A or B and
distance measure D, at Pa.=10-4, expressed in dB, measured in comparison

with that of an ideal CES8PSK system {(from Fig. 6.21).

HPA OBO Signal Fhase
(in dB) 1C 2C 3C 4C demodulator
0.2 2.9 2.6 2.9 2.9 A
0.2 3 2.7 2.6 3 B
0.68 3 2.6 2.4 2.6 A
0.68 3.1 2.6 2.4 2.9 B
Iable 86,8 Degradations in tolerance to noise of Signpals 1C, 2C, 3C,

4C, over a nonlinear and 1limited channel,
suboptimum filters, the predistorter, the HPA operating at 0.2 or 0.68 dB
phase demndulator A or B and the distance
with f..=5R/4 Hz,

OBO, the amplifier limiter,
measure D and in an ACI environment,

expressed in dB, measured in comparison with that of an ideal CE8PSK
system (from Figs. 6.22 and 6.23).

with the use of the the

at Pa=1074,
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Figure 6.4 Possible output signals when using the amplifier limiter and phase
demodulator A.
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- Figure 6.5 Signal waveforms at the input and output of the EX-OR gate.
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Figure 6.6 Characteristics of the EX-OR gate. (a) before and, (b} after the

output short-term d.c. signals A(t> and B(t) have been level shifted by -k volts.
¢, 1s the phase angle between the input waveforms.
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Possible output signals when using the amplifier limiter and phase
demodulator B,




—241-

quadrature |
signal |

|

R
Rl
Rli
inphase
Q, signal
=

Recelived complex-valued signal after slicing and phase
demodulation. After slicing, R' 1is constrained to lie on the circle. Vith phase
demodulator A, the signal remains at the same position, whereas, with phase
demodulator B, the signal is further distorted and constrained to lie on the square
and becomes R*. The angles ., of these complex-valued signals ate the same.
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for the amplifier limiter, phase demodulator A or B and the distance measure D, for computer
similation F_(f) 1is the resultant transfer function of the baseband equivalent of the

transmitter IF filter in cascade with the modulation filter.
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0f the suboptimum filters, the predistorter, the amplifier limiter, phase demodulator A or B and
the distance measure D, for computer simulation. F (f) is the resultant transfer function of the
baseband equivalent model of the IF filter in cascade with the modulation filter. LF,. means the
baseband equivalent model of the IF filter, Switches 'A' determine whether the system is in an
A£CI environment.

Baseband equivalent model of the DEQPSK, CE8PSK or CDEBPSK system,

with the use
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and phase demndulators A and B. PDMA and PDMB mean phase demndulator A and
phase demodulator B, respectively.
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linear channel, with the use of the suboptimum filters, the amplifier limiter
and phase demodulators A and B. PDMA and PDMB mean phase demodulator A and
phase demodulator B, respectively.
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Figure 6.19 Brror-rate performances of signals 1B, 2B, 3B and 4B, over a nonlinear and
bandlimited chanmel, with the use of the suboptimum filters, the predistorter, the HPA operating
at 0.2 dB 0BO, the amplifier limiter and phase demndulators (aJ A and, (b) B and in an ACI
environment, with f.«=5R/4 Hz.
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7.1 Introduction

Previcus discussion on the demodulatiun process assumed that the
receiver provides the required ideal carrier and timing signals., In this
section, carrier-recovery techniques are studied with enphasis on
applications to DEQPSK and CDESPSK signals.

In satellite communications, carrier recovery for coherent demodulation
can be classified according +to application: continuous or burst
transmission, When transmission is continucus, e.g. in FDMA systems, the
carrier acquisition time (i.e., time to recover the carrier) need not be
rapid. However, in TDMA systems, a succession of short-duration bursts
emanating from a number of different stations 1s presented to the
demodulator. Each burst has its own independent carrier phase and
consequently a rapid carrier acquisition time is required. For the present
mobile system, although an FDMA system is assumed, a rapld carrier
acquisition time is still required in order for the modem to recover the
data after a sudden signal fade due to passing under an sbstacle, e.g. a
flyover, a bridge, etc., above the wvehicle.

To recover the carrier at the receiver, phase-locked loops (PLLs) are
commonly used. There has been a tremendous amount of work done in this
area. There are books [11,(21,(3],04]) 'which cover the analysis and design
of the PLL in one way or the other. In the early development of the PLL,
the work was primarily for analog phase-locked loops <(APLLs). ﬁowever.
with increasing emphasis on digital circuitry, because of 1its decreasing
cost, increased reliability and smaller size, there have been efforts to
develop digital phase locked loops (DPLLs).

A PLL (APLL or DPLL) is a device which tries to track the phase of the

incoming sigmal. It is realized by a phase detector (PD), a loop filter,




o
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and a voltage-controlled oscillator (VCO) (see Fig. All.la in
Appendix All.1). The PD compares the phase of the input signal with that
of the VCO and produces an error voltage which is a sinusoidal function
(triangular and sawtooth are also possible, though sinusoidal is the most
common one) of the error signal. This error signal is filtered and applied
to the VCO whose output frequency moves in a direction so as to reduce the
phase difference of the input signal and output of the VCO. VWhen the loop
is "locked®, the short-term frequency of the VCO is exactly or very nearly

equal to the average frequency of the input signal.

DEQPSK and CDE8PSK signals use quadrature modulation (Sections 2.6,
3.1.1 and 5.2.1), 1n which the modulated waves consists of the sum of two
double sideband suppressed carrier components. Since the carrier is absent 1
from the signal, a conventional APLL or DPLL (Appendices All.1 and A11.2) |
will fail to track, and carrier regeneration is required. Generating a
reference carrier from a suppressed carrier signal can be achieved in a |
number of ways, including the M*™ power method, the Costas loop and the
decision-feedback loop (Appendices A11.3, Al1l.4 and A11.5). In the M*m
power loop (Appendix A11.3) , the carrier of the M-ary phase signal is
generated by raising the signal to the power M <(using an M*" power
device), and a PLL is used to track the M*™ harmonic component. Frequency
division by M of the PLL output yields the required carrier reference, One
of the disadvantages of the loop is that, in some situations where IF
multiplication is not practical, e.g., a CDESBPSK signal with 7¢ MHz IF
frequency, it would require an 8*" power loop in which the PLL would have
to track the 560 MHz frequency component, so that a Costas loop may be
used (Appendix All.4),

'The decision-feedback loop {(Appendix A11.5) is a modification of the

Costas loop. In the case of the demndulation of BPSK signals, it has been

shown (4] that the decision-feedback loop provides an improved performance
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relative to the squaring loop (i.e., with M=2 in the N*" power loop). But
apart from the difficulties in hardware implementation, similar to the
other methods mentioned before, it also suffers from the “hangup®
phenomeneon [5]1 (Appendix Al11.2).

In this thesils, a modified-decision feedback loop (MDFL) is presented
to recover the carrier signal for DEQPSK signals. The loop employs a
digital control oscillator (DCO), instead of a VCO. This 1is because the
phase error sigral used to control the phase of the carrier signal from
the oscillator is digital, while the high fregquency carrier signal from
the oscillator cannot be digital and so must be analog . The loop does
not suffer from the “"hangup" phencmenon. Computer simulation tests on the
¥DFL have been carried out for CDESPSK signals, but unfortunately the
results have suggested that the MDFL has a poor performance, Therefore a
decision—directed loop (DDL) is used instead. These 1iwo loops are

described in the following sections.

7.2 Carrier recovery loops for DEQPSK and CDESPSK signals

The DEQPSK signal receiver with the use of the MDFL and the CDESBPSK
signal receiver with the use of the DDL are shown in Figs. 7.1 and 7.2,
respectively. In order to avoid complicating the description of these two
loops, the DEQPSK and CDES8PSK systems shown in Sections 3.2.1 and 5.2.1,
respectively, are assumed here, so that the overall channel transfer
functions of the systems have a sinusoidal rolleff frequency response and
2 linear phase characteristic over the bandwidth., Assume that the
receivers in these two systems provide their required ideal timing (but
not carrier) signals which are needed in using the MDFL and DDL. Also
assume that the distance measure D is used at the receivers. (For the

description of generating the signals at the +transmitters, see

Sectlons 3.2.1 and 5.2.1.)
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In both systems, the signals at the inputs of the receivers are given
by

rt) = (/2a(+¥_ (£ Icosie_t+6 (£)]
~[/2b(t)+8_(t) Isinl v t+6 (1)) 7.2.1

with ¥_<(t) and N_(t) as defined in Egn. 3.1.5 or 5.2.3, and 8{) is an

arbitrary phase angle.

Let the inphase and quadrature reference signals from the digital
controlled oscillator (DCO) be VZcoslw_t+6(t)] and -/Zsinlo_t+d (1)1,
respactively, with 8(t) the estimate of 6(t). The inphase and quadrature
data signal components plus noise Jjust prior to the demodulation filter

are

r(t)coslwct+8 ()]
= {a(t) + /EN_(t){cosl2w_t + 9(t) + B(t)] + coslO(t) — SLM
—[b(t) + VEN_(t){sinl20_t + 6(t> + 6(£)1 + sinlO(t) —~ BN

CXCH)!

= falt) + VEN_(t)lcos[B (L)

-(b(t) + VEN_($)1sinlB(t) ~ §(£)1 + h.f.c.

= {a(t) + /BN_(t)lcose (t)

-{b(t) + /UN_(t))sine(t) + h.f.c. 7.2.2a

and -r(t)sinle_t+8(t)]
= -[alt) + YHE_(t){sinl2e_t + 6(t> + B(t)] - sinlB(t) - 6D

—Ib(t) + VBN, (t) {cosl2u_t + 8(t) + 61 - coslB(t) - 6L

= la(t) + VEE_(t)1sinl8(t) — 6(t)]

+ bty + VRN_(t)lcoslB(t) - 6(t)1 + h.f.c.

= [a(t) + VBE_(t)lsine(t)

+H{b(t) + VEN_(t)lcose(t) + h.f.c 7.2.2b
respectively, with the phase error signal

e(t) = 8(t) - 6D 7.2.3

The term h.f.c. means the high frequency components. The demodulation
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* filter blocks the high frequency components in the signals and produces

the inphase and quadrature baseband signal components

R )

fa(t) + /ﬁhg(t)]cose(t) - [b(t) + /BN _(t)lsine(t) 7.2.4a

and r<=* () = la(t) + /ﬁhc(t)isine(t) £ [b() + VEN_(t)lcose(t) 7.2.4b

respectively. Let /Eﬂc(t)=nc(t) and /Eﬁ_(t)=n_(t). Then n_<(t) and n ()
are the sample functions of Gaussian random processes with zero mean and a
two-sided power spectral density of %N. over the bandwidth of the baseband
data sigpals a(t) and b{(t), respectively (Appendix A7.1). Equation 7.2.4

becomes

reY2 (e

fatti+n_(t)lcose (t) - [bi+n_(t>lsine (&) 7.2.5a

and re=2(6 fatt)+n_(t)lsine(t) + [b(t)+n_ (L) Icose (L) 7.2.5b

respectively., Assume that the bandwidth of the demodulation filter is much
greater than the frequency offset, so that the distortion introduced by-
the demodulation filter is negligible. Thus the inphase and quadrature

baseband signal comporents at the demodulator filter output can be written

as (Eqn, 3.1.7) -~ R Lo
re'’e) =0 L g ht=-1T) + v > () lcose (L)
i
-{ L q¢=*h(t-1T) + v*=2(Li]lsine (1D 7.2.6a
i
and re22(t) = [ I q{' h{t-iT) + v**>(t)lsine(t
i

+H

=1

g¢= h(t—1iT) + v¢=>(E)lcose (L) 7.2.6b

respectively, where h(t) is the inverse Fourier transform of the tramnsfer
function of the overall channel; v<'*{t) and v¢Z'{{) are filtered Gaussian
noise waveforms. qf'°> and q{*’are the transmitted symbols whose values are
dependiné on whether a DEQPSK or CDESPSK signal is used (Section 3.1 or
4.2). B8ince the transfer function of the averall channel is a sinuscidal

rolloff frequency response with a linear phase characteristic
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(Section 3.1), so that h{0>=% and h{iT)>=0, for all integer 1 other than
i=0. The signals r<'*>(£) and r<=>(t), at the demodulator output, are
sampled, at the time instants {iT). Since the demodulation fllter is a
pair of digital baseband filters (Section 2.4.1), it introduces a delay of
YT seconds (this is the delay to make the filters realisable and is half
the value of the truncation length of the sampled impulse responses of the
modulation and demodulation filters). ¥ is dependent on the lengths of the
sampled impulse responses of the digital filters. For examples, signals 14
and 1C have X=1, signals 24, 2C 3A and 3C have K=2, while signals 44 and
4C have N=4. So, at time t=iT, the signal samples at the output of the

demodulation filter are

rit?@) =0 g + vitllcose, - 1 Qi3 + viFllsine, ,, 7.2.7a

and r{=2 f giy + villlsine, , + 1 g3 + vi®2lcose,_,, 7.2.7b

€, €L U-OT] and v{3’=v<>[(i-I)T], for j=1, 2, are the phase error and
nolse signal samples, respectively, received at time t=(i-¥)T. These two
samples are fed into the DIPD (digital tan phase detector; see
Section 6.1), at time t=iT, which produces at its output the sample of the

phase angle given by

CZ>

tan=' ( r, MRS

1

o
]

r

(q§r#vilisine, _,, + (q$Z} +viZcose,

tan—'[ — ] 7.2.9

(q}_‘_;ﬁv;l,:)cnsei_h‘ - q{E3Hviz)sine,
(qiZJtviZ :
$0en T i 1 7.2.10
= -t X%
fant Qg EAViER)
1 - ( Ytane,

(q('l )+v(1 k]

=N 1i~N

which is then fed to the detector/decoder. This is the phase angle of the
received signal, with noise and with (frequency and phase) offsets at time

t=(1-MT seconds. Thus, at time t=iT seconds, the received samples r{'’

and r{?* carry the symbols which were transmitted at time t=(-MT
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seconds, bearing in mind that the transmission path introduces no delay.

Under noise free conditions, 1i.e., when v{!’= v{Z*2= 0 in Eqn. 7.2.10, the

phase angle becomes

qiZ
tane, ,, + (qil;>)
S -1
Q,_ = tanI CYER) ] 7.2.11
1 - (q“’)) tane, _,

i-N

but qs22 /gty = tany, 7.2.12

where y,_,, is the phase angle received at time t=(i-N)T in the absence of
nolse and of (phase and frequency) offsets, and is called the data phase
angle. So, from Eqns. 7.2.11 and 7.2.12, the received phase angle, at time

t=iT, can be written as

tane,_, + tany,_
= -3
Q,_ = tan™Vi 1 - tany, . tane,. l 7.2.13
= tan~' [tane,_,, + ¥, 21 7.2.14
LUV 7.2.15

so the error in the phase angle, at time t=1iT, can be written as

€ =Q 7.2.16

i—N = yi"-‘N

-6, 7.2.17

as can be seen from Eqn. 7.2.3, where 6, =60 {i-K)T] and 6,_ =L @U-DT1I.

7.2.1 Modified-decision feedback loop (MDFL) — for DEQPSK signals

In the MDFL of—the DEQPSK receiver shown in Fig., 7.1a, the phase error
€, glven by Eqn. 7.2.16, 1is estimated, filtered and then used to
control the phase of the DCO signal. The data phase angle, V¥,_..»
transmitted at time t=(i~-M)T (Bqn. 7.2.12), is estimated, at time t=iT,
using phase threshold estimation of the received phase angle @, .,

according to Table 7.1, so that y,_,, the estimate of y,_,,, has 4 possible

values #x/4 and *3n/4 radians. Even in the absence of nolse and ISI, the
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estimated phase angle ﬁi_N may not be equal to the transmitted phase angle
V... This is because y, . might have been rotated from y,_,, to another
quadrant by the (carrier) phase error e, if le,_, I>n/4. See Eqn. 7.2.15
which gives the received phase angle under noise free conditions. So in

this case, the estimated phase angle is

Vicn = Vi 30, T w/2 or ix 7.2.18

or Yion = Vaop t EN/2 7.2.19

for k=0, 1 or 2, depending on the value of €, ,_,.

From Eqns. 7.2,16 and 7.2.19, the actual phase error is

€rne = Qg = Vion * kW72 7.2.20

so that (€, T kn/2> = Q- ¥, 7.2.21
The estimate of the phase error, from Eqn, 7.2.21, can be written as

€yp = €, 4 T En/2 7.2.22

Qo Viin 7.2.23

1]

where ﬁ,_N has cone of the values *n1/4 and +3n/4, and is obtained from fthe

phase threshold-estimator (Table 7.1). The received phase angle Q is

i=nN

obtained from the DTPD (digital tan phase detector) using the equation

Q,_,, = tan~'{ riz> / ri1?) 7.2.24

Clearly, @,_,, and §¥,_, always lie on the same quadrant, so that €,.,, lies
in the range -n/4 to =n/4 radians and has an ambiguity of tkn/2.
Differential encoding is therefore required to resolve the ambiguity. With
the system just described, the characteristic of the PD has a sawtooth
shape with a period of in/4.

The estimated phase error €, ,, in Bqn. 7.2.23, is filtered by F(z) to

give the phase error signal, for the duration iT¢(t€(i+1),

e, = Flzde, _ 7.2.25

L N

which is used to control the phase of the DCO whose transfer function 1is
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given by 1y/s. Thus, the phase of the DCO signal, for the duration

1TeL¢ 1+1OT, is

sy = ¥ e, 7.2.26
=

where 6(s) is in Laplace notation, i.e., 8(s)=LIBt)1, ¥ is the DCO gain
factor, and e, is constant for the duration 1T¢t¢ (4+1OT.

For the purpose of computer simulation, the system is modelled
digitally. The signal at the DCO output is sampled at the time instants
{nT«}, at a rate of 1/Ts« samples per second, where T=8T.. ¥/s is the
transfer function of the DCO, expressed as a Laplace transform. /s in the
s-plane is mapped into the z-plane [6]1 and becomes 1/(1-z-'), where z7’

represents a delay of one sample period. The signal phase angle from the

DCO is
- N 1
em/i—N - 1—z=1 E‘]' 7.2.27
- —r _ yF(2)E 7.2.28
T ez Irizie, s

for iT <mT_ ¢ (1+4T), where 8,,._ . 15 the predicted phase 6 at time t=nT,,
determined from the received information at time t=(i-FK)T, to give a phase
error €,_,,. In order to obtain a zero static phase error (resulting phase
error) for an initial frequency error {Appendix All.2), a second order

loop filter with the transfer function (Eqn. Al11.2.18)

Fiz) = 1 + pz/(z-1) 7.2.29

is used, where p is a constant. The baseband equivalent model of the
DEQPSK signal receiver, used for computer "simulation, is shown in
Pig. 7.1b, where the DCO gain factor has been combired with the filter

F(z) and the function expl-j(s)) is used to convert tbhe phase angles into

complex~valued signals.
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7.2.2 Decislon-directed loop (DDL) - for CDESPSK signals

In the MDFL, the detected phase angle ﬁi_N is wused with the received
phase angle Q,_,, to estimate the phase error €,_,. Clearly, the tolerance
to noise of +the detector has an important effect on the tracking
performance of the MDFL. In the DEQPSK system, the phase threshold
detection process (Section 6.1 and Table 6.1) is the optimum detection
process for detecting y,_, from @, _,, (Table 7.1), in the presence of AWGN.
Since it is optimum, in the sense that i1t minimises the probability of
errar in il_N » it is also optimum for phase estimation using in the MDFL.

For CDESPSK signals, the threshold detection process is not the optimum
detection process, because the transmitted symbols are convolutionally and
differentially encoded. If a threshold detector is used, i.e., ignoring
the convolutional and differential encoding of the transmitted symbols,
CDESPSK signals become simple 8PSK signals which have a degradation in
tolerance to additive white Gaussian noise of about 3.5 dB at P.=10"7, in
comparison with that of an ideal QPSK system, at a given bandwidth [ 7], so
that the MDFL cannot be used for CDEBPSK signals. In fact, computer
simulation tests have .shown .that,.even_in the absence of noise and_ ISI,
the MDFL cannot be used for the CDESPSK signals (i.e., signals 1C, 2C, 3C
and 4C) over a nonlinear channel. This is because the adjacent points in
the signal constellation (Flg. 4.5) are so close that, if a threshold
detection process is used, the AM-AM and AM-PM conversion effects of the
HPA will themselves cause errors in detectionm.

For CDE8PSK signals (Section 5.2), since the suboptimum decoder is used
as the-decoding process, the loop can make use of the decoded value from
the decoder to estiﬁate the carrier phase. This 1i1s called Decision
Directed Carrier Phase Estimation [8] and the loop is called the decision-
directed loop (DDL), as shown in Fig. 7.2. The only difference between the
MDFL and DDL is in the carrier phase estimation processes. In the MDFL,

at time t=iT, the detected signal phase angle ;1~N is obtained from the

phase threshold-detector and then compared with the received signal phase
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angle Q,_,, to estimate the phase error €._. (Eqn. 7.2.23). Vhereas in the
DDL, the decoded signal phase angle is obtained from a more sophisticated
decoder and then compared with the received signal phase angle to estimate
the phase error (Fig. 7.2a).

In CDEBPSK signals, the changes in phase carry the data informationm,
not the absolute phases. In the decoder the receiver holds in store the
n=4%-' (K: constraint lemngth of the code) 2n-component vectors {Z }, where

(Egn 5.2.1%)

Z =1 x

L—zn+s Xi—znez Xi_znes st X_ ] 7.2.30

with the minimum distances of {C{?>}, for j=1, 2, ..., 8, corresponding to

the 4~-' different possible combinations of values of x, __,.. .+ X _on.ns

<oy X_ (Section 5.2.3). Thus each stored vector Z_ forms the last

2n components of the vector X (Eqn. 5.2.11) that minimises C{+*, for j=1,
2, +.., 8, subject to the constraint that X___,...» X _owesr -+ X_ have
the given values, and #532,, (i.e., the phase angle of the complex value
yiix,, used in Section 5.2>, for j=1, 2, ..., 8, takes on the 8 different
possible values. Associaked with each stored vector Z_ are stored the
corresponding {C{**}, for j=1, 2, ..., 8. There are altogether 8m
different values of C&32,

Following the receipt of the phase angle @ at time t=(+DT

1+ —N

(assuming the distance measure D is used), each of the stored vectors {Z }

forms a common part of 4 vectors {X having the 4 possible values of

L+2)’
(x, ,, ¥ .2+ Each of these 4 vectors is associated with 8 corresponding

distances (Eqn. 5.2.16)

Ciay =Cy' +elll 7.2.31

147 i+

for j=1, 2, ..., &, where (similar to Egn. 5.2.17)

€3> <3
Qo * | Ppey »for 1Q,,, , + !111’ ¢

c = 7.2.32
2n - lQ;+1—N + ’:i:i ,fOF iQ;+1—N + ’:::l o

as can be seen from Eqn. 4.8.41., ¥ is the delay caused by the demodulation
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filter. The {g332)}, for =i, 2, ..., 8, have real values that are all

i+1

different, and each of them represents a possible phase angle, which would
rs

have been transmitted at time t=(i+1-N). For each of the 4" posecible

combinations of values of X _...er X_cwees B —okerr o+ Xioqs Xz the

decoder now selects the vector Z having the smallest C{+>, and stores

L+2

Z_.» ond the 8 smallest values C{32, for J=1, 2, ..., 8. €& ... & - ..)
are taken to be the wvalues of (x__. .., X _....”» respectively, in the

stored vector Z __,. associated with the smallest C{i}, hence there is a

delay of (n~1)T seconds in decoding. The signal phase angle Q.. . .
received at time t=(i+2-n)T seconds 1is estimated at time t=({1+1DT, as
§i+2,N_ﬂ by convolutional and differential encoding of the components in

Z, .-y subject to the constraint that #{32, with the smallest C{J?, has

i+t

been received at time t=(1+1)T seconds. This operation is carried out by
the phase estimator. y,.....,. has 8 possible values tn/8, *3n/8, 5n/8 and
x7n/8. However, even in the absence of noise and ISI, the estimated phase

angle Q‘*Z_N_n may not be equal to the transmitted phase angle y,, __

N—mr*
This is because y,,. ,_, might bhave been rotated throught an angle of

Af le

1 2= 1+ 2N

Eqn. 7.2.1% which gives the received phase under nolse free conditions.

Thus

+0, +n/4, 2n/4, 1£3n/4 or in 7.2.33

-
v1+2—N—n V1+2—N—n

ar t kx/d 7.2.34

Y1+2—N—n VA¢2—N—n

with k=0, 1, 2, 3 or 4, depending on tke value of e, . ., .. From
Eqn. 7.2.16, the phase error received at time t=(1+2-n)T is
€ivztin = Rozanen ~ ¥ivz—u—n 7.2.35

and so from Egqns. 7.2.34 and 7.2.35, the phase error can be written as

=Q + kn/4 7.2.35

€ 1ezenmn ~ Viezen-n

L +Z=N—mr

so that (€ynmrgeye T ER/AY = Q o - 7.2.37

1>n/8.-See _ _



The estimate of the phase error, from Eqn. 7.2.37, can be written as

P =

L+Z—N—-n E!.+2-N--n + k“/4 ?'2'38

= Q:+2—N~n - ;1+2—N*ﬂ 7.2.39

Differential encoding is therefore required to resolve the ambiguity of

tkn/4. f‘+2_ is obtained by convolutional and differential encoding the

Al==7y
components in the stored vector Z_,, associated with the smallest C{I1}

1+1?

subject to the constraint that #$32 was received. y, ._

i1 and Q> n-n

N—x

may not lie in the same quadrant, and so € ranges from -360° to

E e -ty Y I
360°, As far as the data recovery 1s concerned, the phase error
€, umnen=350" is same as E1+2_N_“=—1', but €,,. ,..=1° leads ta a faster

acquisition than that of ¢,,. ,...=359°. The loop is more rapid in

acquisition if the following two conditions are imposed upon Eqn. 7.2.39.

Qi+2—N—ﬂ_v1+2—N—h’ for ’Qi+2—N~n—Yi+2—N—n}‘x

€ umomn = 7.2.40
10 1-2r, for 14 i>m

- -
1+Z—N—n viﬂ-z—N—r\ L4Z=N=—r v1+2‘*‘N—"n

where €,,. .. now is constrained to lie in the range -x to n radians. The

.received. phase. angle Q;.._,_. 15 obtained from the DIPD. (Eqn.. 7.2.24) with. ..

a delay of nT seconds and the estimated pbase angle y,.._ .. is cbtained
from the phase estimator. The PD characteristics of the loop are time-
varying "because the transmitted symbols are convolutionally and
differentially encoded and the estimated phase angle is dependent on the
convolutional code used and the previous decoded symbols.

Since the phase angle received at time t=(i+2-n)T is estimated at fime
t=(1+13T, there is a delay of (n-1)T seconds in phase estimation. This
(n~1)T seconds delay, caused by the decoder, increases the loop bandwidth
and may cause unstability and a substantial performance loss compared with

the case where there 1is no delay. Thus the loop gain may have to be

reduced to give an acceptable performance, Increasing the value of the

lcop gain may increase the acquisition time, so that a compromise must be
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reached [7]. One method ta remove the (n-1)T delay caused by the decoder
is to use the early decoding process which is as follows. - - - -- -
Following the receipt of the sample Q, ,_,, at time t={(i+D)T,
each of the stored vectors {Z )} forms a common part of 4 vectors {X__ .},
having the 4 possible values of (x_,, x _..). Each of these 4 vectors is

assoclated with 8 correspondirg distances (Eqns. 7.2.31 and 7.2.327

C(J) - C(J) + c(j) 7‘2'41

14+ S i+

for j=1, 2, ..., 8, where

1R, ., * Fi30 Jfor 10, ., 800 ¢
C,,., = 7.2.42
2m = 1Q, 0 for tQ_ tEIE >,
where, for j=i, 2, ..., 8 , the {g${i})} have real values that are all

different and each represents a paossible phase angle, which would have
been transmitted at time t=(i+1-¥)T seconds. For each of the 4%-' possible
combinations of values of % __, ..o X _oneer +++s X oq1 X_,o» the decoder

selects the phase angle g53>, having the smallest C{i}. The received

signal phase angle O is estimated as ¥,,,_,, by setting ¥,.,_ F,..

PR ey

subject to the constraint that §¢J2, with the smallest €532, was decoded.

i+1%

From Egn. 7.2.40, the estimated phase error, at time t=(i+1)T, is

. Qi-f't—hl = §1+1—N * for lgi-d-l—N - "1+'I—N! ¢ x
€ = 7.2.43

1Q { - 2x ' for ’Q1+I--N - ;1+1—-N| >

-
i+1-N Vi-rl—N

Using the early decoding process, the phase angle received at time
t=(1+1-M)T is estimated at time t=(1+1>T. There is a delay of KT seconds
(as for the threshold detection process) which is caused by the
demodulation filter. The delay introduced by the decoder is therefore
removed. Since the distance measure D is used, the hardware implementaticn

is greatly simplified. This is because & is, in fact, the incremental

i+1—N

distance computed . by the decoder, as can be seen by conmparing -

Eqns. 7.2.42 to 5.2.17,
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As in the MDFL, the estimated phase error &, _,_,, (Fig. 7.2a), in

Eqn. 7.2.43, is filtered by F(z) to give the phase error signal, for the

duration (1+1)T¢t<<i+2>T (Eqn. 7.2.25)

e,., = Flzde, ,_, 7.2.44

In computer simulation tests, the signal at the DCO output is sampled
at the time instants {(mTa.)}, at the rate of 1/T. samples per second, where

T=87=. The phase angle from the DCO is (Eqns. 7.2.27 and 7.2.28)

- 1

Brsseron = Topm Saen 7.2.45
=1 -
T T =g YF(2)e, 7.2.46

for (+1)T<T_€(1+2)T, where ¥ 1s the DCO gain factor, F(z) is the filter
transfer function, and ém,1+,‘N is the predicted phase angle € at time
t=nTa derived from received information at time t=(i+1-M)T seconds, to
give a phase error €,,,_,,. The baseband equivalent model of the DDL at
the CDE8PSK receiver, with the use of the early decoding process, phase
demodulator B and a second order loop filter, for computer simulation, is

shown in Fig. 7.2b, where the DCO gain factor ¥ has been combined with the

filter F(z).

7.2.3 Acquisition

Vhen a loop commences 0peratio§ in an unlocked condition, it nmust bdbe
brought into lock either by its own action or with the help of auxiliary
circuits. The process of bringing a loop into lock is called acquisition.
If the loop acquires 1lock by 1itself, the process is called self-
acquisition and if it is assisted by auxiliary circuits, the process is

called aided acquisition [1}.

A. Phase and frequency acquisition
Phase is usually self-acquired. Under noise free conditiomns, the wider

the loop bandwidth, the less is the acquisition time. However, when noise
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is present, the loop bandwidth must be reduced in order to provide a
stable loop, although this may increase the acquisition time [11.
Acquisition of frequency is ordinarily more difficult, 1s slower, and
is more difficult to design than is phase acquisition. Self-acquisition of
frequency is known as frequency pull-irn or simply pull-in. Pull-in tends
to be slow and often unreliable, so that a number of aided frequency-
acquisition techniques have been devised, including frequency sweeping,

frequency discrimination, and bandwidth widening methods {1].

B. Pull-in limits of the XDFL and DDL

If the initial frequency error is large enough, the loops cannot pull
in. The largest frequencies for which the loops can pull into lock are
called the pull-in limits and are denoted by af .

Suppose a frequency offset of Af Hz with an initial phase error
n/8-8_, where 6, < ®/4, causes a phase error €(t), as shown in Fig. 7.3a.
The estimated phase error e(t), using the MDFL  (with a sawtooth
characteristic), is shown by the solid line. If e(t) is sampled at the time
instants {iT}, the sample values are 6_+n/8, 8, -w/8, 98_+n/8, ..., and so
are oscillating between 2 values. The average value of €(t) is 8_ which is
the initial phase error. If the loop reaches the steady-state, 6_ is
removed by the locp, but the phase error oscillates between n/8, -n/8,
with a perlod of 2T seconds. This is the same for the case with an initial
phase of =/8+46_, where 6_> mn/4, as shown in Fig. 7.3b. Under these
cunditions,-the average phase error is zero and so the loop fails to track

the frequency offset af  Hz. This occurs when

T
2niat l = 5 7.2.47
1af_1 = 0,125/T 7.2.48
so af_ = + 0.125R 7.2.49

[

with R=1/T the symbol rate. This is the pull-in 1imit of the MDFL. For
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=32, 64, 128 and 256 kbaud/s, the pull-in limits are 4, 8, 16 and 32 XHz,
respectively. It can be shown that, for an M-ary phase keying (MPSK)

signal, the phase error characteristic, using the MDFL, is a sawtoath with

a period of n/M. Thus Eqn. 7.2.47 becomes

T

2risf | = 3= 7.2.50
and the pull-in limit is
af = £ R/2M 7.2.51

Hlence for BPSK and 8PSK signals, i.e., ¥=2 and 8, the pull-in limits are
+0.25R and +0.0625R, respectively. In deriving the pull-in limits, the
effects of the delay in estimation of the phase, the noise and loop
bandwidth have been neglected. Of course, these effects reduce the pull-in
limts, as is shown in Section 7.4.3.

It is difficult to determine the pull-in }imit of the DDL for CDEGPSK

si1gnal because the transmitted symbols are correlated.

C. Extended-pull-in-limit method for the-MDFL-and DBL-_ - =~ —=z 2. 1.5
The pull-in limits of the MDFly and DDL can be exteﬁded using a sequence
of training symbols. That is, at the beginning of a transmission, the
transmitter sends a sequence of symbols representing n radians phase
reversals in the DEQPSK or CDE8PSK signal. 8o, for the DEQPSK signal with
no noise, the samples received at the input of the detector, at time

t={i-1>T and iT, are

Q:—N—\ = €y + | £ - 7.2.52

and QL =€t Vi 7.2.53

respectively, as can be seen from Equn. 7.2.15. Q] and Q_, are the

—M—1

received phase angles measured in an anticlockwise direction on.the polar. ..

»

coordinate system, 1.e., Q*=Q for 0¢Q¢m and Q*=Q+2rx for Q0. and

yi*"N*-‘l
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¥i-n are the data phase angles transmitted at time t=(i-¥-1)>T and (1-WOT,
respectively, and e, ., and €, are the phase errors casued by the

carrier. The difference of the two received phase angles is

e

Q:mn-i - Q = €y -1 T By * Vien-r ~ Vi 7.2.54

3 -N
but Iy, — ¥in-y! = @ because o0f the phase reversal between adjacent

symbols, so, after removing the phase angle ly,_ - y,_,_,}, the phase

difference in T seconds is

Q:~N - Q:—N—l - n, for Q:—N - Q:*N—l ¢ 0
Ae, _,, F . . . . 7.2.59
Qo ™ oy 1 for Q- ., <0

Since frequency is the derivative of phase, Ae, _, contains the frequency

-
offset information and can be used to remove the frequency offset, but not
the phase offset. Thus, if this method is used, frequency lock is followed
by phase 1lock. It should be noted that the value of A¢, , is non-data
aided because it 1s derived only from the phase angles of the received
signals. Hence the method is independent of whether a DEQPSK or CDEBFPSK
signal is used.

In Eqn 7.2.55, since 0 ¢ Q]_, ¢ 2r and 0 € Q) ¢ 2n, it follows that

i—r—1

-
M

bQY

i—MN

Il ¢ 2r and lae,_, | ¢ m, as can be see from the equation. The

™~

maximum value of laeg, 1 is

=T o

tae, _ ! = 2ntaf 1T == 7.2.56

where Af_ 1s the pull-in limit of the method and can be written as

taf | R/2 7.2.57

[}

or af tR/2 7.2.58

P

where R is the symbol rate. For R=32, 64, 128 and 256 kbaud/s, the pull-in
limits, using this method, are 16, 32, 64 and 128 kHz/s {(compared to 4, 8,

16 and 32 kHz when using the MDFL), respectively. In deriving Eqn. 7.2.58,

the effects of the delay in the estimation of ac,_,,, the noise and
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bandwidth of the loop have all been neglected. 0Of course, these effects
reduce the pull-in-iimit, as is shown in Section 7.4.3. Since the method
is only used for frequency acquisition, it 1s referred ta here as the
extended-pull-in-limit method.

Vher using this method, the training symbols, used at the beginning of
transmission, are for tracking the frequnecy offset. If sudden signal fade
cccurs during transmission, provided that, when the signal refurns, the
frequency offset is not too large for self-acquisition of the MDFL/DDL,
the MDFL/DDL can still track the frequency and phase offsets without the
need of the training symbols, but of course with a burst of errors.

D. Variable-Bandwidth methed

Two general principles that apply to any carrier recovery loop are as
follows [11.

1) To minimize the output phase jitter due to external noise, the

loop bandwidth should be made as narrow as possible.

2> To obtain the best tracking and acquisition properties, the

loop bandwidth should be made as wide as possible.
) T§g§g princ{ples are directly opposed to ome another; an improvement in
one can come only at the expense of a degradation in the other. In order
to satisfy both these principles, a varlable-bandwidth method can be used.
Since the speed of acquisition is improved by widening the loop bandwidth
{11, the loop can be designed to have a large bandwidth for rapid
acquisition at the beginning of a transmission and a much narrow bandwidth
for good tracking in the presence of noise. It should be apparent that an
increase of bandwidth can be successful only if the signal/noise power
ratio is sufficiently large. If the bandwidth is too large, the loop will
be unstable and acquisition is unlikely to be achieved.

In the MDFL and DDL, the loop gain u and the DCO gain ¥ control the
btandwidth of the loops, so that the variable-bandwidth method can easily
be ‘realized by using different values of ¥ and- p before and after

acquisition is achieved.
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7.3 Frequency and phasae offsots

The movement of +the satellite changes the frequencies of signals
reaching it and transmitted back to earth. This is called the Doppler-
shift effect. Ope of the advantages of using geosynchronous orbits is that
the Doppler chift is negligible. Satellites in elliptical corbits, because
of the motion of the satellite relative to ‘the earth stations, can
introduce significantly different Doppler shifts for different earth
stations. These cause different frequency offsets. Apart from the Doppler
shifts, the earth station transmitter oscillators and +the satellite
translation oscillator can also introduce frequency offsets.

The frequency offsets caused by these factors degrade the performance
and increase the complexity of the modem. They are more critical for lower
data rate umodem. For example, a modulation bandwidth of 32 kHz is
comparable to a frequency offset of 20 kHz. The performance of the system
can be expected to be unacceptable because af the narrow band receiver IF
filter which will remove a large amount of the wanted signal energy and

introduce siginificant ISI into the signal.

7.3.1 Modelling of frequency and phase offsets of a quadrature modulation
system with a nonlinear channel and in an ACI environment

The model of a quadrature modulation system with frequency and phase
vffsets and in an ACI environment, is shown in Fig. 7.4, The signals at

the transmitter outputs of the upper, desired and lower channels are .

S, = /Za,(t)cosle tto, t+0,(t)]
- V2b, (t)sinlo, ttw, t18, (L)) 7.3.1a

Sy (t) = 2a (t)costw_t+0, (1)]

- V2b, (t)sinfo_t+0, (1)) 7.3.1b
and S _(t) = V2a_(t)coslo, t-w, t+8, (t)]
- ¥2b_(t)sinlo_t-w, _t+0, (£)) 7.3.1¢

respectively. Assume that the signals have been predistorted by the
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respective predistorters and amplified by the respective HPAs, so that
a,(t) and b,(t), a,(t) and b, (t) and a _(t) and b _(t) are the nonlinearly
distorted inphase and quadrature baseband signal components in the upper,
desired and lower channels, respectively. «_ is the carrier frequency in
rad/s in the desired channel, ©__, is the channel spacing in rad/s, and
8,(t), 8,(t) and O _(t) are any arbitrary phase angles.

Assume that the inphase and quadrature signal components of the ACI
from the adjacent channels affect the inphase and quadrature signal

components, respectively, equally for the desired channel all the time, so

that 8,(t)=6_(£)=0,(t). Bquation 7.3.1 becomes

3

S,(t) = VZa,(t)coslw t+o__t+0, (£)]
, = ¥2b, (t)sinlw_t+w_ t+8,(£)] 7.3.2a

S, (t) = V2a,(t)coslw t+6, (1))

- V/2b, (t)sinlo_ t+0, (t)] 7.3.2b
and S_(t) = V2a_(t)caslw_ t-o__t+8 ()]
- V2b_trsinle_t-w__t+6,(t)1 7.3.2¢

respectively. The..phase...and frequency.. offsets. . are..caused__by the
discrepancies of the phase and frequency of the received signal carrier
and those of the reference carrier at the receiver. Let Aw be the
frequency offset in rad/s and 8_ be the phase offset in radians, then the
resultant offset in radians is Awt+0_. So after adding the offsets to the

signal (Fig. 7.4), the signal become (Egn. 7.3.2)

S, = ¥2a, (t)cosl (@_to,__+a0)£+8_]
-/2b, (trsinl (0 _+o_ +A0)t+0 1 7.3.3a

S, () = VZag (t)cosl (o_+aw)t+6 ]

-/2b, (t)sinf (w_+Aw)t48_] 7.3.3b
and S_(t) = VZa_ (t)cosl (0 —w__+Aw)t+6_]
-V2b_ (t)sinl (w_-w__+Aa)t+0.]. . . 7.3.3¢c

respectively, where the phase 6,(t), in Eqn. 7.3.2, has been included in




—-281-

Awt+0_. These can be written as

S, = V2(a,, (t)cosl (w__+A0) t+8_1-b, (t)sinl (o __+aw)t+6_1)cosw_t
—/2{a, (t)sinl (v__+40)t+8_1+b, (t)cosl (w__ +Aw)t+6_l}sinw_t 7.3.4a
8, (t) = V2{a, (t)cosl aut+8_1-b_ (t)sinl Aut+6_1}cosw_t

-/2{a_ (t)sinl Awt+8_1+b (t)cosl awt+0_))sine_t 7.3.4b
and

S () = V2{a_(t)cosl (o__+a0)t-8_1+b_(t)sinl (o, —Aw)t-6_1)cosw_t

~/Z1{a, (t)casl (o, -80)t-8_1-b,_(t)sinl (o__-2w)t-8_l)sinw_t 7.3,4c

respectively. The equivalent baseband signals, with respect to the desired

channel, can be represented (Appendix A6) as the complex-valued signals

S, (t) = {a,(t)cosl (o__+Aa)t+8_] - b, (t)sinl (o__+aw)t+0 1)
+i{a, (t)sinl (o, +ta0)t46_1 + b, (t)cosl (w__+aw)t+0 1}  7.3.5a
S5 () = {a,(t)coslawt+8_1 ~ b, (t)sinlawtiB_1)
ti{a, (tysinlawt+6_ ] + b, (t)coslawt+d 1} 7.3.5a
and s_(t) = {a_(t)cosl (o__-aw>t-0_1 + b_(t)sinl (w__-Aw)t-0_1}

+i{a_(t)cosl (w__-2w)t-6_]1 - b _(t)sinl (o_ -a2t-0_3) 7.8.5¢c

respectively. These can be simplified into

s, (t)

[a,(t)+3b, (1)) {cosl (o __+aw)t+8_l+jisinf (w__+tawdt+0_ 1)

[a, () +3b, (t)Texplil (o__+Aw)t+0_1} 7.3.6a

So(t) = [a (E)+ib (£)] {coslawt+B_Jl+isinfawt+6_])

la, (t)+ib, (t)lexp{ilawt+o_1) 7.3.6b

and s _(t)

H

[a, (t)+ib _(t)1 {cosl (o__ -aw)t-8_1-jsinl (o__-40)t-8_1}

[a, (t)+b_(t)lexpi-JI (w__-20>t-0_1} 7.3.6¢c

respectively, where a, (t)+])b,(t}, a (t)+]Jb, (L), and a _(t)+}ib (L) are the

equivalent baseband transmitted signals of the upper, desired and lower

channels, respectively, without offsets. The resultant equivalent baseband
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signal (i.e., the sum of the signals in Eqn.. 7.3.6), with respect to the

desired channel is

S.(t) = S,(t) + s (t) + s (%) 7.3.7

The baseband equivalent model of the system can be simplified by
assigning, in each of the three chamnnels, real values to the signals in
one of the two parallel channels (that associated with v2cos(.)), and
imaginary values to the signals in the other channel, and then considering
the transmission path as a baseband transmission path carrying complex-
valued signals.

For the description of the baseband equivalent of the noise N(t), see

Section 2.6.

7.3.2 Equivalent baseband mndel of the DEQPSK or CDES8PSK system, with the
use of the MDFL or DDL, for cunp;ter simulation

The baseband equivalent model of the DEQPSK or CDESPSK system with the
use of the predistorter, the amplifier limiter, phase demodulator B and
the MDFL or DDL and in an ACI environment, for computer simulation tests,
is shown in Fig. 7.5. For a DEQPSK system, .the encoder differentially and_ . __
Gray encodes the data symbols at the input. The receiver contains a
threshold detector, Gray decoder and the MDFL. For a CDE8PSK system, the
encoder convolutionally, differentially and Gray encodes the data symbols,
and the decoder and DDL are used at the receiver.

The description of the upper and lower of the adjacent channels in the
DEQPSK or CDE8PSK system, are glven in Section 3.2.4 or 6.2.1,
respectively. The equivalent baseband signals at the output of the

transmitter, from the upper, desired and lower channels, are (Bqmn. 7.3.6)

S, () = [a,(t)+ib, (1) Texp (Il (w__tA0)t+8_]) 7.3.8a
So(t) = [a, (£)+iby (t)Texplilawt+d 1} 7.3.8b
and §_(t) = [a_(t)+]b_(t)lexp{-J{ (o__—A0)t-0_1} 7.3.8¢

The signals a,(t)+jb, (), a {(t)+jb, (t)> and a _(£t)+jb_(t) are defined in
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Egn. 7.3.6, 4w and 8, are defined in Eqn. 7.3.3, and o__ is the channel
spacing 1in rad/s. The system is modelled digitally for computer
simulation, so the signals are sampled at the time instants {(mT.} (where
1/Ta 1s the sampling rate used in the simulation test{s). Thus at time

t=nls, the signal samples are

Su,m = la, ,+ib, Jexp{J{ (o, _+40)nT_+6_1) 7.3.9a

So.m = lag . +tib,  Jexp(jlaemT_+6_1) 7.3.9b
and S .m = la_  +ib_  lexp{-J[ (0, ~Aw)nT_-8_1) 7.3.9¢
respectively, where éu,m=§u(mT_), én‘m=§o(m1_), éL,m=§D(mT-).
ay, ", (ml), a,  =a (nT)), a  =a @l)), b, =b,@l)), b, =b,(ul >, and

b, ,.=b_{(=T).
The signal sample at the input of the desired channel receiver, at time

t=nT«, is

Sm.m = Sp,m * D 7.3.10a

U, m oD, m + S|_. + 1 7.3.10b

where s_  =s_(mI ) (Eqn. 7.3.1). The real and imaginary parts of all noise
sanples {n,} are taken to be statistically independent Gaussian variable
with zero mean and fixed variance o=,

The sampled impulse responses of the baseband equivalent model of the
receiver IF filter and of the demodulation filter, sampled at the rate of

1/Ta samples per second, are given by the (g+l)-component vector
s Eo sees fg )] 7.3.11
and the (n+l)-component vector

P=0PpP, Py Pz ¢¢** p,1 7.3.12

respectively, where f =f(ml.)) and p =p(aT_ ). Assume that the transmission
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path introduces no delay. The signal sample at the output of the receiver

IF filter, at time t=nTa, is

£, 7.3.13

whose phase angle is corrected by the signal from the MDFL or DDL to give

the signal

v}
It

e exp(-38_,, 7.3.14

=]
= [ Eos“ £ lexp(-i6,_ ,,_ .’ 7.3.15

- , h—h

for 1T < mT_ ¢ (1+1)T, where 6_,,_,, (Eqn. 7.2.28) is the predicted phase 8

at time t=nT. derived from the received information at time t=(i-B0T. The
sample & is fed to the amplifier limiter in cascade with phase

demodulator B to give (Eqn 6.4.28)

.
& = TRetey1 + lime ) 7.3.16

where Re(.) and Im(.) are the real and imaginary parts of (.,
respectively. The signal is then filtered by the demodulation filter. At

time t=nT., the signal sample at the output of the demodulation filter is

7.3.17

where r, has a complex value.

Assume that the receiver provides the required ideal timing signal, so
that the signal ie sampled once per symbol, at the time instants {iT), to
give the sequence of samples {r,} which are fed to the DTPD (digital tan
phase detector). At time t=1T, the DIPD produces the phase angle Q,_, at

its output which is then fed to the detector/decoder to produce the phase

estimate 8, ,, as described in Sections 7.2.1 and 7.2.2. The phase error
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estimate €, ,, is then computed using Eqns. 7.2.22 or 7.2.41, depending on
whether the MDFL or DDL is used. Ex_N is filtered by F(z) and used to
control the phase of the DCO output, so that the phase angle from the DCO,

at time t=pl., 1is

= i YP(2)E, ., for AT < o, ¢ U+DT  7.3.18

msi~N 1-2—1

[+~ 0]

as can be seen in Eqn. 7.2.46, vwhere ¥ is the DCO gain factor,

7.4 Simlation results and discussion

It is shown in Sections 6.7.1 and 6.7.3 that, for the preferred
filters, predistorter, HPA, amplifier limiter and phase demodulator, the
most cost effective arrangement is to use signal 3A or 3C (depending upon
whether the DEQPSK or CDESPSK signal is used), with f.«=5R/4 Hz and to
operate the HPA slightly, say 0.2 dB OBO, below saturation, So in this
section, this arrangement is used for studying the carrier recovery
techniques, Phase demodulator B is used at the receiver because it is more
cost effective than phase demodulator A. The relationship between p and v,
where p is the loop filter constant and ¥ is the DCO gain, is maintained
at p/y=1/2 (Eqn. Al1.2.29), so that there is only orne variable in the MDFL
and DDL to be optimised, (Optimising two separate variables would take too
much computing time.)

The DEQPSK and CDEBPSK systems, considered so far, operate at a speed
of 64, 128; 256 or 512 kbit/s, but here, for cunvenience, the systems

considered here are assumed to be operating at a speed of 64 kbit/s.

7.4.1 Performances of DEQPSK and CDESFSK signals with different frequency
offsets in an ACI environment

It is not possible to estimate the maximum frequency offset of the
satellite transmission system without knowing the actual satellite orbit,
the uplink and downlink frequencies, the tolerance of the transmitter

local oscillator and the satellite frequency translator (Section 7.3).
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Since these factors are not specified 1in this project, the maximum
frequency offsets which the DEQPSK and CDES8PSK systems can tolerate are
evaluated by means of computer simulation.

The simulation model used to evaluate the effects of frequency offset
on the error-rate performances of these two systems is shown in Fig. 7.5.
At the beginning of every transmission, the MDFL or DDL (depending upon
whether the DEQPSK or CDEBPSK signal is uwsed), is uééd to track the
carrier signal. After the steady state has been reached, the loop is then
opened so that 1t does not affect the referemce carrier signal at the
receiver of the desired channel, Vith the channel spacing
fcu=DR/4 Hz=40 kHz (where R=32 kHz is assumed) and 0.2 dB HPA OBO, the
error-rate performances of the DEQPSK signals, with different values of
the frequency offset, af, are shown in Figs. 7.6 and 7.7.

Tables 7.2a and 7.3a show the degradations ip tolerance to nolse of the
DEQPSK signals, at Pa=10"%, with different values of 4f, measured in
comparison with those with 2f=0. The results indicate that, the signals
with wider bandwidths suffer larger degradations in tolerance to noise
than those with narrower bandwidths. This is to be expected, because the
larger the bandwidth of the signal, the more severe is the distortion
introduced by the receiver IF filter due to a frequency offset. Tables
7.2b and 7.3b show the degradations in tolerance to noise of the DEQPSK
and CDEBPSK, respectively, at Pa=10"%, with different frequency offsets,
measured in comparison with those of the corresponding ideal systems.

Table 7.2 indicates that, although signal 4A has the narrowest
bandwidth of the DEQPSK signals and so suffers least from frequency
offsets, it 1s degraded more severely by the amplifier limiter and phase
demndulator B. Thus with aAf$¢4 kHz, signal 3A gives the best performance
of the DEQPSK signals, and so it achieves the best compromise between
distortion caused by frequency offsets and distortion caused by the

amplifier limiter and phase dempdulator B.
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Table 7.3 shows that, of the CDEBPSK signals, signal 4C suffers least
from frequency offsets, but it is degraded more severely by the amplifier
limiter and phase demodulator B. With af¢3 kHz, Table 7.3b shows that
signal 3C achieves the best compromise between distortion caused by
frequency offset and distortion caused by the amplifier limiter and phase
demodulator B, Thus it gives the best performance of the CDE8PSK signals.
However with af=4 kHz, signal 4C has a better performance than signal 4C,
This 1s because as Af gets larger, the distortior caused by a frequency
offset has a greater effect than the distortion caused by the amplifier
limiter and phase demodulator B. Although Table 7.2b shows that with Af=4
XHz, signal 4C 1s superior to signal 3C, it is inferior when af=3 kiz,
however, the difference 1s negligible. Sirnce signal 3C is simply to
implement, it is more cost effective.

Vhen comparing the degradations in tolerance in Table 7.2a with those
in Table 7.3a, it can be seen that, in the presence of AWGN, CDESPSK
signals have a better tolerance to frequency offsets than DEQPSK signals.

it is not possible to optimise the loops without knowing the maximum
possible frequency offset which will occur in the systems. Tables 7.2a and
7.3a show that, when Af} 4k Hz, signals 3A and 3C are degraded by more
than 2 dB, at Pa=10"%, measured in comparison with the corresponding cases
where of Af=0, so in this thesis, &fwex=4 kHz is assumed (arbitrarily) to
be the maximum possible value of frequency offset which will accur in
the systems. Of course, for systems operating at 128, 256 and 512 kbié/s,

the respective assumed values of Afwax are 8, 16 and 32 kHz, respectively,

7.4.2 Steady-state performances of the MDFL and DDL

Since in the presence of ACI and noise, sigrals 3A and 3C give the best
compromise between distortion caused by frequency offsets and distoriion
caused by the amplifier limiter and phase demndulator B, they are used in
this section to study the steady-state performances of the MDFL and DDL,

respectively.
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The computer simulation model, used to assess the steady-state
performances of the loops, is shown in Fig. 7.5. With af=0 Hz, fc«=DR/4=40
kHz, p/¥y=1/2 {(Egn. A11.2.29), and the HPA operating at 0.2 4B OBO, the
steady-state performances of the MDFL. and DDL in the DEQPSK and CDEBPSK
systems, respectively, with different values of ¥ and p, are shown in
Fig. 7.8, It can be seen that the smaller the values of ¥ and u, the
better is the performance, because the narrower is the loop bandwidth [8].
Since the DDL is data-aided and the error bursts in the CDEBPSK signal
cccur relatively more often at high error-rates, Figure 7.8b shows that
the DDL causes larger degradations in tolerance to noise at high error—
rate. However, 1t improves at low error-rates. This effect 1s less obvious
for the MDFL in the DEQPSK system, as can be seen in Figure 7.8a, because
the detected symbols are not correlated. The degradations in tolerance to
noise of signals 3A and 3C, with different values of ¥ and p used in the
loops, at Pa=10"%, measured in comparison with those using an ideal
carrier recovery loop, are shown in Tables 7.4.

Although, with narrower 1loop bandwidths, the MDFL and DDL can provide
better steady-state performances, the acquisition time may be slow, so it
i1s not possible to determine the optimum values Y and p of the loops

without knowing their transient responses.

7.4.3 Transient responses of the MDFL and DDL
Self frequency acquisition

In Section 7.2.3, it is shown that the pull-in limit for the MDFL is
Af=t4 kHz (Eqn. 7.2.49), but in deriving this pull-in limit, the effects
0f the delay in phase estimation, noise and the loop bandwidth, are
neglected. In practice, all these effects are present, and it is difficult
to analyse them theoretically, so that computer simulation tests must be
used.

The computer simulation model shown in Fig. 7.5 is used to assess the

pull-in limits of the MDFL and DDL under different conditions. WVith the
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use of the MDFL, in the absence of phase and frequency offsets, signals
1A, 2A, 3A and 4A are used with 2Bo/No=13 dB. This 1s because with
2E./No=13 dB the error-rates are in the practical region of 102 - 107=,
(Fig. 7.6c). Increasing values of ¥ and p are tried in the MDFL until the
system becomes unstable. Clearly, the largest values of ¥ and p which do
not cause the system to be unstable are the values which have the largest
pull-in limits for the signal. This is the largest bandwidth which the
loop can have without causing the system to become unstable. Since signals
1A, 2A, 3A and 4A introduce different delays in phase estimation, they
have different largest values of ¥ and p and so they have different pull-
in limits, as shown in Table 7.5a. Then, with the use of the DEQPSK
signals (i.e., signals 14, 2A, 34 and 4A) and the respective largest
values of ¥ and p, increasing values of frequency offset are then applied
until the system becomes unstable. The largest frequeacy offset from which
the logp can acquire lock gives the pull-in limit. Results are shown in
Table 7.5 which indicate that +the effects of the delay in phase
estimation, noise and ACI, etc., have reduced the pull-in-1imit of the
MDFL from the value of 4 kHz. The results also indicate that signals 1A
and 4A, with N=1 and 4, have the largest and smallest pull-in limits,
respectively, as expected.

Then, with frequency offsets set to the pull-in limits, the mninimum
values of ¥ and p which can still acq'uire lock are found, as shown in
Table 7.5. Of course, these values of ¥ and p increase the acquisition
time relative to the maximum values of ¥ and p, due to the narrower loop
bandwidths.

The maximum values of ¥ and p are noise dependent because they
determine the loop bandwidth. If the loop bandwidth is too wide, the
system becomes unstable. Obviously, at higher signal/noise power ratio,

larger values of ¥ and p can be used, leading toc a larger pull-in-limit

and a cmaller acquisition time. However, the smallest values of ¥ and M
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are not noise dependent, but are determined by the fact that the MDFL (or
DDL) is data-aided and if it does not pull in fast enough, most of the
data will be wrongly detected and cannot not be used to aid the loop to
acquire lock. Thus if values of ¥ and g smaller than the minimum were
used, the loop would not acquire lock.

Simtlar procedures are carried ocut for the CDES8PSK signals with tbe DDL
at 2Ex/No=11 dB, because with 2E~/Fo=11 dB, the error-rates are in the
practical region of 10-¢ - 10~= (Fig. 7.7c). The results are given in

Table 7.5b.

Alded frequency acquisition

From Table 7.5, it can be seen that the largest pull-in-limits which
signals 3A and 3C can have are 700 Hz. This is less than the assumed
maximum possible frequency offset of 4 kHz in the systems (Section 7.4.13,
so alded frequency techniques have to be used,

The variable-bandwidth methed (Section 7.2.3) is one of the aided
frequency techniques. So when using signal 3C in a CDEBPSK system, if the
possible maximum frequency offset in the system is less than 700 Hz,
¥=0.08 and p=0.04 can be used to acquire lack (Table 7.5}, and smaller
values of ¥ and p can be used after acquisition. Similar for the DEQPSK
system with the use of signal 3A, where ¥=0.08 and p=0.04 can be used for
faster acquisition and smaller values of ¥ and p can be used after
acquisition. It should be apparent that an increase of bandwidth can be
uéeful only 1f the signal/noise power ratio is sufficiently large. If the
bandwidth is too large, the loop becomes unstable and acquisition is
unlikely to be achieved. However, with the use of this aided frequency
technique, the pull-in limits of the MDFL and DDL still do not reach
4 kHz, so the extended-pull-in-l1imit method {(Section 7.2.3) must be used

instead.
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The extended-pull-in-limit method is non-data-aided, so that signals 34
and 3C have the same pull-in limit. Computer simulation tests, using the
model shown in Fig. 7.5 and the extended-pull-in-limit method with p=0.1
and ¥=0.05, have been carried out. The results suggest that, at
2B./¥0=12.5 dB,  the pull-in 1limit can be extended up to 13 kHz. The
results also suggest increasing p above 0.1 and Y above 0.05 will cause
the system to become unstable.Thus p=0.1 and ¥=0.05 are the optimum values
for the extended-pull-in-limit method, in the sense that it leads to the
most rapid frequency acquisitioan.

A series of two hundred tests have been carried out to assess the
transient responses of the extended-pull-in-limit method with p=0.1 and
¥=.05 for signals 3A and 3C at 2En/No=13 and 12.5 dB, respectively. ¥ith
these values of signal/poise power ratio, the error-rates are im the
practical region of 10+ ~ 10—= (Figs., 7.6¢c and 7.7¢). The f£frequency
offset is taken as 4 kHz and the 1nitlal phase error is uniformly
distributed in the range —-n¢6¢m. The results show that, with the use of
the extended-pull-in-limit method, the loops can acquire lock with any
resultant carrier.phase. .This is..to,_be expected because the method can
only be used to acquire frequency lock but not phase lock. The latter has
to be acquiréd later by the ¥DFL or DDL. Results of forty tests are given
in Figs. 7.9 and 7.10. Since the extended-pull-in-limit method requires
training symbols at the begirning of transmission, it is importaant to know
its acquisition time, The results of four hurndred tests have indicated
that, in the worst case, steady state could be reached 160 symbol
intervals after the occurrence of a frequency jump. It sSeems that the
extended-pull~in-limit method with p=0.1 and ¥=0.05 can be used at the

beginning of transmission over 160 symbols before switching to the MDFL or

DDL for continuocus (steady state) operation. .




—202-

It is not possible to determine the optimum values of ¥ and p of the
loops without knowing the possible maximum frequency offset caused by a
sudden signal fade., 0Of course, the smaller the values of p and ¥, the
better is the performance (Fig. 7.8). However, if p and ¥ are tooc small,
the loops cannot track the frequency offset caused by a sudden signal
fade. So the optimum values of p and ¥ can be specified only if the
maximum frequency offset is specified.

Figure 7.8a shows that, for ¥<0.03 and u<0.015 in the MDFL, there is a
reduction of less than 1 dB 1mn tolerance to noise of signal 34, at
Po=10"%, measured in comparison with that using an ideal carrier recovery
loop. However Table 7.5 shows that, with ¥=0.03 and p=0.015, the pull-in
limit for signal 3A is only 700 Hz., Thus if Af¢700 Hz, the MDFL can be
used without requiring any alded frequency acquisition technique to
acquire lock. A series of two hundred tests has been carried out to find
the transient response of the MDFL at 2Ew/Fo=13 dB. With 2En/¥o=13 dB, the
error-rate is in the practical region, i.e., Pa=10"° - 102 (Fig. 7.6c.
The frequency offset is taken to be 750 Hz and the initial phase error is
uniformly distributed in the range -n¢@¢n. The results indicate that the
HDFL can acquire lock in one of 4 stable positions, as expected. XNo
*hangup® occurred in the tesits. Results of fifty tests are shown in Fig,
7.11.

Figure 7.8b shows that any values of ¥=0.01 and p=0.005 used in the
DDL, there is a re&uction of less than 1 4B in tolerance to noilse of
signal 3C, at Pa=10"4, relative to the corresponding system using an ideal
carrier loop. Simulation tests show that with ¥=0.01 and p=0,005, the
pull-in limit of signal 3C is reduced to 200 Hz. A series of two hundred
tests have been carried out to find the transient response of the DDL at
2Ec/No=11 dB. Vith 2BEo/No=11 dB, the error-rate is in the practical region
of 104 - 10—= (Fig., 7.7c). The frequency offset Af is taken as 200 Hz and

the initial phase error is uniformly distributed in the range -n¢0¢x. The
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results indicate that the DDL can acquire lock in one of 8 stable
position, as expected. No "hangup” accurred in the tests. Results of fifty
tests are shown in Fig. 7.12.

It seems that, if the frequency offsets caused by a sudden signal fade
are less than 700 and 200 Hz in the DEQPSK and CDEBPSK systenms,
respectively, then the extended-pull-in-limit method with #=0.1 and
¥=0.005 can be used at the beginning of transmission over 160 symbols
before switching to the MDFL with p=0.03 and ¥=0.015 or the DDL with
u=0.01 and ¥=0.005 for continuous tracking. Of course, 1f the frequency
offsets caused by sudden signal fade are larger than 700 and 200 Hz, then
larger values of u and ¥ have to be used in the MDFL and DDL which,
inevitably, will cause larger degradations in tolerance to noise. On the
other hand, 1if the possible frequency offsets are less than the given
values, then smaller values of p and ¥ can be used which, of course, cause
smaller degradations in tolerance to noise. This is why the optimum values
of p and ¥ cannot be specified unless the possible frequency offset is
known.

Simulation tests have been carried out for signal 3A,with the extend-
pull-in-limit method used with p=0.1 and ¥=0.05 at the beginning of
transmission over 120 symbols before switching to the MDFL with p=0.03 and
¥=0.015 for continuous operation. The results are shown in Fig. 7.13.
Simulation tests have also been carried out for signal 3C,with the extend-
pull-in-1imit method "used with p=0.1 and ¥=0.05 at the beginning of
transmission over 160 symbols before switching to the DDL with p=0.01 and
¥=0.005 for continuous operation. The results are shown in Fig. 7.14.
Since the MDFL has a larger pull-in l}imit, it requires 120 training
synbols, instead of 160 symbols, at the beginning of transmission.

Although the optimum values of p and ¥ depend on the possible frequency
offset, the values p=0.1 and ¥=0.05 used in the extended-pull-in-limit
method are always optimum because they leads to the fastest frequency

acquisition time.
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Phase acquisition

As mentioned 1in Section 7.2.3, phase is usually self acquired, so it
is less critical and is studied here. The simulation model shown in Fig.
7.5 is also used to study the phase acquisition of the MDFL and DBL. A
series of two hundred tests has been carried out for signal 3A at
2En/Fo=13 dB. With 2E./No=13 dB, the error-rate is in the practical regicn
of 10-4 - 10-= (Fig. 7.6c). The MDFL is used here with p=0.03 and y=0.015.
Also Af=0 and the initial phase error is uniformly distributed in the
range -n$8¢x., The results indicate tbat the MDFL can acquire lock in one
of 4 stable positions. No “"hangup® occurred in the tests. Results of fifty
tests are shown in Fig. 7.15. The same procedures have been carried out
for signal 3C with 2B./No=11 dB with the uses of the DDL with p=0.01 and
¥=0,005. The results indicate that the DDL can acquire lock in one of the
8 stable positions., N¥o “hangup® occurred in the tests. Results of fifty
tests are shown in Fig. 7.16. It can be seen from these results that,
since the 1loops can acquire lock in different stable positions, the

acquisition time is rapid (less than 10 symbols).

7.4.4 Steady-state performances of the MDFL and DDL, in the presence of
frequency offset

The simulation model shown in Fig. 7.5 is used to assess the steady-
state performances of the loops, imn the presence of frequency offset.
Simulation tests have been carried out for signal 3A. with
fcu=5R/4=40 kHz, u~0.03 and ¥=0.015 in the MDFL, and the-HPA operating at
0.2 dB OBO. The extend-pull-in-limit: -method is used here with p=0.1 and
¥=0. 009 at the beginning of transmission over the first 120 symbols before
switching to the MDFL. The error-rate performances of signal 3A with
frequency offsets of 2 and 4 XHz, are shown in Fig., 7.17. The same
procedures have been carried out for signal 3C, with p=0.01 and ¥=0.005 in

the DDL instead. The error-rate performances are also shown in Flg. 7.17.

It can be seen that, under the assumed conditions, with af=2 kilz and




4 kHz, despite the degradations caused by usipg differential encoding and
the suboptimum distance measure, signal 3C still gains the advantages of

44B and 5dB, respectively, over signal 3A, hence the CDESPSK signal,

signal 3C, is more cost effective,
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Received sample Received phase Detected phase
values values value

il r$23 | Qs tan T r{li/riz) Vaon

>0 >0 0 ¢ Q. < n/2 x/4

>0 <0 0> ¥ -n/2 -x/4

<0 20 n/2 ¢ Qe > E In/4

<0 <0 -n/2 > U -m -3n/4

Table 7.1 Phase threshold estimation for Q,_,, used in the MFDL.
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Frequency Signal
affsets (Hz) 1A Z2A 3A 4A
2k 1.2 0.5 0.2 0
4k 4.1 4,1 2.2 2.2
(a?
Frequency Signal
offsets (Hz) 1A 2A 3A 4A
¢k 3.3 3.3 3.3 4,8
2k 4.5 3.8 3.5 4.8
4k 7.4 7.4 5.5 7
(b
Table 7.2 Degradaticns in tolerance to noise of signals 14, 24, 3A

and 44, due to different frequency offsets, over a nonlinear and
limited channel, with the use of the suboptimum filters, the
predistorter, the HPA operating at 0.2 4B 0BO, the amplifier limiter
and phase demndulator B and in an ACI environment with f-«=5R/4 Hz, at
Pa=10-4, expressed in dB, (a) measured in comparison with those of
corresponding cases without frequency offset and, (b) measured in
comparison with that of an ideal DEQPSK system (from Fig. 7.6).




Frequency Signal
offsets (Hz) 1C 2C 3C 4C
2k 0.5 0.5 0.4 0.1
3k 1.4 1.3 0.9 0.5
4 k 2.3 2.4 2.1 1.5
(b)
Frequency Signal
offsets (Hz) 1C 2C 3C 4G
0k 3 2.7 2.6 3
2k 3.9 3.2 3 3.1
3k 4.4 4 3.7 3.8
4k 5,3 5.1 4.7 4.5
(b)
Table 7.3 Degradations in tolerance to noise of signals 1C, 2C, 3C

and 4C, due to different frequency offsets, over a nonlinear and
limited channel, with +the use of the suboptimum filters, the
predistorter, the HPA operating at 0.2 dB OBD, the amplifier limiter
and phase demodulator B, and in an ACI environment with f..=5R/4 Hz, at
P.=10-4, expressed in dB, (a) measured in comparison with those of the
corresponding cases without frequency offset and, <(b) measured in
comparison with that of an ideal DEQPSK system (from Fig. 7.7).




=300

Signal p= Y= Degradation in
tolerance to
nolse
34 0.02 0.01 0.5
0.03 0.015 1
0.04 0.02 1.6
0.05 0.025 2.6
3C 0.005 0.0025 0.4
0.008 0.004 0.6
0.01 0,005 0.7
0.02 0.01 1.7
0.03 0.015 3
Iable 7.4 Degradations in tolerance to noise of signals 3A and 3C,

with different values of px and ¥ used in the MDFL and DDL, respectively,
with the use of the amplifier limiter,
predistorter, the HPA operating at 0.2 dB 0BG, phase demndulator B and the
suboptimum filters and in an ACI environment with f.u=5R/4 Hz, at Pa.=10-%,
expressed in dB, measured in comparison with those using an ideal carrier

over a nonlinear channel,

recoverey loop (from Fig. 7.8).

the
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Slgnal largest values of smallest values of Pull-in-
limit (Hz)
4 and ¥ K and ¥

1A 0.1 0.05 0.09 0. 045 1500
2A 0.08 0.04 0.03 0,015 700

3A 0.08 0.04 0.03 0.015 700

4A 0.04 0.02 0.02 0.01 300

1c 0.01 0.05 0.1 0.05 1000
2C 0.08 0.04 0.08 0.04 700

3C 0.08 0.04 0.08 0.04 700

AC 0.04 0.02 0.02 0,01 300

Table 7.5 The pull-in-limits of the MDFL and DDL for the DEQPSK and

CDEBPSK signals, at 2BEo/No= 13 and 11 dB, respectively, over a nonlinear

channel,

with the use of the predistorter,

the HPA operating at 0.2 dB

0BO, the amplifier limiter, phase demndulator B and the suboptimum filters
and in an ACI environment with f..=5R/4 Hz.




_302.—

Demodulation
filter
re 2 (t) =47 r{"?
x > z - Phase
r{t) /Zcosi w=t+6 (t)) Q. | threshold| a, _,
DTPD detector —w»——g
re=2>(ty t=iT r{=> and phase
x - Z — estimator
~/Zsinl wct+6 (£)]
DCO -~
Vi
- e,
¥/s —% F(z)
-
Figure 7.1a DEQPSK signal receiver with the use of the MDFL.
Demodulation
filter Phase _
rt) t=ml_ =17 T, Q... [threshold |«
o—>—s " > z o >——d DIPD > detector |—>—s
. and phase
exp(~jBm) estimator
expl~] (e} '
h —_— e — ——— —— — — V
Jr— = .
BM =m‘r- Yi—N
| Ta s O
I I 1
L p— “
DCO F(z)

Flgure 7.1h Baseband equivalent model of the DEQPSK signal receiver shown in
Figure 7.1a,
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Dempdulation
filter
0 rev(ed r{12
x - v e Viterbi
. t=(i+1 decoded
rt) Y2coslwe t+8 (01 Q... | decoder | data
DIPD and T
o r*=>(t) r{z: phase
x) 3 ~ > 4 O estimator
~/Zsinf o t46 (£)] =T
Delay
by (o-1)T
A A 7 Y
Y -
Q:.---‘2—;«1--1-. Y"*z‘“—h
i1 -.'-i-"‘:z"N-'n Dperation
¥/s “—{ F(z) - of
Eqn. 7.2.40
DCO
Figure 7.2a CESPSK signal receiver with the use of the DDL,
Demodulation
filter Viterbt decoded
r(t> t=mT_ oy t=i+DT r, Q, +1-n | decoder data
P e ] 2 a0 —>»— DTPD and -
R phase
exp (-6 estimtor
Yiewren
expl-j<.)]
Operation
for
7 Eqn. 7.2.43
% [ 7= < lt=ula | T T )
| I | .
| S I — .
DCoO F(z)

Baseband equivalent model of the CE8PSK signal receiver (with the
use of early decoding) shown in Figure 7.2a.
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/ /
3n/4 ¢ / 3x/a } /
A / A /
/ / slope=€<t)=2rmfp
e(t) e (k) ety
/ stope= . =2nAf /7
m/2 T / w2 /
/
/
€ty / € (t)
n/4
1t/8+9.%' ———————
/
4
= time t >n time
3Tt 2T 3T
~n/810
' ~n/4 - /

Y

Phase errors caused by the pull-in limit of the MDFL with the
initial phase errors of (a) n/8-6, and (b), n/8+0,_.

Frequency and phase offsets

Upper channel | S,(t) ; S,
() . £8 )
transnitter
Y
- Y
Desired chamnnel | S (%) S, () Recelver for
+ L (-i- the desired
transmitter channel
A
Lovwer chamnnel | S, (&) g S_)
transmitter

Model of a quadrature modulation system with frequency ard phase
offsets and in an ACI environment,




g
==

Upper - ] ]
channel t=1iT t=mTa
e—»—— Encoder |-+ 0> F_(f) |4 ~o— pee,) G 6
Y
Desired 1 !
channel =iT t=nT.
o—>—— Encoder [~ O™ F_(£) (4 ~o— Deg,) PG G
{e }
Lower '
channel t=17 t=nT«
+—>— Encoder |— 0> F_(f) |- D(g,) G(a,>
exp{-jlo_ fa0)nT,-8_1) |
L o
Transmitters .
1Sk, m?
Recelver for the desired channel
r— A N
t=iT =nTs
Det/dec. Q,_ ir} &) (e} {e,}
e—— and phase DIPD |<—o—"a p(t) [——e— PDXB,, At £(1)
{x, } |estimator :
- expl-J (o]
S P 4
Operation of €, ) {e,} 0
V- Egn. 7.2.23 or - F(2) [t [
- Eqn. 7.2.43
bCco

Baseband equivalent model of the DEQPSK or CDES8PSK system, with the use of the

Bigure 7.5

NDFL or DDL, respectively, and with a2 nonlinear and bandlimited satellite channel and in an ACI
environment, for computer simulation. Th suboptimum filters, tke predistorter, the amplifier
limiter, phase demodulator B and the distance measure D are assumed. The operation of Eqn., 7.2.23
or 7.2.43 is for the MDFL or DDL, respectively. F,.(f)> is the resultant transfer function of the
baseband equivalent model of the trasnmitter IF filter in cascade with the modulation filter.
Det/dec means detector or decoder.
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at 0.2 dB OBO, the amplifier limiter and phase demndulator B and in an ACl environment with

fc-=5R/4 Hz,
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frequency offsets and with the use of the suboptimum filters, the predistorter, the HPA operating
at 0.2 dB OBO, the amplifier limiter and phase demodulator B and in an ACI environment with
f.a=5R/4 Hz.
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Bigure 7.8 Error-rate performances of signals a) 3A and, b) 3C, with different values of p
and ¥ used in the MDFL and DDL, respectively, and with the use of the suboptimum filters, the
predistorter, the HPA operating at 0.2 dB OBO, the amplifier limiter and phase demodulator B and
in an ACI environment with f..=5R/4 Hz.
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¥=0.015. The frequency offset is taken as 700 Hz and the initial phase error is uniformly
distributed in the range -n¢0{m., Signal 3A, at 2Eo/No=13 dB, is used with the suboptimum filters,
the predistorter, the HPA operating at 0.2 dB OBO, the amplifier limiter and phase demodulator B

" and in ar ACI environment with f.«=5R/4 Hz, )
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Results of fifty tests on the transient response of the DDL with p=0.01 and
¥=0.005. The frequency offset is taken as 200 Hz and the initial phase error is uniformly
distributed in the range -n¢6¢m. Signal 3C, at 2Ba/No=11 dB, is used with the suboptimum filters,

the predistorter, the HPA operating at 0.2 dB OBO, the amplifier limiter and phase demodulator B,
and in an ACI environment with f--=5R/4 Hz.

time (T)

=¥ie-




time (T)

degrees

- N B RS S ‘

10§ R J! ! "J i)
- AR {me

il ||'l {(il ”M“’

- Aat Wt

f 4 I,fﬁ ! I'I I" '. '“'
RSN | |1 ‘
- I 8 f Ay -“?Wlml- .;h;!'ll‘ \:1}‘.‘.1’ 1-"‘\0 il ' A uh A i, ik & " | | i
-20 N . v 't el "‘”‘l""“l.-"’-“r'r'--""‘:,-"", LR "m’(""l"""‘ig!i\"ﬁ ‘;"-‘-".’fl'.'ii!.ﬂ"‘1."1}' ‘h.{'{'l.‘.,,r'&hl"ﬂ,,‘('}"ﬁ AR i R MA RN "‘n*f'

Figure 7.13 Results of fifty tests on the transient response of the extended-pull-in-limit
method with p=0.1 and ¥=0.05 and MDFL with p=0.03 and ¥=.015. The extended-pull-in-limit method
is used at the beginning of transmission over 120 symbols before switching to the MDFL. The
frequency offset is taken as 4 kHz and the initial phase error is uniformly distributed in the

. range -x¢B¢n, Signal 34, at 2B=/No=13 dB, is used with the suboptimum filters, the predistorter,
the HPA operating at 0.2 dB OBO, the amplifier limiter and phase demndulator B and in an ACI

environment with f-.=5R/4 Hz.

-G16-




xuo'

I8 '| i '
l 6 | | M D
,=;.NV|V \}""“ﬁ"#‘"\"-.‘.'f*“‘-:'\ww F'}*‘ rww\‘f\w,.ﬂ}\."[ "’h'\ .r..“h v
'Mr"‘ ‘ | "MH i l N »H \ A"
TR s Wi "www b i ARl \‘ﬂ.‘;“& )
&. i
‘-‘?"\’u' a**'fe‘ﬁ"'“““.!‘wf R '*‘!ﬁ\‘?ﬁ-@ o bRy
r J i "\' ) Hiivadhit '\4.“? |‘."" i ) . "'rf"r “\"I'hn'i of
time (T)
v
; ’ I \ ‘.
L AR M'
PSS YA i
d “'b.h‘ll:‘" ' “s“!’; 'l\.?!‘n‘i)\,ha ) \\\
O IR AL, ”. ..'
g g Ny
Figure 7.14 Results of fifty tests on the transient response of the extended-pull-in-limit \
method with p=0il. and ¥=0.05 and DDL with p=0.01 and ¥=0.005. The extended-pull-in-limit method &)
is used at the beginning of transmission over 160 symbols before switching to the DDL. The 'Ei:

frequency offset is taken as 4 kHz and the initial phase error is uniformly distributed in the
range -n{Bé¢x, Signal 3C, at 2Ec/No=12.5 dB, is used with the suboptimm £filters, the
predistorter, the HPA operating at 0.2 dB OBO, the amplifier limiter and phase demdulator B and
in an ACI environment with f..=5R/4 Hz.
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Figure 7.15 Results of fifty tests on the transient response of the MDFL with p=0,03 and
¥=0.015. The frequency offset is taken as zeroc and the initial phase error is uniformly |
distributed in the range -m{8¢m., Signal 3A, at 2Eu/Fo=13 dB, is used with the suboptimum filters, . |
the predistorter, the HPA operating at 0.2 dB 0BO, the amplifier limiter and phase demodulator B |
and in an ACI environment with f..=5R/4 Hz, |
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Bigure 7.16 Results of ﬂfty tests on the transient response of the DDL with p=0.01 and
¥=0.005, The frequency offset is taken as zero and the initial phase error is uniformly
distributed in the range -mn¢8¢m. Signal 3C, at 2E=/No=11 dB, is used with the suboptimum filters,
the predistorter, the HPA operating at 0.2 dB OBO, the amplifier limiter and phase denodulator B
and in an ACI environment with f..=5R/4 Hz.
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Flgure 7.17 BError-rate performances of signals 3A and 3C, with p=0.03
and ¥=0.015 in the MDFL and p=0,01 and ¥=0.005 in the DDL, re®pectively. The
frequency offset 1s taken as 2 or 4 kHz with the use of the suboptimum
filters, the predistorter, the HPA operating at 0.2 dB 0BO, the amplifier
limiter and phase demodulator B and in an ACI environment with f..=5R/4 Hz.
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8.1 Pgssible further investigations

The thesis contalns various results of data-transmission systems
using DEQPSK, CE8PSK and CDEBPSK signals under different assumed
conditions. The following is a 1list of the possible objectives worth
further investigating
(1) An 1investigation into the feaébility of timing recovery, since the
MDFL and DDL described in the thesls require the timing signal for
operation,

(2) CDEBPSK signals require 512 costs for decoding each received symbol.
Further investigatlion is worth study;ng.to reduce the equipment complexity
of the decoder.

(3> The baseband predistorter is found to be very promising for using
with phase-shift keying signals which have a low-spectral efficiency.
The predistortion technique, used with high—spectrai r  efficient
modulation- techniques, e.g., 16-ary quadrature amplitude modulation
technique, requires investigatiom.

(4) The baseband predistortion technique is based on the assumption that
the characteristcs of the HPA is known. Investigation of the technique
into the bardware experiment requires to be studied.

(5} In the transmission systems described in the thesis, it is assumed
that the TWTA on the satellite 1s operating in the linear mode. Further
investigation is required to study the performance of the system if the
TVTA is also operating in a nonlinear mode. This- is essential for TDMA
systems.

(6) In the thesls, the predistortion technique is used for a single
nonlinearity. Predistortion of two nonlinearities 1mn cascade 1s worth

studying, as for the case described in (5).
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(7> Although the decoder in Section 5.2.3 can be used to resolve the 8-
fold ambiguity in recovering the reference carrier from CDE8PSK signals,
it is only an suboptimum decoder. This is because the differential
encoding at the transmitter is a feedback loop, so the decoder is not a
true Viterbi decoder.

Having done the suboptimum, i1t 1is discovered that a true Viterbi
decoder can be designed to resolve the 8-fold ambiguity in recovering the
reference carrier from CE8PSK signals. Note that, since CE8PSK signals do
not have a differential encoder (feedback loop) at the transmitter, a true |
Viterbl decoder is possible to be designed.

The true Viterbi-algorithm decoder for CEBPSK signals is described in |
Section 4.4, where the receiver is assumed 1o provide the required ideal ‘
carrier signal with a correct phase. This means that, at the receiver, the
decoder assumes that the recovered carrier has the same phbase as the
received signal., If the recovered carrier has a wrong reference phase, the
decoder is not able to decode the received signal, i.e., catastrophic
failure results,

.To resolve-the 8-fold ambiguity, the decoder at the receiver haéisn
similar Viterbi-algorithm decoders. Each of them is same as the one
described in Section 4.4. They assume the reference carrier has a phase
shift of bn/4, for b=0, 1, 2, 3, 4, 5, 6 and 7. If the reference carrier
has a phase shift of =/4, where h=1, 2, 3, 4, 5, 6 or 7, one of the 8
Viterbi decoders will have the correct assumed phase and will be able to
decode the received signal correctly.

A good starting up preocedure at the beginning of a transmission is to
—~set all {C,} to zero. After a few decoding operations, the Viterbdi decoder-- --
with the assumed phase same as that of the received signal, will have the
ninimum values of {C,}. Vhereas the others will have very large values of
{C,}. If there is no sudden phase change during the transmission, only cne

af the 8 Viterbi decoders is used in decoding the received signal.
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If there is a sudden phase shift of hr/4, where h=1, 2, 3, 4, 5, 6
or 7 occurred during the transmission, the rate of increase of C, will
suddenly be very high. Thus the decoder can measure the rate of increase
of C, to check whether a sudden phase shift has occurred. If it does
occur, the decoder resets all {C,} to zeros. Hence the one, with the
assumed carrier phase same as the new phase of the received signal, will
start in operation. This method has been developed and tested at

Loughborough University, but further studied is required with CE8PSK

signals.
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8.2 Conclusions

Several shapes of modulating waveforms and different values of
channel spacing have been tested for data-transmission systems, using
DEQPSK and CES8PSK signals, over a nonlinear satellite channel and in an
ACI environment. The results indicate that the most cost effective
arrangement is to use signals 3A or 3B {(deperding upon whether a DEQPSK or
a CESPSK signal is used), with the HPA operating slightly below saturation
and with the channel spacing of S5R/4 Hz. Bandwidth and power efficency
cannot be improved by increasing the HPA OBO value or the channel spacing.

A method of predistorting the baseband signal has been described in
the thesis, and the results of the tests show that a better bandwidth and
power efficlency can be achieved by using the baseband predistorter. The
results of the the investigation indicate that, with the use of the
predistorter, the most cost effective arrangement is signals 4A or 4B
(depending upon whether a DEQPSK or CE8PSK signal is used), with the HPA
operating slightly below saturation and with the channel spacing of
4.5R/4 Hz.

Several different distance measures have been developed to reduce the
equipment complexity of the decoder for CE8PSK signals. The distance
measure D is considered to be the most promising one. The results show
that, when using the distance mesure D for decoding the CE8PSK signals,
the degradation 1§ only about 0.5 dB at Pe=10"%, relative to the unitary
distance measure.

The catastrophic failure of CE8PSK signals, caused by a wrong
reference carrier phase recovered at the receiver, has been prevented by
using a differential encoding technique which has been described in the
thesis. The penalty for this is about 0.7 dB at Pa=10-4,

Slicing and phase demndulation 1s considered to be a viable technique
for reduction 1in equipment complexity of the modem. This has been

investigated in the thesis. The results are very promising. Two phase
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demodulators have been developed for use after the amplifier limiting
process. They are phase demodulators A and B. These two phase demodulators
have similar performances. The results of the investigation show that,
with the uses of the predistorter, amplifier limiter, phase demodulator A
or B, the most cost effective arrangement is to use signal 34, 3B or 3C
(depending upon whether a DEQPSK, CE8PSK or CDE8PSK signal is used), with
the HPA operating slightly below saturation and with the channel spacing
af 5R/4 Hz.

Finally, two data-aided loops for recovering a reference carrier in
the DEQPSK and CDESPSK systems have been developed. They are the MDFL and
DDL. These two logps have limited pull-in-limits, so that a method to
extend the pull-in limits of these two loops , using a training sequence
at the beginning of transmission, has been designed to enable the loops to
track a frequency offset of up to 13R/32 Hz, In the presence of frequency
offset, the most cost effective signal is signals 3A or 3C, depending
upon whether a DEQPSK or CDESPSK signal is used. The signal can tolerate
frequency offsets of up to 4R/32 Hz, with a degradatiomn of about 2 4B, at

-« T .- "Pa=107%, ‘relative to the- case.with no frequency offset. .The _results alsa . .

shaw that, with the use of the designed carrier recovery loops, Signal 3C

is much better than signal 3A.
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Appendilax Al

MATCHED-FILTER DETECTION [11}

Consider an arbitrary signal waveform s(t), with a duration of T
seconds, such that s(t) is zero for t>0 and t<{T. This signal waveform is
received in the presence of AVGN <{(additive white Gaussian noise) w(i)
having zero means and a two-sided power spectral density ¥H. over all

positive and negative frequencies. Thus the received signal is
r{t) = s{t) + wit? Al.1l

The received signal r(t) is fed to a linear filter whose transfer
function is H(f) and impulse response h{t). The signal and nolse waveforms
at the filter output are s,(t) and w_,(t), respectively, as shown in
Fig. Al.1.

The problem is to determine the filter charateristics which maximise
the signal/noise power ratio at the output of the linear filter at time
=T,

The output signal/noise power at time t=T is
so(T

SER, = ~———— AL.2
ELw-(T>]

where, this is, of course, the ratio of the instantaneous signal power to
the expected noise power.

If the spectrum (Fourier transform) of s(t) is G(f), then B

o
6t = | sttrexp-ianitiat AL.3
-
[»:]
and stt) = | Gexpyenttras A4
oy

where f is the frequency in Hz and j= V-1,



The spectrum of s,(t) is GUIH(E), and

o0
s,(t) = I G(f )H{(f exp(J2rftidf Al.S
w

The magnitude of the output signal s,(t) at time t=T is

GEYH{E)exp(-j2nfT)dfl= Al.6

gt—ng

tsg (D12 = |

The power spectral demsity of w,(t) 1s

VR IH(E =

and the expected power level of w,(t) is

-]
¥=u§, [ tH@ et AL.7
L]

Thus the ratio of instantaneous signal power to expected noise power,

at the output of the linear filter at time t=T seconds, is

o
1 | BE@WGeWexpy2ntDat 12
o

SER, = — A1.8
¥o | IHGEIZdf
o

By the Schwartz Inequality (2}

o

o &0
V[ uoveas 12 ¢ [ orudizar [oiveias A1.9
o o3

-0 -

where U(f) and V(f) may be any finite complex functions of £.

Equality bolds in Eqn. Al.9 when

U£) = oV*f) A1.10

for any real constant ¢, V*(f) is the complex conjugate of V(f).
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In Eqn. Al.9 substitute H(DD for U(f) and G(Hexp(i2nfT) for V(), so

that

1] o
[ 1eenzas [ 16¢rexpiganemizas
[+ ]

0
| | HGexp(2mEDIALI= ¢
w

m 4]
= [ VHCE12dE | 168 12af A1.11
0 [15]

o0 w0
[ 1Eoizas | recorizas
] -

SNR = Al1.12

O mas )

&0
¥Eo j FHCE) 12df
o

o
= L
ol i 1G ()1 2df A1.13

From Parseval's theorem [2],

s2(t)dt = E Al.14

g8~s8

o
j IG(£) 12df =
-~

where E is the total signal energy of the signal waveform s(t).

Thus SRy me> = Zi A1.15

From Eqn. A1.10, the signal/noise power ratio has its maximum value

when

H{E)

U

|

i

From Eqn. A1.8 and Al.11, the maximum of signal/noise power is given by
|

|

|

|

|

|

|

\

|

|

|

|

|

A G exp(J2nfT)1*
|

|

cG*(flexp(-i2rfT)

G (-frexp(-j2nfD A1.16




o
and net) = | HPHexpyenttras
-0
1]
= of G-rexpl-sont -t)1af
—»
= o (T-t) A1.17
so that H(E) = oG*(f)exp(-j2ntT) Al. 18
B(t) = ce(T-t) A1.19

From Eqns. A1.13 and A1.18, the signal power at the output of the

linear filter at t=T, under the assumed conditions of SER, ., ...,» 18

w0 w0 & w0
- imoizas | 1eizas = = | re@nzar [ oreizas
w0

-0 - - -

=c=E= Al.20

Also the average noise power at the output of the linear filter is

BRoi H(L 1 #af = %Noc™

IG(E)1=df = %Noc™E Al.21

=
n
ge—8

g8

The filter satisfying Eqns. A1.18 and A1.19 is said to be matched to

the received signal s(t) and is known as a matched filter {3]1,[4}.

Since s(t)=0, for t < 0Oand t > T,

then “h(t)=0, for t < 0 and t > T,

so that h(t> is physically realisable.

Suppose now that the received signal is ks(t) where s(t) is known at
the receiver but k is an unknown real number, whose value it is required
to estimate as accurately as possible at the receiver. If the signal ks(t)

is fed to the matched filter given by Eqn. Al.19, then in the absence of
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noise, the output signal at time t=T is the convolution of ks(t) and h(t),

and is

g3

ks(t)h(T-t)dt = } ks{tXh(T-t)dt
0

ks(t) cs(t)dt

1]
Qe

= kc sZ(t)dt

Oy

= kckE Al.22

from Eqns. Al.14 and Al1.19. E is the energy of s(t), not of ks(t).
Vhen ks(t) is received in the presence of AWGN w(t), the input signal

to the matched filter becomes

r{t) = ks(td + wit) Al.23

and the output signal from the matched filter at time t=T is now

T
ro) = [ rHnr-vrdt = } [ks(t)+w(tdI s (t)dt
0 0
T T
=ke [ sxtiat + ¢ [ witrstrdt
0 0
= XcB + w, A1.24
T
where W, = ¢ | witdstrdt A1.25
0

W, is a sample value of a Gaussian rgndom variable with zero mean.
Equation Al.24 shows that

T
r = c£ r{t)sit)rdt Al.26

o

so that r, could alterpatively be obtained by multiplying rt) by cs(t)




and integrating the product over the time interval 0 to T. This operation
is performed by the appropriate correlation receiver, which is therefore
equivalent to the matched filter,

In order to estimate k, assuming a prior knowledge of ¢ and E at the

receiver, r, is multiplied by 1/cE to give

& Tkt 3

Al1.27

r,/cE is the estimate of k given by the matched filter. w,/cE is the error
in this estimate and is introduced by the Gaussian noise. The matched
filter maximises the ratio of instantaneous signal power to average noise
pover in the estimate of k.

Suppose now that k is equally likely to have one of two values k, and
k., where k_>k, and where k, and k_ are both known at the receiver. ks(t)
is here a binary signal element.

It can be seen from Eqn, Al.27 that in the absence of noise

=k where k = k, or k, Ar.28

so that k is now given exactly by the value of r_ /cE. However, when ks(t)
is received together with the noise waveform w(t), r, /cE will not normally
have the correct value k, or k..

To detect the value of k with the minimm probability of error, r./cE
is now compared with a threshold level of ¥%(k +k_ >, which lies half way

between k, and k_.

Vhen ro, < %cB(k,+k,?, k is detected as k,,

and when r, > %cE(k,+k_ ), k is detected as k..

It can be shown that this arrangement minimizes the probability of error

under the assumed conditions [5].
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The probability of error in a detection process may be determined as

follows., From Eqn. A1.24

where

From Eqn. Al.21,

]
1

keE + w,

=
n

1
= c % wit)s(trdt A1.29

W, 1s sample value of a Gaussian random variable with

zero mean ahd variance

Thus

¥Noc®E Al1.30

‘]2

r /¢E = X +w,/cE A1.31

where w,/cE 1o a sample value of a Gaussian random variable with zero mean

and variance

v* = §?/c7E= = K¥No/E A1,32

When k, is received, k is wrongly detected if

or

where

ro/cE > %k, + k)

=

wo/cE > d

d= %k, + k) A1.33

so that the probability of error is

o0 o
1 —-wW= 1 —wZ
P, = I exp{-5—=-)dw = J -— exp(——)dw
d V2ne® zr die  VZx 2
=o¢ 94
=QC =) Al.34
r 1 ~w?
vwhere Qly) = £ Ton exp(—é—)dw A1.35

is called the Q-function.




Vhen k, is received, k is wrongly detected if

r,/cBE < %k, + k)

or w,/cE ¢ ~-d

so that the probability of error is

d 0
Pou = I ! exp( 2:: ddw = g 1 exp( 2:2 ydw
(-]

Vore™ 22

= g¢ ¢
= QL) A1.36

Cleary, the probability of error is the same, whether k, or k, is

recelved, and is

_ - —oc 9, - d - o /EE
P, =P, =P, =Q7) =0 g===) =0/ 0cz= > A1.37

It can be seen from Eqn. Al.37 that the error probability is
independent of the shape of the signal waveform, and is dependent only on
d, E and ¥o.

It bhas been shown that the matched filter maximizes the signal/noise
power at its output, so that for given values of k, and k_ and therefore
for a given value of d, it minimizes the average noise power at its
output.

In a situation such as that considered here, where the wanted signal k
is equaily likely to have one of two values k, and k., and is received in
the presence of a zero-mean Gaussian random variable, the detection
process that minimizes the probability of error compares the received
signal <{(in this case r,/cE = k+w,/cE) with a {hreshold 1level half way
between the two possible values k, and k, of the wanted signal. The wanted
signal k is now detected as k, or k. depending upon whether the received
signal lies below or above the threshoid, that is depending upon whether

the received signal is nearer to %, or k,, respectively.
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The combination of the matched filter and the following detection
process in which the ocutput from the matched filter is compared with the
appropriate threshold level, is an arrangement of matched £filter
detection. This is the optimum detection process for the wanted signal,
under the assumed conditions, and it minimizes the probability of error in
a detection process.

The average energy of the two waveforms k,s(t) and k_s(t) is

Bk, + K )E = ¥k, - kDB + %k, + k;)=E A1.38

where E is the energy of s{t), For any given values of k, -k, and E, the
average of the two signal waveforms has a mninimum value of dJ°E when
k,=k,=-d. But from Eqn. A1.37, the probability of error is dependent only
on d, B and No, so that for a given probability of error and given values
of d, and E, the average signal/noise power ratio at the input to the
matched-filter has its minimum value when k, = -k, = -d. In other words,
the tolerance to AWGK is maximized under these conditions,

Vhen k, = -d and k,=d

the optimum decision threshold is zero, so that k is detected as k, when

r,<0, and k is detected as k, when r>0.

The probability of error in the detection of k is now

FE o /E
¥¥o Y = Q¢ e Y Al.39

d, _
Q(;)—Q(

where E, 1s the energy of each signal waveform k,s(t) and k,s(t). The
error probability is a function only of the signal/noise power ratio at
the input to the matched filter, and has its minimum value for any given
signal/noise ratio.

This is clearly the optimum combination of signal design and detection
process for a binary-coded signal, where the two binary values are equally

likely and the signal is received in the presence of AVWGN. Any waveform of




e ”"'SSSSSSS‘SSBBHEHEEEEBEC

—A10-

duration T seconds may be used for the transmitted signal-element, so long
as it has the required energy and so long as the waveform corresponding to
one of the two binary values is the negative of that corresponding to the
other binary value. Such a signal is known as a bipary antipodal signal-
element.

Since a decision threshold of zero is used for the detection of the
binary value, the receiver requires no prior knowledge of the values of k,
and k, other than that k, is negative and k, is positive. In other words,
the receiver requires no prior knowledge of the received sigral level in

order to achieve optimum detection of the element binary value.
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s{t) + wit) Linear So{t) + w, ()
» > —e

filter

3 =

Figure A1.1 Linear filtering of r(t),
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The transfer function giving a rectangular spectrum is

1 1

H(f) = A2.1
0 , elsewhere

as shown in Fig. 2.3a in Section 2.2.1.

The impulse response of the transfer function is

@ 1/2T
hety = j H{f) exp(j2nft)df = I T exp(j2nft) df
% -1/2T

1

T exp{j2nft) /2T - exp{nt/T) - exp{(~jnt/T)
i2nf —1/0T jent/T

_sin{xt/T)
T mt/T A2.2

as shown In Fig. 2.3b in Section 2.2.1

Az2.2 Sinusoidal rolloff spectrum

The transfer function of a sinusoidal rolloff spectrum is

T . 0 € IfI € (-8
2T
_J T, xT 21 (1-8> (1+B)
H{E) = 2[1 sin B(Ifl 2T)] v o7 ¢ 1t £ T A2.3
0 ,elsewhere

as shown in Fig. A2.la, where the ratioc p=f./f. is called the rolloff
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factor., Equation A2.3 can be written as

T + By () femfr < 1£1 < fo
H(E) =< Hi () Jfo < L < fotfa 42.4
0 , elsewhere
where 1/f.=1/2T and
g{cos"“f';;i‘“f"” -1 e < 1E1 < £o
Hy (£) = g{cob"“f';g“'f”” + 1) Jfo < Ul < £c+1.42.5
0 ,elsewhere

Assume that the overall filter has zero phase shift. (A linear phase
term of course resulis in a corresponding time delay.) Assume further that

Hi (£} has odd symmetry about f.. Then
Hi{fe + 1) = -Halfc = 1ED) yfor f.. < 1 £l A2.6

The sinusoidal rolloff spectrum has this property, as shown in Fig,
42.1b, with the overall characteristic shown in Fig. AZ.1la,
Taking the Fourler transform of Eqn A2.4, by superposition, the impulse

is given by

_ sin{nt/T)
h(t) = /T + h (2) A2.7

as can be seen from Eqn. A2.2, and
w0
!

But H. (£}, having =zero ({(or 1linear) phase shift, must be evenr in f

hao(t) = H. (£} exp(i2rft) df A2.8
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(Fig. A2.1b) [4,p.182). Then

hy (D)

2]
| m expyzneer ar
o

=2 [ H® cos2rft af
fc_f:-c
fc fc+f><
=2 [ Wicosenft df + 2 | Hi(Dcos2nft df  A2.9
fc_fx fc

using the fact that H.(f)=0, for 1£fi>f.+f...

Using the property of odd symmetry about f. by letting f=fo-x in the
first integral of Eqn. A2.9 and f=fc+x in the second integral. The new
dvmmy variable x ranges between 0 and f. in both integrals, and the two
may be combined into the following one integral, after using the odd-

synmetry property:

hy (8D

0
-2 | W (f-x)cos2n(fe-x)tdx
£

£

+2 Hy (fe+xdcos2n(fc+x)t dx

ey ik

f.
2 I Hy (fctxdcos2ri{fc4x)t + Hi (fe—xdcos2ri{f.~x)t dx A2.10
0

After using the odd-symmetry property (Eqn. A2.6), it becomes

»

Hi (fetxdcos2r(fc+x)t — Hy (fotx)cos2rfc—x)t dx

hiit) =2

Oy

£
2 [ Hi(fctm)cos2n(fotxd)t-cos2n(fe-x)t] dx
0

»»

Hy (fc+x)sin2nxt dx

—-dsin2rf.t

[ T

»

-4sin(nt/T) | Ha(f)sin2nxt dx 42,11
0
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nX

T
> (1 Sianx ) v x € fx
where Hz=(f) = A2.12
0 X > £
as shown in Fig. A2.1ec.
Using Eqn. A2,11, A2.7 can be written as
sin{nt/T) ,1 £oe nxt
net) = BTSN 45 - 2n g (1-singzo)sin2mxt dx)
sin(nt/T) 1 £ 1 T 1 T
= T“*E7T___{E - 2n £ sinZnxt + §°°5(§§: + 2nL)x - écns(§¥: - 20tdx dx)

= —Ad )

sin(nt/T) 1 _ > [LCOSQxxt ¥sin(nx/ (2f.) + 2nxt) _ ¥ocin(mx/(2f.) - 2thi]f”

/T t 2nt n/(2f.) + 2nt n/ (2£.) - 2nt o
- sin(nt/T) 1 2n{1 - cos2nf.t = ¥cos2nf,t ~_ _ ¥cosanf.t 13
/T t ant w/2f.. + 2%t n/2f. - 2nt
- sin(nt/T){l _ [1 - cos2rfst | cosemfnt cos2nf..t 1)
/T t t 1/2f.. + 2% 1/72f. - 2t
: sin(nt/T){ cos2nf.t 4 2f.cos2nf.t 2f.cosZnf.t )
/T t 1 + 4f..t 1 - 4f..t
_ sin(xt/T 1 1 _ 1
= =S cosgnbit[2fn a0 v T 1= a5t 3

= sin(xt/T) cos2xf.t 42.13

n/T tl1-4f.1)=}

But p=f./f. and so f£.=pf.=p/2T, thus Eqn. A2.13 can be written as

sinint/T) cos(fnt/T)

hit) = AZ2.14

nt/T 1-4[=L=/T%
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{ c)

Figure A2,1 (a) Sinusoidal rolloff spectrum, (b) and (c) spectra of H:(f)
and Hz(f), respectively.
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In conventional amplifier satellite transponders, the noise
contributions of the uplink and downlink are added according to the

following expression [6,ch.2,p6},17, pd2]):
(2B /807 "= (RE_/E_) '+ (2B /N7 A3.1

where E_ is the energy per bit, ¥N_, is the two-sided noise power spectral
density, and the subscripts U, D, and T denote the uplink, downlink and
total, respectively. In Egn. A3.1, the quantities are in ratios and
not dBs.

Formally the value of 2E_/N, in the uplink is made high enough to
compensate for the restricted performance caused by the fact that less
power is available in the downlink. This is because the nolse and
interference c¢ontributions in the uplink are passed together with the
wanted signal to the downlink where further noise and interference are
added. If the same value of E_/N, is used for both up and downlink, so

that

(2B_/¥,), = (2E_/N_ ), = (2E_/W.)_ A3.2

then 2E_/N, must be at least 3 dB greater than before in order to

achieve the required valuve of (2E_/¥.)..
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Figure A4.1 shows the baseband equivalent model of bandpass modulated
signals. The bandpass filter, with a limited bandwidth, represents the
cascade of the transmitter BPF (bandpass filter?, the channel filter, and
receiver BPF. It is assumed that perfect carrier and symbol timing
sunchronization signals are avallable, the noise 1is negligible on the

channel, and the chamnel is linear. Note that due to the linearity of the

system, the conclusions are not restricted to the noiseless case.

In Fig. A4.1b, the modulator contains only a premodulation lowpass

filter, LPF,. The modulated signal is
s, (t) = [a(t)*h (D)1c(t) Ad.1
where a(t) 1s the input signal, b (t) is the impulse response of the

lowpass filter, c(t) is the sinusoidal carrier signal, and * denotes the

convolution, defined by
-1
ath#h (&) = [ alrh t-ndr 4.2
-0

Teking the Fourier transform of Eqn. A4.1 and noting that convolution in
the time domain corresponds to multiplication in frequency domain, and
that convolution in the frequency domain corresponds to multiplication in

time domain, the spectrum of s,(t) can be written as

S, () = [AMDH_(H)1*C (D) A4.3

where A(f), H_(f) and C(f) are the Fourler transforms of a(t), h (¥ and

e¢{t), respectively. Since convolution of a baseband spectrum with a
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sinusoidal carrier results in a double-side band spectrum centered around

the carrier frequency f_, Equation A4.3 can be written as

S, () = BAGE-f_VH (£-£_) + A(E+f )H _(£+£.)) Ad. 4

In Fig. Ad.lc, the linear modulator contains only a postmodulation

bandpass filter, BPF,. The modulating signal is

s,(t) = [a(®ic(t)]1+h, (D A4.5

where h_(t) is the impulse response of the BPF,. The corresponding Fourier

transfornm is

S,¢f) = [AGEI*CUHIH, (D)

BLACE-£_ ) + ACE+E ) 1H (D) 44.6

where H_{(f) is the Fourier transform of h,{t).
The amplitude spectra of the predemodulated and postmodulated filter
signals, represented by Eqns. A4.4 and A4.6, respectively, are the same if

5, (fy=S_(f), that is

H_(f-f_) = H_(f+£ ) = H () AL.7

bearing in mind that the bandpass filter has a limited bandwidth. Hence,
the equivalent condition is satisfied if the bandpass filter, H,(f), has

the same transfer function as lowpass filter, H (f), shifted so as to be

centered around the carrier frequency f_. Thus if a transmitter bandpass
filter is symmetrical around the center frequency, the baseband equivalent

model of it can be easlly obtained by shifting the center frequency to

zero frequency. ‘
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In Fig. A4.1d, the demodulator contains a predemndulated bandpass

| filter, BPF,. The signal to the demodulator is

s,.(t) = [altdc(t)1*h, (tre(t)

The corresponding spectrunm is

#

3,, BLAUE-£ ) + A(EHE_ JH (£)*C()

11

I

1]

ULACE-£ ~f DH_(f-1_) + ACE-f_+f_YH (£+£))

HACEHE _~f DH (E-£,) + ACE+£_+f DH_(£4£)] A4.8

The wide LFP will block the second-order spectral components, sa that

BLACE-£ DH, CE) + AGE+E DH (£)14C(£)
|
amplitude spectrum of the signal to the detector is
|
\

§,,() = ¥AOIH (£-1,) + Hy(F+£)] A4.9

In Fig. A4.le, the linear demndulator contains only a postdemodulator

lowpass filter, LPF,. The demodulated signal is S -

-

The corresponding Fourier transform is

S_ ()

LACEY=C(£)IH (£

=

\
\
|
|
S, () = [alt)c(t)c(t)I+h (t)
|
|
|
|
|

¥ LAE-£ )+AE+E D 1#C(F)YH (D)

I

KCACE-f_~F D H+A(E-f_+£_)+ACL+E —F D +A(E+E_+£ DIH_(£) A4. 10

The second-order spectral components are blocked by the LPF_,, so that

the amplitude spectrum of the signal to the detector becomes

§..(6) = MIAOH () + AMDH (£ - A411
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The amplitude spectra to the detector, represented by Eqns. A4.9 and

A4.11, are the same if S, (£)=8_,(f), that is

B (£) = Ho(£-£_) = H (f+f_) A4.12

bearing in mind that the bandpass filter has a 1limited Dbandwidth.
Therefore the equivalent condition is satisfied if the bandpass filter,
H <), bhas the same transfer function as the lowpass filter, H_{(D,
shifted so as to be centered around the zero frequency. Thus if a receiver
bandpass filter is symmetrical around the center frequency, the baseband

equivalent model of it can be easily obtained by shifting the center

frequency to zero frequency.
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channel filter, and

recelver BPF.
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—
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A(E) S, () A(E) S
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Hg () S,, & H ()8, D)
c(t) VWideband LPF to c{t?
(916 P remove the second- Cif)
order spectral components
(d) Equivalent demodulator (e)

Figure A4.1 Baseband equivalent mndel of bandpass modulated signals.
Madulator, channel, demodulator. Mod is modulator, Dem is demodulator, LPF is
lowpass filter, BPF is bandpass filter, LO is local oscillator, CR is carrier
recovery, and Det 1s detector. (b)> Linear modulator having a premodulation LPF
Nodulator having a postmodulation BPF orly.

only. (&)

responses o0f the LPF and BPF, respectively.

predetection BPF. (e} demodulator having a postdetection LPF only.

(a)

h and b, are impulse
{d) demodulator having a




Consider a bandpass signal s(t) is given by

s(t) = a(tdcos2nf_t-b(t)sin2nf _t
= #cit)exp(jenf_t)+hc*(t)exp(-2xf_t) A5.1
where c(ty = adf) + jbit), AS.2a
c*(t) = at) - jb(t), A5.2b

j=/-1 and £_ is the carrier frequency.
The signal ¢{(t) is the complex lowpass envelope of s(t) while a(t) and
b(t) are the inphase and quadrature components of s(t), respectively.
Hence, the Fourier transform of s{t>, giving by the frequency

transiation theorem, is

S{f> = BC(E-£_) + WC*(-f-£_) A5.3

where C{f) is the Fourier transform of c(t).

The process of bandpass filtering s(t) through a bandpass filter is
y{t) = ht)s(®) AS.4

where h(t) is the impulse response of the bandpass filter and # denotes
the convolution {(see Eqn. A4.2 for the definition).

The corresponding Fourier transform is
Y) = HHISWD A5.5

where Y(f), H(f) and S{f) are the Fourler transforms of y(t)>, h{(t) and

/
s(t), respectively.
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The impulse response of the bandpass filter can be expressed as

h{t) = r{ticos2nf_t - q{t)sin2nf_t A5.6

= Rd(Dexp(J2rf_t) + ®d*(tl)exp(-j2rf_t) AS.7
where dt) = r&) + jqit, A5.8a
d*{t> = rt) - jqb), A5.8b

and f_ is the centered frequency of the bandpass filter. (Assume it is the
sape as the carrier frequency of s(t)).

The signal d{(t) is the complex lowpass envelope of h(t), while r(t) and
q(t) are the inphase and quadrature components of h{t), respectively.

The Fourier transform of h(t) is given by

H(E) = DCE-£_) + D*(—f-£_) 5.9

where D(f) is the Fourier transform of d(t).

The bandpass signals of d(t) and d*(t) in Eqn. A5.7 can be written as

ditrexp(j2nf_t>

1!

r{t)exp(j2nf_t) + jq(tlexp(i2nf_t> A5.10a

and d*{t)exp(j2nf_1t)

1

r(tlexp(y2nf _t) - jqDlexp(j2nf_t) 45.10b

The corresponding Fourier transforms are

De£-£.) RUE-E_) + IQUE-£.) A5, 1la

and D*(-£-f_)

R(f-f ) - JQU-f) A5.11b

where R(f)} and Q(f) are the Fourier transforms of r(t) and g(t), bearing
in mind that r¢(t)> and q(t)> are the inphase and quadrature components of

the impulse response. Thus

R(-£_)

WID(E~£, ) + D*(-£-£_)} A5.12

and JQUE-£ ) = BIDU-£) - D*(-£f-f )] A5.13
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If the signal from the output of the baseband equivalent model of the
filter is not real for a real input, or 1f the output from it is not
purely imaginary for an imaginary input, there is crosstalk introduced by
the bandpass filter. From Eqn. AS5.13, the crosstalk interference (CI) is

represented by

CI = jQU-£) AS.14

Case I Symmetrical bandpass filter

1f the bandpass filter transfer function H(f) is symmetrical 1in
amplitude and asymmetrical in phase about £f_ {i.e., DUE-£f) = P*(—£-f 0,
then jQ(f-f.3=0 and so CI=0. Since there is no interference between the

inphase and quadrature components, there is no crosstalk.

Case 11 Nonsymmeirical bandpass filter

If the bandpass filter transfer function H{(f) is not symmetrical in
amplitude or not asymmetrical in phase about f. (i.e., D{(f-f_>#D*(-f-f ),
then JQf-f_>#0 and CI=jQ(f-f.). There is crosstalk between the inphase

and quadrature components, introduced by the bandpass filter.
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A6.1 Reprecentation of the modulated signal

Let R(.) represent the real part part of (). If a(t) and b(t) are the

information bearing signals then:

S

now exp{-jrn/2)

where i
14

1f

then

= /2 {alt)cosw_t - b(t)sinw_t} 46,1
= V2 {a(t)cosw_t - blt)cos(w_t-x/2)) 46.2
= Y2R{a(exp(Ju_t) - bltdexplu_t-n/2)) 46.3
= /ER{a(t)exp(jwct) - btlexpljo_tlexp(~-Jn/2)} AG. 4
= cos{(-n/2) + jsin{-n/2) A6.5
=0 - J A6.6
= /-1,
= ¥2{a(t> + jb(t)} Riexp{juw_t)} 46.7
s(t) = a(®) + jb(t) 46.8
S(t) = V2s(t) Riexp(ju_t)) 46.9

The auto-correlation functicn of S(t) is

-]

¥ i1y =2 L e(t-Tcos w_(t-7) s{ticosw_t dt A6.10

The epergy of the waveform S(t) is

¥ ()

L]

=2 [ tsttrcosw t1= at 46.11
-0
o

= | tst®)12 + cos2u t at 26.12
-0
L]

= I s2(t) dt after lowpass filtering A6.13
-0

which is also the energy of the modulating waveform. Hence, the process of
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modulation does not alter the energy content of the waveform to be
transmitted. Consequently, the modulation of the two waveforms a(t) and

b{t) can, from Eqn. A6.7, be represented as
s(t) = adt) + jb(t) AG, 14

in a baseband equivalent model, because the term /§h{exp(jm=t)} in
Eqn. A6.7 only represents a shift of the spectrum of s*(t) by w. rad/sec

and has a modulus of unity.

A6.2 Representation of the demodulated signal

Let the demndulated signal be represented by r'(t) and let the received
information bearing signal before demodulation be represented by m(t),

then

r' () = /2m_(t)coslo_t+g) - ¥V2m (tsinlo_t-§)

where m_(t) and m_(t) are the inphase and quadrature components of m{t),

and ¢ is an arbitrary phase. Hence

r* (t) = /2 {m_(t)cos(uw_t+4) - m_(t)coslw_t+f-m/2)) A6.15
= /§R{m‘(t)exp[j(wct+;)] - m (tlexpl il t+g-1/2)1) A6, 16

1]

/Z2R{m_(t)explj(w, t+4)) - m_ (tlexplj(w_ t+g)lexpl-jn/213 A6.17

= Y2R{m_(t) + Jm_ (£} explj(w_tis)} 26.18

where exp({-jn/2) = 0 -}, {J = /:T);
hence r* (t) = ¥2RE [m (£) + jm (t>] exp(jw_ t) exp(g) } 46.19
From Eqns. A6.7 and A6.9, the term /§{exp[Jmctl) in Eqn. A6.19 only

represents a shift of the spectrum of m(td) by o, rad/sec and has an

average value of unity, Thus, the demodulation of m(t) into two separate

waveforms, representing the demndulation of two double sideband suppressed




carrier amplitude modulated signals which are in phase quadrature, gilves

r(t) = {m_(t) + Jm ()} expUg) 46.20

{n, (t)casg-m ()sing) + j{m, (D)sind+m (t)coss) 46.21

in a baseband equivalent model.
If the channel introduces no signal distortion or noise then the
representation of the bandpass signal in the baseband equivalent model

from Eqns. A6.14 and A6.20, is

r{ty = st exp(igd 46.22

The result of Eqn. A6.22 can be verified by demodulating the signal in

Eqn. A6.9 with /2R{explj(w_t+#)1)} and gives

rit Y2s(t) Riexpljo_t1} Y2{expljlw_t + O

]

2s(t) exp{jgicos=u_t

s(t) exp(Jg){l + cos2w_t)

s{t) exp(ig) after laowpass filtering A6.23

Equations A6.22 and A6.23 are the same. Thus a system using gquadrature
amplitude modulated signals can use the complex signal representation
given by Eqns. A6.15, A6.21 and A6.22 to represent a baseband equivalent

model.



Consider a white Gaussian noise of zero-mean and spectral density ¥¥.
which is passed through an ideal narrow bandpass filter (i.e., the center
frequency f_ is large compared with the half-bandwidth of the filter) of
unit gain, midband frequency f_, and bandwidth 2B Hz. The spectral density
characteristic of the filtered noise process N(t) will therefore be as

shown in Fig. A7.1a. It may be written [10] that

N(E) = N_(t)cos2rf_t - F_(t)sin2nf_t A7.1

where N_{(t) and N_(f) are referred as the inphase and quadrature
components of the narrowband noise N(t). Some properties of this expansion

are as follows £10},011}:

(1) Gaussian. If N(t) is a sample function of a Gaussian process, then
¥, ) and N _(t) are also sample functions of Gaussian random processes.

(2) Independence. The functions N_(f) and N_(t) are statistically
independent. .

(3) Mean. If N(t) has zero mean, then N_(t) and N_(t) also have zero mean.
(4) spectra and variance. Both N_(t) and N_(t) have the same spectral
density, which related to the spectral density y _(f) of the narrowband

noise N{(t) as follows.

Y.+ D4y (F-£) ,-B ¢ f ¢ B
y_(E) = y (f) = 47.2

0 ,elsewhere

where ¢ _(f), and y_{f) and y_{(f) are the spectral density of N{(t),N_(t)> and

X.{t), respectively, and 2B Hz 1s the bandwidth of ¥(t). N_(t)> and R_(t) each

occupy the frequency band from zero frequency to £B Hz. Since N(t) has a
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two~sided power spectral density of %N- over the frequency bandwidth,

Eqn. A7.2 reduces to

2y, (£+f ) ,~B ¢ £f ¢ B
y_ ) =y () =

0 selsevwhere

¥No ,~B £ £ ¢ 8B

] , elsewhere

A7.3

A7. 4

The two-sided power spectral density of N _(t) and ¥_(i) are twice that

of N(t). The variance of N_{(t) and F_(t), is

Nz (t) = F2(t) = E y.(f) = 2N_B

The variance of Xt is

~f_+B £_4B
W) = [ oy.ar s [ oy coat
-t 1B £.B
= 2NoB

Thus, the variance of ¥ (t), N_(t) and N(t) are equal.

(5) Autocorrelation function of ¥ <(t) and N _(t).

A7.B

A7.6

The autocorrelation funéfion of ¥(t) is the inverse Fourier transform

of the spectral density characteristic, 1i.e., {11, p.208]

-f_+B f_+B
R (m) = I ¥N _exp(j2nfvidf + f ¥N_exp(Znfr)df
~-f_-B f_-B
= §_p SIBMBT_ ¢ oapc-ga2mf 1) + exp(enf 1)
2nBr
= 2K_B §12§£§1—cos2xfc7
2nBr

which is shown in Fig. A7.1Db.

A7.7
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Applying Eqn. A7.4 to the spectral demsity characteristic of Fig. A7.1,
which 1s symmetrical about =*f_, the corresponding spectral density
characteristic of +the inphase and quadrature noise components, N_(t) or
N_(t), as shown in Fig. A7.lc. The autocorrelation function of N_(t) or

K _(t) is therefore

B
R.(r) = R.(r) = [ N, exp(y2nfrrdf
-B

sin2nBr A7.8
2rBT

= 2N,B

It can be seen that R_{(1) or R_{(v) passes through zero at r=in/B, where
n=1l, 2, 3, ..., 1f F_(t) or N (t) is sampled at the rate of 2B samples per
second, the resulting noise smaples are uncorrrelated, being Gaussian,
they are statistically independent.
(6) Equivalent baseband signal of H{(t).

From Appendix A6, the narrowband noise N(t) can be represented as the

complex-valued signal

N(t) = [F_(t) + JN_(t)IRlexp(juw_t)] A7.9

in a baseband equivalent model, where j=/-1, w =2nf_ and R(.) represents

the real part of (.). The demodulation of N{t)> with /ER[exp(jmct)] gives

N(t)V2Rlexp(ju )1 = [N_(t) + j¥_(t)IRlexp(Ju,.t>] Y2Rlexp (exp(ju_t))
= Y2IF_(t) + jH_(t)lcos2w_t
= [ /%N_(t) + JY%H_(£)) 1+cos2e_t}
= n(t)X1 + coslu_t]
= n(t) after lowpass filtering A7.10
where n(t) = VEN_(£> + J YRE_( A7. 11
= n_(£) + jn_(t) A7.12

with n_(t)= VEF_(t) and n_(t)= VEN_(1).




Since the variance of N_(t) and N (t) are 2K,B, the variance of n_ (%}

and n_(t) are

1)
pE(E) = = 2FB _ y B A7.13a
c 2 2
¥ (b
and PE(®) = —=— = FoB A7.13b

respectively.

The equivalent baseband signal of the narrowband noise is therefore

n(t) = n_<&) + jo_(B

where n_(t) and n_{(t) each occupy a bandwidth of +B Hz with a two-sided

power spectral density of ¥N. over the frequency bandwidth (Fig. A7.1d).
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Elgure A7.1 Characteristics of ideal bandpass filtered white noise. (a)
Spectral density. (b) Autocorrelation function. (¢) Spectral density of
inphase and quadrature components. (d) Spectral density of the baseband
inphase and quadrature components.
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It is mentioned in Section 2.2.4 that the bit-energy-to-noise power
spectral density ratio, E./%Bo is frequently used ip digital communication
systems to enable a comparison of systems having variable transmission
rates and of the performances of various modulation and coded systems in a
complex interference environment. En is the energy per bit at the input to
the receiver and %¥o is the white Gaussian two-sided noise power spectral
density measured at the same point. Here, it is to determine the white
Gaussian two-sided noise power spectral density at the input to the
receiver, for the different values of noise varlance and sampling rate
used in the simulation tests,

Consider a white Gaussian noise of zero mean and a two-sided power
spectral density of %No which is passed through an ideal narrow receiver
bandpass filter of unit gain, mid-band frequency f_, and bandwidth 2B Hz
(Fig. A7.1). The baseband equivalent of the noise signal at the output of

the filter can be written (Appendix A7) as the complex signal:

n{t> = n_{t) + jn_(L A8,1

where j=/-1, and n_(t) and n_(t) are sample functions of Gaussian random
processes with zero mean and a two-sided power spectral density of ¥N
over the frequency band from -B Hz to B Hz (Fig. A7.3).

If n(t> is sampled, at the time instants {iT}, where i takes all

positive integer values, and
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to give the noise sample value, at time t=iT,

+ jn_. AS.4

where n,=n(iT), n_ ,=n_(iT) and n_ ,=n_«(iT>, the resulting samples {mn,}

are uncorrelated and statistically  independent (Appendix A7). The

{n, ,) and {n,,) each have the variance (Eqn. A7.13)

v2 = NoB A8.5

Thus, the two-sided noise power spectral density, %N_,, at the input to the
ideal bandpass filter, in terms of variance ¢= and bandwidth B Hz of the

baseband equivalent model, can be written as

¥E, = v2/{2B) A8.6

Hence, if the variance and bandwidth of the baseband equivalent model
of the noise signal are known, the two-sided noilse power spectral density
at the input to the receilver filter can be found using Eqn. A8.6.

Now suppose a Gaussian random number generator generates the complex-
valued samples, at the fime instants {mlI_}, where m takes all positive

integer values and

T, = T/k 28.7

where k is an inieger. The generating rate is k/T samples per second. So

that at time t=mT_, the generated complex-value sample is
AB.8

where n_  and n_  are sample values of uncorrelated and statistically

independent Gaussian random variables with zero mean and fixed variance
vZ?, This process is equivalent to obtaining the complex-valued Gaussian

noise samples from the equivalent baseband model of an ideal narrow




bandpass filter (Fig. A8.1), The ideal bandpass filter has a passband gain

of one and a bandwidth of
2B = 1/Tue = k/T A8.9

as can be seen in an exactly analogous fashion expressed in Eqn. A8.3. So
that by substituting B=k/2T into Eqn. A8.6, the two-sided noise spectral

power density at the input to the ideal bandpass filter can be found as

=T
STy

48.10

l\)lH
o

¥ote that %N, is dependent on the gemerating rate k/T. This equation is
very important im calculating the bit-energy-to-noise power demsity ratio
in the computer simulation tests, because it relates the noise variance o<
and sampling rate used in the tests to the two-sided power density %Ko at
the input to the receiver.

Thus a Gaussian random number generator, generates uncorrelated
complex-value samples {n,} with zero mean and fixed variance ¢*, at a
rate of k/T samples per second, is equivalent to obtaining the complex-
valued Gaussian noise samples from the baseband equivalent model of an
ideal bandpass filter (Fig. A8.,1). The ideal bandpass filter bhas a
bandwidth k/T Hz and a gain of one. The two-sided noise power spectral
density at the input to the baseband equivalent madel of the ideal

bandpass filter is

= —_— A8.11

l\)l oz

This value can be used to compute the value 2E_/N, in the computer

sinulation tests.
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AB.2 2R./Ho _value calculatlon for computer similation

The equivalent baseband of a transmitted quadrature modulation signal

(Section 2.6) can be represented as the complex signal (Appendix A&):
s{t) = alt) + jb(t) A8.12

where j=¢/-1, and a(t) and b(t) are the equivalent baseband of the inphase
and quadrature signal components, respectively.

The transmitted signal energy during the n*™ T interval is

nT
E.w = | 1stri=as A8.13
(n-10T

where T 1s the symbol duration.

Suppose the continuous waveform s(t) of the transmitted signal is

sampled at the time instants {mI ), for m=1, 2, 3, ..., where
T = kT A8, 14

and k takes a positive integer value (Eqn. A8.7), to give a sequence of
samples {s,}, where s, =s{mT_) has a complex value. Assume that the
sampling rate, 1/T_=k/T, is high enough to prevent alaising and L symbols
are transmitted. There are altogether kL samples in the sequence {s_ ). The

average energy per sample in {s}) is

bl

=L 2
P, =47 = L Is,l A8. 15

Thus the average transmitted signal energy over a period of T seconds is

E_=P.T A8.16
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This is also the average transmitted energy per signal element, and so the
average transmitted bit emergy (for DEQPSK, CEBPSk and CDESPSK signals)

can be written as

E_ =E_/2 =P, 1/2 A8.17

Suppose the Gaussian noise sample values {n,} with zero mean and fixed
variance o2, as described in Appendix A8.1, are used to add to the signal
sample values at the time instants {(ml)}. So that at time t=uT_, the added

nolse sample is

A3,18

with n, , and n,  the same definitions as in Eqn. A8.8.

™

From Appendix A8.1, it can be said that, under these assumed
conditions, the two-sided power spectral density of ¥N _of the nolse,

measure at the same point as E_, can be written as

=T
= A8.10

NO
2

as can be seen in Eqn. A8.10. Of course, the signal is assumed to be all
covered by the white Gaussian noise.
Using Eqns. A8.17 and A8.19, the bit-energy-to-noise power spectral

density ratio can be writfen as

2§, P,Tk Pk
¥, © 2021 | 202 48.20

and the variance of the noise can he written as

¥ Pk

rZ = —IE A8.21
(-3




Equivalent baseband
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bandpass filter
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t=mT_ {n,}
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Gaussian
t=nT,_ {n,}
random number >— - Y

0;2
generator
14+9)

Figure A8.1 Equivalence of the noise model for computer simulation. {a) HModel
for obtaining the noise samples from the baseband equivalent model of the ideal

bandpass filter. (b) Model for generating the

noise samples for computer

simulation. This 1s equivalent to the model shown in (a).
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Let y{t> be a continuous waveform which is sampled at not less than the

Nyquist rate to give the samples {y_}, where

Y= ymTa) 29.1

and Te is the sampling period. Now y({) may be expressed as [23)

. sin(t/Ta - m
YO = L Ve Tat/Te - m h9.2

sin(t/Te - m}
n{t/Ta — m

where the , are a set of orthonormal functions. Thus

N = - T {sin(t/Ta —m )1=
7 = =
S fy(tl X iy 1 K [x(t/T. — 12 dt A9.3

me— o

o

The integral on the right-hand side 1is equal to T« [241. Therefore,

Egn. A9.3 decomes,

S lyt)12 dt = T I Iy 12 A9.4

which means that the sampled signal must be scaled by the sampling

interval Ta in order to glve the same energy level as the continuous

signal y(t).
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Consider two signal vectors S, and S, with a distance of d,, units

apart. Vith the two signals equally likely to be transmitted (as assumed
here) it is to determine the probability of error for either one. By
sympetry this is the same as for the other, and, averaging over both, is
the system probability of error. This shows up in the decision regioms of
Fig. A10.1, since it is apparent that a signal vector V anywhere in the
right-half plane should be associated with S,, while any value in the
left-half plane is associated with S,. It is clear from Fig. Al10.1 that
the locus of all points p equally distant from S, and S, is the ¢, axis.
Thus an error occurs when S, is transmitted if and only if the noise
component N, exceeds d,,/2, where d,, is the Euclidean distance between

the two signals:

PLEIS,] = PLN, > d4,,/21, 410.1

o
where aZ, = 18,-5,12 = [ [s, (b)-s, (£)1Z dt A10.2
—to

is the square Euclidean distance, and s,(t) and s,(t) are the +%wo
corresponding timing signals in time domain. PLE/S,] is the conditional
probability of error whern S, has been transmitted.

Let ¥, be zero-mean Gaussian with variance ¥N,, so that

_az

-]
1
PLEIS,1 = == exp( ) da A10.3
d‘gfz o Yo
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Setting ¥y=o /2/¥,, Eqn. Al10.3 becomes

PLEIS,] = T L expt 25 ) ay A10.4
i - L3
4,2 /2x 2
TE.72
di.‘l
U 7 A10.5
o 1 e
where Q) = | 5= expl - ) dw
y

Since, by symmetry, the conditional probability of error is the same

for either signal, so the probability of error is

P, = P(E) = PIS,1PLEIS,1 + PLS,]PLEIS,] Al0.6
= BPLEIS,] + %PLEIS;] A10.7

d,,

2

diJ
= Q( 3. ) Al10.9
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A
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i, |
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diJ/Z d,,/2

Two signal vectors and decision boundary in a subspace.
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Several different types of carrier recovery techinques are described in
this eappendix. These include the analog phase-locked loop (APPL) and
digital phase-locked loop (DPLL) which are used for the signals with a
spectral component existing at the carrier frequency, and the MK*"™ power
loop, the Costas loop and the decision-feedback loop which are used for
the signals with suppressed carrier. In order to simplify the description

of the loops, noise free conditions are assumed.

All.1 Analog phase—locked loop (APLL)

A PLL is a device which continuously iries to track the phase of the
incoming signal. It is realized by a phase detector (PD), a loop filter,
and a voltage-controlled oscillator (VCO). The configuration is shown in
Fig. All.la., The PD compares the phase of the incoming signal with that of
the VCO, and its output voltage is filtered and applied to the VCO whose
output frequency moves in a direction so as to reduce the phase difference
of the incoming signal and output of VCO. When the loop is "locked", the
short-term frequency of the VCO is exactly or very nearly equal to the
average frequency of the input sigpnal. A number of different kinds of
phase detectors have been used (viz., sinuscidal, triangular, and
sawtooth) though sinusoidal is the most common one,

A11.1.1 Linear model of APLL

Consider the basic mndel of an APLL consisting of a PD, a loop filter,
and a VCO as shown in Fig. A11.1b., The incoming signal has a phase of
8(t), and the VCO output has a phase 6(t). For the present, assume that

the loop is locked, that the PD is linear and the PD output voltage is
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proportional to the difference in phase between its inputs; that is

e(t) = K I8t - B¢t A11.1.1

1}

K_e (t) Al11.1.2

where K, 1s the PD gain factor and is measured in unit of volts/rad, and

e(t) = 8¢t) ~ 64D A11.1.3

is the phase error signal.

The phase error voltage e(t) is filtered by the loop filter. The noise
and high frequency signal components are suppressed. The filter helps to
determine the dynamic performance of the loop. The filter transfer
function is given by F(s).

The frequency of the VCO is determined by the control voltage e. The
deviation of frequency of the VCO from its center frequency is given by
aw=K e, where K, is the VCO gain factor and has units of rad/sec-V. Since
frequency is the derivative of phase, the VCO operation may be described

as dé/dt=Kve. By taking Laplace transforms

LLa8 (£) 7dt]

sb(s) = K,E(s) Al1.1.4

therefore, 8 (s)

K ,E{s)/s Al1.1.5

where E{(s)=Lle(t)]. In other words, the phase of the VCD output Iis
linearly related to the integral of the control voltage.
By using Laplace notation (e.g., E(s)=Lie(t)]) the following equations

are applicable:

f(s) = K _[0¢(s) - B(a)] A11.1.6
E(s) = Fis)i(e) A11.1.7
6(s) = K B(s)/s A11.1.8
6(s) K X_F(s)

hence s - He = ST EEFE A11.1.9

where H(s) is the closed-loop transfer function. The loop noise bandwidth
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of the PLL is defined [13),[14] in Hz as
1 }“
B_ = ] H(s)H(-5)ds All.1.10

_jm

According to servo terminology, the type of a loop 1s a number equal to
the number of perfect integrators within the loop, that is, 1f F(s) in
Egqn. A411.1.9 has a term s, then it is a type n loop. The order number of
a loop is the highest power of s in the denominator of the transfer

function (the Characteristic Equation) in Egn. A1l.1.9.

For a : i1=* QOrder Type 1 PLL Fis)

W
s

A11.1.%1

2»< Order Type 2 PLL F(s)

il

1+p/s All.1.12

with u a constant. Both 1** and 2"® order PLLs give zero steady-state
error for an initial phase error in B8(s). Furthermore, a 1** order PLL
gives a steady-state error of AW/K,K, rad, where Aw is the frequency
error, for an initial frequency error in 8(s), thus the PLL is frequency
locked but can never achieve phase locked. This contrasts with a 279 order
PLL which gives zero steady-state error for an initial frequency error
in 6(s> [131,0141,(151.

For a 279 order PLL the noise bandwidth is [15,ch.Z2]
B, = %u_(8 + 1/48) A11.1.13

where o, is the natural frequency of the PLL and § is the damping factor.
Drawing on servo terminology, the Characteristic Equation (CE) of the
2= order PLL is given by the denominator of the Closed Loop Transfer

Punction (Eqn. A11.1.9). Hence the CE is

s + KX F(s) = s + KF(s) = 0 A11.1.14

where X is the product of all 1loop gain (K ,K,). From Egns. All.1.14




—AAT-

and All,1.12, the CE becomes

sz + Ks + Kp =0 A11.1.15
@ s°+ 280+ =0 A11.1.16

to give o, = /EH A11.1.17
§ = % /K/p A11.1.18

When nolse 1s present, for a fixed signal/noise power ratio, the noise
phase variance at the output of the loop depends on B, , consequently o
should be choosen to be just small enough so that the tracking error staye
within acceptable bhounds for the smallest signal/noise power ratio for
which the PLL 1is expected to give satisfactory operation. If o 1s too
small, the transient response of the PLL may be very slow. The value of
the damping constant § which minimises Eqn. A11.1.13 is 8=%, but this is
not the optimum response [141.

Stiffler (15, ch.5] has shown that §=/% gives the optimum type 2
27 order loop, in the semse that it minimises the ocutput phase variance

and the pull-in tinme.

411,1.2 Ronlinear mndel of APLL

Consider the PD in Fig., All.la to be a perfect multiplier. Vhen the two
inputs are v,(t) and v,(t), its output is K v,(t)v_(t), where K is a
constant with dimensions of volt~'. Let one input to the multiplier be the

incoming signal

v{t) = /2V sinlo_t + B8] A11.1,19

The other input to the multiplier comes from the VCO and has the form
v(t) = V2V coslw t + 8(D)] A11.1.20

The output of the multiplier is found to be

a(t)

K, vit)vit)

K VP sinf8 ()-8 (1)1 + K VV sinl20_t+8(£)+8 (1)) Al1.1.21

Ignoring the term at 2w_, which is removed by the 1loop filter, and
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defining Kd=KmV? yields

e(t)

K, sinfo(t) - 6] A11.1.22

K, sinle(t)]

where €{t) is defined by Eqn. All.1.3.

An exact equivalent model of the PLL shown in Fig. All.la, with the PD
a perfect multiplier, is shown in Fig. All.1¢c. Ko linearizing
approximation has yet been imposed.

The signal-linearizing approximation invariably made requires that e (t)
to be small so that sinle(tdl=2e(t), and the useful output of the PD is
approximated by K_e(t), as given by Eqn. Al11.1.2. Thus, in fact, the PD
has a sinusoidal characteristic as shown in Fig., Al1.1d. An examination of
the sinusoidal PD characteristic indicates that the zere null is stable
whereas the -r null is not. With a phase error near the zero null the PLL
tends to remain locked, whereas for a phase error near -n the pull tends
to drift away from the null. The rate of correction in the PLL depends
upon the PP output voltage. If the PLL state initially results in a -n
null, the error control voltage is small. The loop state is unstabkle at
this null. However the rate of divergence will be slow, as will be the
rate of convergence to a stable null. This is knewn as the “bhangup"

phenomenon and the PLL requires excessive acquisition times [17].

Al1.2 DPigital phase-locked loop <DPLL)

To be classified as digital, a loop ought to have at least these two

properties [13}:

1> Output phase is generated in a discrete increment, not a
continuvous function.
2> Error signal is generated as a digital number, not as an analog

voltage.
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A DPLL is shown in Fig. All.2a. Let the received signal be
r{t) = /2V sinle_t + ()]} Al1.2.1

vhere w_ is the VCO centre frequency and 0(f) is the time varying input

phase relative to w_.. The signal is sampled to give at time t=1iT
r, = /2V sino_iT + 8,) All.2.2

vhere 0,=0(iT) and r,=r(iT). The sampled input signal is multiplied by a

reference signal

= /2V cos(e 1T + 6 ) A11.2.3

ri i/4-

where 8,,, , 1is the predicted phase of § at time t=iT from the received
information at time +t=({-1DT, to give an error signal éi which is
dependent on the phase and frequency difference between the signals r, and
r,. The samples are assumed to be taken at a rate such that the effects of
aliasing are negligible,

The error signal at the PD output (multiplier in Fig. All.2a) is

e, = V2V sinlw_iT + 8,32V costo_iT + 6, ,, ) A11.2.4
= yV{ sin¢®, - 6,,,_,> + sinCu iT + 8, + §,,,_,) } Al1l.2.5
Thus e, = VV sine, A11.2.6

- neglecting the term centered at 2w_ because of the lowpass filtering

action of the PLL, and where e, is the phase error

€. = €Ty =90, - 6 A11.2.7

i 3+ 17351

with 6, ,,_, the predicted value of 8, at time t=iT from the received

information at time t=(i-1)T. Now

-~ -~

B$/1—1 = 9:—1/1-—-2 + Kvei.—-. A11-2.8
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hence 6,000 — 6,1, 2 = Ke,_, A11.2.9
8,,,_,[1-z7"'1 = Ke,_, A11,2.10
. K,
B,,40y = Tz i All.2.11

vhere z=' is a delay of one sample period and K, is the VCO gain factor.

From Eqns. A11,2.7 and Al11.2.11, €, becomes

€, =6, - Kve,_,—2 A11.2.12
=8, - &K, ;5 F@2 2 A11.2.13
where e, , = e, ,F(z) = e,F(z)z~) has been used.
Thus, from Egqns. All.2.5, All.2.6 and Al1l.2.13,
€, =08, - Ksz) (Vsipe ) Al1.2.14

where K=Kvﬁ is the product of all loop gain. The model of the DPLL is
shown in Fig. All.2b. Since the phase error signal (Eqn. Al1l1.2.6) is a
sinusoidal function of the phase error, the loop suffers from the “hangup"
phencmencn [17] (Appendix A411.2.2). -Vhen e, 1s small, the approximation
sine,~e, is valid and the sinusoidal nonlinearity can be removed from the

model of Fig. Ali.2b. Assuming a linear model, then the Closed Loop

fransfer Function is given by

8, ..., VKF (z)/ (z-1)
R W T I YA Y) a11.2.15
(z-lYKE(giF(z) All.2.16
For a Type 1 Order 1 PLL F(z)=1 Al1.2.17
Type 2 Order 2 PLL Biz)=l+pz/ (z-1) Al1.2.18
Let y=VK, then for a Type 2 Order 2 PLL
H(z) = ¥{z-1) + ¥z A11.2.19

(z-132 + ¥(2-1) + pyz
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As for an APLL, a 1=* order Type 1 (Eqn. A11.2.17) DPLL can track a phase
step 46/(1-z~") with no steady state error, and can track a frequency step
A8a/{1-z77)% with a steady state error of A6./VK. Furthermore, a 2" grder
Type 2 DPLL (Eqn. A11.2.18) can track both phase and frequency steps with
no steady state error {221,(211. A 2" Type 2 APLL is optimunm for tracking
phase and frequency offsets[16,ch.61 but the optimum DPLL for tracking
phase and frequency offsets has an ORDER number one degree higher than
that for an APLL (18]. However, 1if the expected difference between the
frequency of r(iT) and r(iT) is much less than 1/T, where 1/T is the
sampling rate, then the constants p and ¥ in Eqn. A11.2.19 can be choosen
such that p,y«1. Consequently the DPLL is for practical purpose, an
optimum PLL for tracking phase and frequency offsets [19]. .

Drawing a servo terminology, the Characteristic Equation (CE) is the

denominator of the Closed Loop Transfer Function (Eqn. A11.2.19), Hence

Y

the CE is
(z-13% + y(2-1) + wyz = 0 Al1.2.20
(z-1>% + C¥+p¥)<z-1) + p¥ = 0 A411.2.21
o z-1)% + 280 (z-1) + 0% = 0 A11.2.22
where w, = /¥
and § = (Y+uy)/2/Yp Al1.2.24

are the natural frequency and damping factor, respectively, of the loop.

The roots of the CE are
ar , az = B{2-y-py) = WY p+y ) =~4uy Al11.2.25

For critical damping, the term %/(.) in Eqn. A11.2.25 is zero, giving

@, va)chrrvicar = 1 =~ /¥ A11.2.26
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and results in (Eqn. A1l.2.24)

Xt py 1 - BE-y-uy)

s = Ik - et A11.2.27
= w(+p) Y7p A11.2.28

As for the APLL, § has an optimum value of V% [19). so Eqn. A11.2.28

becomes, for p«l
po= (1 +2m/2 = ¥/2 A11.2.29

All.3 M*" power loop

In M-ary PSK systems the set of phase states is a multiple of 2n/X and
ralsing the signal to the power of M (by using an M-power device) will
provide a component at M times the carrier frequency. This cam be seen by

an expansion. Let the noise free received signal be given by
r(t) = cosfw_t + 8 ,0 ¢ t (T A11.3.1

where 0=2nk/M; k=0, 1, ..., ¥-1. Passing r(t) through the nonlinearity and
using the well-known Fourier series expansion of cos™x yield [16,p71],

£20, p137)

™Mt = cos"(w, + B) = cos=P{g)

1 1
= >z= 2l:,Cp 22p_,[0052pﬁ + 2pC1cos(2p~2)ﬁ + see + 2pCb_100521] A11.3.2
where __c_=2p!/p! (2p-p)!, p=M/2 and §=w_t+0. Thus the nonlinearity output

contains a component at even harmonic of «_ and the component at Mw_ bas
zero phase modulo-2x. A PLL, as shown in Fig. A11.3, ther can be used to
track the Mw_ component. Freqeuncy division by M of the PLL ocutput signal
yields the required carrier reference with an M-fold phase ambiguity.
Since a PLL is used, the X' power loop also suffers from the "hangup*
phencmenon [17) (Appendix A11.1.2), With K=4 and 8, the loop can be used

for DEQPSK and CDESPSK signals, respectively.
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All. 4 Costas lopp

The error control signal to the VCO can be derived by means of baseband
processing. In the 4-phase Costas loop shown in Fig. All.4a, the received
A-phase signal is multiplied by outputs of a VCO with phase shifts of
krn/2, where k=0, 1, 2 and 3. The filters imn the four channels are used to
remove the high frequency components in the outputs of the multipliers A,
B, C and D. Multiplication of the four lowpass filter outputs produces an
error signal that is a function of sinf4e(t)], where e (£>=0(t)-8(f)
Eqn. Al11.1.22 is the inphase channel phase error, which is used to control
the phase of the VCO signal. It has been shown [16} that the Costas loop

and the 4*" loop provide the same performance provided that

1) the Costas arms filters provide the same noise filtering as that
of the lowpass equivalent of the 4*" power loop IF filters,

2) the VCO prefilters are identical, and

3) the Costas VCO gain measured in rad/s-V must be one-quarter of

the 4*" loop's VCO because of operation at o, rather than 4o,.

It should be noted that , since the phase signal is a sinusoidal function
of the phase error, the loop also suffers from the “hangup" phenomenon
(Appendix Al11.2.2). The Costas loop for M-ary PSK signal is shown in

Fig. Al1.4b.

A11.95 Decision—feedback loop [161,[21]

Figure All.5a shows one possible 1mp1emeﬂ£ation of a biphase decision-

feedback loop [16],121]. Let the received suppressed carrier signal be
rt) = /2V at) sinlo_t + 6{t)] A11.5.1

where V is a constant and the linear wmodulation m(t) possesses no

continuous d.c. component in its power spectrum. r(t) is demodulated by a
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reference signal

ri(t)

rt){ /27 coslo_t + 6(21) A11.5.2

Vint) sinlo<)-8¢t)1 + VWm(t) sinl20_t+6 (£)+6 (1] A11.5,3

where ¥ is a constant and 8(t) is the loop phase estimate. The lowpass
filters only remove the high frequency components, but do not distort the

data signal, so at the output of the lowpass filter in the upper loop is

r (t) = Vin(t)sine (t) A11.5.4

with €(t) the phase error 0(t)-8(t). The signal is then delayed by one
symbol interval T and multiplied by an estimate of the data produced at
the output of the data demodulater m(t-T). The modulating signal has the

form

mt) = ( Iq,g(-1T) ) explie (t)] 411.5.5

where the {q,) are the transmitted data symbols. g(t> 1is the equivalent
baseband impulse response of the transmitter shaping filter and e{t) is
the phase error waveform. The corresponding estimate of the modulating

waveform m{(t) is, neglecting any phase error,
m(t) = Eiig(t—iT) A11.5.6

where the {ﬁi} are the detected signal elements., Assume the channel
introduces no sigrnal distortion and the transmitied signal element
q,8¢(t-iT> has a duration of T seconds, the modulation estimator of
Fig. Al1.5a becomes that shown in Fig. A11.5b, In Fig. Al11l.9b, the matched
filter g(T-t) is matched to the transmitted pulse {g,g(t-iT)}. The
detection process shown in Fig. A11.5b is the optimum detector for
detecting q, from r_(t) in the presence aof AVGN in the sense that it

minimises the probability of error in the {g, (1l.
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The estimate of the modulation m{t-T) 1s then multiplied with r_(t-T)

to give, at the input of the filter Fis)

e(t)

r (t-T) m(t-T) A11.9.7

Vn(t)m(t) exp(-joT) A11.5.8

where exp(-jwT) is a delay of T seconds. When the bandwidth of the loop is
small relative to the signalling data rate, 1/T, i.e., the phase error is
essentially constant for several time intervals (each of length T), then

the product m(t)m(t) can be replaced by its average value [16]:

E{m(t)m(t))

+1)xProbim(tr=m(t)} + (~1)xProbimit)=m(t)) A11.5.9

1 - 2P Le(t)] A11.5.10

where P_le(t)] is the error probability of the data detector conditional
on the loop phase error {16). Under this assumption, the error signal to

the loop filter is (Eqns. Al11.5.8 and A11l.5.10)

et) = V[ exp(~joT) V {1-2P_[c(£)]1} sine(td) ] A11.5.11

which is also a sinusoidal function of the loop error e(t), so the loop
also suffers from the “hangup* phenomenon [17] (Appendix A11.9.2). Note
that the error signal is dependent on the error rate.

Far a 4 phase signal, the received signal, in Fig. All.5c, can be

written as

rit) = ¥m (t) sinfo_t+8(t)-n/4) + Vm, (t) cosiw_t+8(t)-r/4] A11.5.12

where [m, (£),m, (£)] = +1,+1 for h=1, iT<t{{{i+1DT
= -1,+1 for h=2, fT<t<{I+1OT
= -1,-1 for h=3, iT<{t<(i+10T
= +1,-1 for h=4, 1T<t{{+1>T

h being the particular phase being transmitted. The required extension to
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4 phase signal requires the addition of a quadrature loop to Fig. All.Sa
as shown in Fig. All.5¢. After the lowpass filtering, the upper and lower

reference signals r_(t) and r_(t) become

r_(t) = Ux[ Vm, (t)sine(t) + Vm,(t)cose(t) 1//2 A11.5.13

r, (t) = Ux[ Vm, (t)cose (t) - Vm, (t)sine (t) IWZ 411.5,14

Following the development given for the biphase decision-feedback 1loop,

the signals e, (t) and e_(t) are given by [15]

e,(t) = r_(t)m, (£) expl-joT)

UV exp(-joT) L[m, ()@, (t)sine (t)+m, (t)m, (tdcose (£)1//2 A11.5.15

and

e () = r_(t)m, (tYexp(-ju)

1]

VV exp(-joT) [m,(t)ﬁz(t)cnse(t)-mi(t)ﬁzﬁt)sine(t)]//§- Al11.5.16

Following the same  averaging argument as given in arriving at
Egn. A11.5.9, and the fact that E[mi(t)ﬁj(t)]=0 for 12j, Eqns A11.5.15 and

A11.5.16 reduce to

e, (t) = ¥V exp(-joT) { 1-2P_,[e(t)1 )} sine(t) A11.5.17

and e ()

UV exp(-joT) { 1-2P,__L[e(t)] ) sine(t) A11.5.18

respectively, with P_, and P__ the error probabilities in the upper and

-l

lower loops, respectively. Letting e(t)=e,(t)+e_(t), the error signal at

the input of the filter F(s) is

e(t) = 20V exp(-joT) 1 - P_ le(t)] - P__le(t)]} sine(t) A11.5.19

This quadriphase loop, in principle, c¢an be extended to M phases where
M phase loop requires M/2 'arms' giving M/2 declsions ﬁh(t), for h=0, 1,

vy (M/2-1), where the {ﬁh(t)} are again t1 waveforms whose +transitions




gccur at T second intervals. The VCD output would be phase shifted by
(b-1)n/M, b=0, 1, 2,..., (M/2-1), to provide M/2 coherent reference
signals [6].

The disadvantages of the decision-feedback loops as follows,

1) It is very difficult to design an analogue filter with the wanted
impulse response of g(T-tJ,
2) With large value of M, the circuit becomes complicated and less

efficiency.

3) It also suffers from the “hangup* phenomenon.
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control -
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Figure Al1l,13 Phase-locked loop {(PLL),
e (t)=K_e (¥)
e () =K_[8(t)-0(L)]
- (E} R F(s)
. A
a{t)
 J
veo e{t) _
958 = g

Linearised APLL basic block diagram.
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8(t) € (t)
* O > sinds) K, > F(s)
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e(t)
vco -<—
ag(ty _
T = Ke®
Pigure All.lc Nonlinearised APLL basic block diagram,

Phase error cutput

A

L.

0 T " Phase error € (t)

Sinusoidal phase detector characteristic.
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Digital e,
vCo
Figure Ali.2a Digital phase-locked loop (DPLL) structure.
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Figure All.2b
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—-A61-

M-ary PSK I
signal Mrn Bandpass I

Y

- > pover—law filter centred ——->—®—->— F(s)

device at Mw. rad/s

I

l

;

I

I + - vCo
I

L

Frequency
divided by
.|

regenerated
carrier

Figure All.3 The M*" power loop.
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Figure All.4b The M-phase Costas loop.
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Figure A11.%¢ The quadriphase decision-feedback loop.
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THIS PROGRAM 1S USED TO EVALUATE THE ERROR-RATE PERFORMANCES
OF SIGNALS 1A, 2A, 3A AND 4A, OVER A ©NONLINEAR AND
BANDLIMITED SATELLITE  CHANNEL, WVITH THE ©USE OF THE
SUBCPTIMUM FILTERS, THE PREDISTORTER, THE AMPLIFIER LIMITER,
PHASE DEMODULATOR A OR B AND THE MDFL AN¥D 1IN AN ACI
ENVIRONMERT

/#J0B D!1,EUELSWC,ST=MFY,C=S,TI=1280,

/% PW=8SWC

FTNS,DB=0/PMD,L=0.

LIBRARY (PROCLIB, %)

NAG(FTN5)

LGO.

#R##S
PROGRAM SWCAB(INPUT,OUTPUT,TAPE1=INPUT, TAPE2=0UTPUT)
DIMENSION BSF(-200:200),FF1(0:63),FF2(0:63),FF3{0:63),FFu4(0:63)
DATA (FF1(1}),1=0,63)/1.0,.943,.786,.566,.334,.135,.0,-.064,-.068,
#*-.,038,-.00t,.024,.029,.017,-.001,-.014,-.017,-.011,
*-,001,.008,.01,.007,-.001,-.007,-.008,
*-,006,-.001,.004,,.005,.003,-.001,-.004,-.005,-.004,
*.0,.003,.004,.002,.0,-.003,-.004,-.003,-,001,.002,.003,
*,002,.0,-.003,-.003,-.002,.0,.001,.002,.001,.0,-.002,
*-.,003,-.,002,-.001,.001,.002,.001,.0,-.002/

c
DATA (FF2(1),I=0,631)/1.0,.954,.825,.638,.425,.223,.06,-.047,
*-,095,~-.096,-.067,-.028,.005,.022,.022,.01,-.006,-.018,-.022,
*-.018,-.008,.003,.011,.012,.009,
*.002,-.004,-.007,~.007,-.003,.002,.006,.006,.004,.0,-.005,
#*-.007,-.008,-.005,-.002,.001,.003,.002,.0,-.002,-.004,-.,004,
#-,002,.00t, .004,.005,.005,.003,.0,-.002,-.003,-.002,.0,
*.00t,.002,.001,.0,-.003,-.005/

c
DATA (FF3(1),1=0,63)/1.0,.963,0.858,0.7,0.514,0.316,0.139,-0.001,
*-0.094,-0.138,-0.14,-0.112,-0.068,-0.022,0.035,0.039,0.03,0.014,
*0.,014,-0.003,-0.015,-0.02,~-0.017,-0.008,0.002,
%.011,.016,.015,.01,.003,~-.005,-.01,-.011,-.009,
#-.005,.001,.005,.008,.007,.003,-.001,-.005,
*-,008,-.008,-.006,-.002,.002,.005,.006,
#.005,.002,-.002,-.005,-.006,-.006,-.004,.0,
»,003,.005,.005,.003,.001,-.003,-.005/

c

DATA (FFu(13),I1=0,48)/1.0,.970,.884,.751,.585,.405,




*,227,.068,-.058,-.144,-,188,-.192,-.164,-.115,-.056,
*,002, .049, .08, .091,.085,.065,.036,.006,~-.02,-.039,
*#-,047,~-.045,-,034,~.019,~.,003,
*,004,-,005,-.012,-.016,-.015,-.,011
#,013,.013,.01,.005,-.002/

100

cT

101

cT

102

CT

103

CT

10009

DO 10009 NR=1,7

.011,.021,.024,.02%,.014,
,—.004,,003,.009,

PRINT*,* INPUT BASEBAND FILTER R.O0.F (5Q.)=1,0.75,0.5,0.25"

READ#*,ROF

PRINT*, ' INPUT THE TRUNCATION LENGTH'
READ%*,KT12

PRINT#*,*' INPUT THE NOISE VARIANCE’
READ# ,P

PRINT*,' INPUT THE RANDOM SEED’
READ#*,I11IQQ

PRINT#,' INPUT NO. OF TESTED SYMBOLS®
READ»,L

IF(ROF.EQ.1) THEN
DO 100 I1=0,63
BSF(I)}=FF1 (I}
PBOP=7.9
BOP=5.74
BOP=6.46
ELSEIF{(ROF.EQ.0.75) THEN
DO 101 I1=0,63
BSF(I)=FF2(I)
PBOP=9.096
BOP=6.7
BOP=7.39
ELSEIF(ROF.EQ.0.5) THEN-
DO 102 1=0,63
BSF(I)=FF3(I)
PBOP=10.408
BOP=7.67
BOP=8.43
ELSEIF(ROF.EQ.0.25) THEN
Do 103 1=0,63
BSF(I1)=FFu(l)
PBOP=11.955
BOP=8.75
BOP=9.6u45
ELSE
PRINT»,*NC REQUIRED FILTER'
STOP
ENDIF

CALL QPSKSUB(KT12,ROF,BSF,P,11QQ,L,BOP,PBOP)

CONTINUE
STOP
END

SUBROUTINE QPSKSUB(KTt2,ROF,BSF,P,11QQ,L,BOP,PBOP)
DIMENSION iIX2(-50:50),X2(-400:400),XX2(-400:400),

1 XXX1 (-400:400) ,XXX2 (- #00 800),FR(~ 200 200),GQ(0: 38) GR(0:38),

1BSF(-200:200), FM( 200:200), - -

21X1(-50:50), FT( 200:200),
2X1(-300:300).KK1(-300:300),
2XU1(-300:100),XU2(-300:100),
2BF(-400:400),PGR(0:38),PGQ(0:38),
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2PHDL(-8:0),

2XL1(-300:100),XL2(-300:100),
2IS(-1:0),I8SD{~1:0),ISD(-1:0),
2RS(320),Q5(320),ADJI(16),ADJQ(16)

COMMON /PPII/PIO,PI1%,PI2,PI3
DATA(FT(I),1=0,24)/1.0,0.935,0.758,0.512,0.256,0.041,-0.099,
%-0.157,-0.146,-0.094,-0.031,0.02,0.048,0.052,0.039,0.017,-0.004,
¥-0.017,-0.021,-0.017,-0.008,0.002,0.009,0.01%,0.008/

DATA(FR(I),1=0,24)/1.0,0.935,0.758,0.512,0.256,0.041,-0.099,
¥x-0.157,-0.146,-0.094,-0.031,0.02,0.048,0.052,0.039,0.017,-0.004,
*-0.017,-0.021,-0,017,-0.008,0.002,0.009,0.011,0.008/

x0.78,0.82,0.84,0.85,0.85,0.84,0.83,0.84,0.85,0.83,
%0.82,0.80,0.78,0.75,0.73,0.7,0.67,0.65,0.61,0.58,0.56,
#0.53,0.50,0.48,0.43,0.4,0.38,0.37,0.36,0.34,0.36,0.35/

DATA(GR(I1),1=0,38)/3.57,3.17,2.83,2.55,2.33,2.15,1.99,
*1.83,1.69,1.55,1.44,1.30,1.20,1.09,1.0,0.92,0.86,0.80,
*0.74,0.68,0.63,0.58,0.54,0.50,0.46,0.43,0.4,0.37,0.352,
*0,352,0.332,0,332,0.31,0.3,0.3,0.29,0.29,0.28,0.28/

|
|
|
DATA(GQ(1),1=0,38)/0.17,0.34,0.48,0.58,0.65,0.70,0.75,
DATA(PGR(1),1=0,38)/0.280,0.280,0.280,0.285,0.309,0.309,
#0.319,0.341,0.357,0.358,0.3866,0.399,0.418,0.,432,0.453,
*0.468,0.,492,0.504,0.574,0.594,0.594,0.594,0.594,0.594,
*0.594,0.594,0.594,0.594,0.594,0.594,0.594,0.594,0.594, 1
*0.594,0.594,0.594,0.594,0.594,0.594/ |
DATA{(PGQ(I1),I1=0,38)/-0.005,-0.012,-0.015,-0.020,~0.033,-0.038,
*-0,051,-0.063,-0.076,-0.086,-0.104,-0.122,-0.136,-0.157,-0.188,
¥-0,.218,-0.251,-0.315,-0.425,-0.544,-0.544,-0.544,-0.544,-0.54Y,
¥-0.544,-0.544,-0.544,-0.544,-0.544,-0.544,-0.544,-0.544,-0.540Y,
#-0.544 ,~0.544,-0.544,-0.544,-0.544,-0.5484/

RR=SQRT(PCGR(20)#x2+PGQ(20)*%2)
Bo 136 1=0,38
PGQ(I)=PGQ(I)/RR

136 PGR(I)=PGR(1)/RR

c
PI1=AC0S5(-1.0)
PI0O=PI1/2.0
PI2=PI0%3.0
PI3=2.0%PI1
c
PI4=PI0O/2
PIS=PIUy»*3
PI6=PI4x5
PI7=PEu=7
C
c KS1: NO OF THE SAMPLES IN ONE T.
c KT1: SYMBOL LENGTH OF THE TRUNCATED IMPULSE RESPONSE WAVEFORM
C OF THE BASEBAND SHAPPING FILTER IN CASCADED WITH THE BPF.
c KS2: THE BASEBAND SHAPPING ARRAY EXTENDS FROM -KS3 TO +KS2.
C KT2: SYMBOL TIME FOR THE 1ST SAMPLE INSTANCE
c KS3: ARRAY ELEMENT FOR THE 1ST SAMPLE.
C KT12: TRUNCATED OF THE BASEBAND SHAPPING FILTER.
c KT4: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF FT IN THE TX
c KS4: THE LAST ELEMENT IN FT
c KTS: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF FT IN THE RX
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K55: THE LAST ELEMENT IN FR

KTM1: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF THE MATCHED-FILTER
KSM1: THE LAST ELEMENT IN MF

aaaaq

KS51=8
Cx*#*SETUP SYNC PARAMETERS#*##*
PRINT#,*OFFSET(HZ) INIT PHASE ERROR(DEG)'
READ#*,F0S5,PHI
FPH=0
FPH1=0
FPH2=0
RCOR=1
QCOR=0
PHCOR=0
PHEF=0
PHI=PHI*PI1/180
PHF=PI3#F0S/(32.0E3%KS1)

F1=PHI
CRERXERREERRER XXX EXH XX
C

KT4=3

KT1=2#(KT12+KT4)
KT3=KT1%(-1)/2
KS1=8
KS2=KT1*K51/2
K53=K52%(-1)
KSH=KTuxKS1
KT5=3
KS5=KT5*KS1
KS512=KT12*K51
KTM1=KT12+KT5
KSM1=KTM1 *K51
KT2=~-KT1/2-KTM1
DO 165 I=KSH+1,200
165 FT(I)=0.0
DO 166 1=0,200
166 FT(-1)=FT(I)
DO 167 I1=0,KS2
RR=BSF (0 )*FT(II)
DO 168 I=1,KS12
168 RR=RR+BSF(I)* (FT(II+I)+FT(II-1))
167 BF(II)=RR
DO 150 I=0,KS2
BF(-1)=BF (1)
150 FM(I)=BF(I)
K310=320

C35P=5

F=PI3xCSP/32.0

DO teu, I=1,KS10

FF=F#*REAL(I)

RS (1)=COS(FF)
164 QS (I)=SIN(FF)

c
c INITIALISE 1D
C
KT6=KT2
DO 104 I=KT6,0
IX1(I)=-1

104 IX2(1)=-1
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INITIALISATION

KS6=K53-K51+1-2*K5M1
K57=K53-KS5
DO 105 I=KS6,KS52+KS51
X1(1)= 0 0

DX1=1.0
DX2=1.0
ISD(0)=0

DO 127 J=KT6,0
DX1=-DX1
DX2=-DX2
ISD{(0)Y=2+1SD(0)
IF(ISD(O).EQ.4) ISD(0)=ISD(0O)-4
DO 126 I1=KS6,KS2
II=1+KS51
X1 (I)=X1(I1)
X2(I)=X2(11I)
XU1(I)=XU1(II)
XU2(I)=XU2(1I)
XL1(I)=XL1(IL)
XL2(I)=XL2(II)
DO 125 I=KS3,KS82
X1 (I)=BF{I)*DX1+X1 (1)
X2(1)=BF(I)*DX2+X2(1)
XU1(I)=X1(1)
XU2(1)=X2(1)
XL1(I3=X1(1)
XL2(I)Y=X2(I)
CONTINUE

IS(0)=0

PRINT#*,' INPUT PREDBK AND BK'
READ#,PREDBK, BK

PAV=SQRT {4.0xPBOP)
AV=SQRT(4.0%BOP)
AV1=PREDBK/PAV

AV2=BK/AV

I=PREDBK

SUM1 =SQRT(PGR{(I)**2+PCQ(I)%*%2)
A1=PGR(1)/5UM1
B1=-PGQ(I)/5UM1

I=BK
SUM2=SQRT(GR(I)»#2+GQ(I)x»x2)
A2=GR(I)/SUM2

B2=-GQ(I)>/SUM2




141

146

135

130

aao

A=A1%A2-B1»B2
B=A1*B2+B1%A2

DO 141 N=KS6,KS3
RN=X1(N)
QN=X2(N)
I=INT(AV1*SQRT(RN*RN+QN*QN))
PR=RN*PGR(1)-QN*PGQ({I)
PQ=RN*xPGQ(I)+QN*PGR(I)
I=INT(AV2*SQRT(PR*PR+PQ*PQ))
X1 (N)=PR*GR(I)-PQxGQ(1)

X2 (N)=PR*GQ(I)+PQxGR(I)

-~

DO 146 N=KS6,KS3
R1=X1(N)

Q1=X2 (N)

X1 (N)=A*R1-B+xQ1
X2(N)=A*Q1+B=*R1

F1=F1+PHF
IF(F1.GT.PI3) THEN
F1=F1-PI3
ELSEIF(F1.LT.-PI3) THEN
F1=F1+PI13

ENDIF

R1=X1 (N)

Q1=X2(N)
R2=COS(F1)
Q2=SIN{F1)

X1 (N)=R1*R2-Q1*Q2
X2(N)=Q1%R2+R1%Q2
XX1 (W) =X1(N)
XX2(N)=X2(N)

DO 130 I1=KS6+KS5,KS3-KS5
KAXI(LII)=XX1 (I1)*FR(O)

XXX2 (I1)=XX2(I1)*FR(0O)

DO 135 I=1,KS5

R1=XX1 (II+1)

R2=XX1(II-1)

Q1=XX2(11I+1)

Q2=XX2¢(II-1)

XXKI1(IT)=XXX1 (II)+FR(I)*(R1+R2)
XXX2(II)=XXX2(I1)+FR(I)*(Q1+Q2)
CONTINUE

DO 133 1=KS6+K55,KS3-KS55
RR=1/SQRT (XXK1 (I)%#2+XXX2 (1) %22)
RR=1/{(ABS (XXX1 (I))+ABS(XXX2(I)))

CORRECT OFFSETS

FPH=FPH+PHF
IF(FPH.GT.PI3) THEN
FPH=FPH-PI3
ELSEIF(FPH.LT.-PI3) THEN
FPH=FPH+PI3

ENDIF

R1=XXX1 (I)

Q1=XXX2(1)

R2=COS{FPH)
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133

0O a QG

138

1006

oaaQ

aoaq

Q2=SIN(FPH)

XXX1 (I)=R1*R24+Q1xQ2

XXX2(I)=Q1*R2-R1xQ2
XXX1 (1)=XXX1(I)*RR
KXX2 (I)=XXX2 (I)*RR

KT7=KT2-1
IS5D(0)=2

I1: THE MAIN SAMPLING INSTANCE
I1=KS3-KsM1

I2: THE OFFSET SAMPLING INSTANCE.
I2=11

XAXM1=XXX1(I1)*BSF(0)

KXXM2=XXX2(I1)*BSF(0)

D0 138 I=1,KS12

XXEM1 =XXXM1 +BSF (1) *# (XXX1 (I1-1)+XXX1{I1+1))
KXXM2=XXXMZ2+BSF (I # (XXX2(I1-T1)+XXX2(I1+1))

CALL ANGSUB1 (XXXM1,XXXM2,PH)
PH1 =PH

PRINT#,' INPUT GAMMAY1 & ALPHA1®
READx*, GAMMA1 , ALPHA1
GAMMA=0.1
ALPHA=0.05
NTEST2=600

NTEST1=1

P1=0

ISW=0

F2=F1

F3=F1

KS11=1

CALL GOS5CBF(I11QQ)

INITIALISE ALL COUNTERS.
IE=0
IA1=0
IA2=0
IA3=0
IBt=0
IB2=0
IB3=0
IBE=0
E=0.0
E1=0.0
E2=0.0

START

DO 111 LLL=1,NTEST!
po ttt LL=1,NTEST2

SHIFT IX
DO 112 I=KT6,-1

J=1+1
IX1(1)=1IX1(J)
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12 IX2(1)=1X2(J)

SHIFT IS & ISD FOR DIFF CODING & ENCODING

aoaaQ-

IS(-1)=15(0)
ISD(-1)=1I5D(0)
ISSD(-1)=1I55D{0)

GENERATE DATA 1IX(0) AND GRAY CODE 1IT INTO R & Q.

aoaa

U=GOSDAF (0.000,4.000)
IF{U.LT.1.0) THEN
IX1(0)=-1

IX2(0)=-1

IS¢0)=2
ELSEIF(U.LT.2.0) THEN
IX1(0)=-1

IX2(0)=1

I15¢0)=1
ELSEIF(U.LT.3.0) THEN
IX1¢0)=1

IX2(0)=-1

15(0)=3

ELSE

IX1(0)=1

IX2{(0)=1

I5(0)=0

ENDIF

IF(ISW.EQ.0) THEN
IXt (0)=-1
IX2(0)=-1
IS(0)=2

ENDIF

ISD(0)=IS(0)+ISD(-1)
IF(ISD(O).GE.4) ISD{0)=ISD(O)-4
IF(ISD(0).EQ.1) THEN
DX1=-1
DX2=1
ELSEIF(ISD(0).EQ.2) THEN
DX1=-1 -
DX2=-1
ELSEIF(ISD(0).EQ.3) THEN
DX1=1
DX2=-1
ELSE
DX1=1
DX2=1
ENDIF

SHIFT ARRAY.

aaaq

DO $13 I=KS6,KS2
11=1I+KS1

X1 (I)=X1(11)
X2(I[)=X2(II)
XXX1(I)=XXX1(II)
XXX2(I)=XXX2(11)
XXt ¢I)=XX1(11)




113

114

143

151

155

XKX2(I)=XX2(1I1)
XUT(I)=XU1(II)
XU2{1)=XU2(I1)
AL1{I)=XL1(II)
AL2(1)=XL2(II)

DO 114 I=KS3,KS2
X1 (1)=BF (1)%DX1+X1(1)
X2(I)=BF(1)*DX2+X2(I)

DO 143 N=KS3-KS1+1,KS3

RN=X1 (N)

QN=X2 (N)

E2=RN#*RN+QN*QN+E2
I=INT(AVi*SQRT (RN*#*RN+QN*QN))
PR=RN#PGR(I)-QN*PGQ(I)
PQ=RN*PGQ(I)+QN*PGR(1)
E1=PR*PR+PQ*PQ+E1
I=INT{AV2*SQRT (PR*PR+PQ*PQ))
R1=PR*GR (I)-PQ*GQ(I)
Q1=PR*GQ(I)+PQ*GR(I)

X1(N)=A*R1-B»Q1
X2 (N)=A=Q1+B*R1

U=GO5DAF (0.000,4.000)
IF(U.LT.1.0) THEN
RU=1.0

QU=1.0
ELSEIF(U.LT.2.0) THEN
RU=-1.,0 . _

QU=1.0
ELSEIF(U.LT.3.0) THEN
RU=1.0

QuU=-1.0

ELSE

RU=-1.0

Qu=-1.0

ENDIF

DO 151 I=KS53,KS52
XU1L €1)=BF (I)*RU+XU1 (1)
XU2(I)=BF(I1)*QU+XU2(1)

DO 155 N=KS3-K51+1,KS3
RN=XUT (N)

QN=XU2 (N)
I=INT(AVI*SQRT(RN*RN+QN=QN))
PR=RN#*PGR(I)}-QN=*PGQ (1)
PQ=RN#PGQ(I)+QN*PGR{I)
I=INT(AV2*SQRT(PR*PR+PQ*PQ))
R1=PR*GR(1)-PQ#*GQ(])
Q1=PR*GQ{I)+PQ*GR(I)

XUt (N)=A*R1-B»xQt
XU2 (N)=A=Q1+B*R1

U=GOSDAF (0.000,4.000)
IF(U.LT.1.0) THEN
RL=1.0
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157

163
c

QL=1.0
ELSEIF(U.LT.2.0) THEN
RL=-1.0

QL=1.0
ELSEIF(U.LT.3.0) THEN
RL=1.0

QL=-1.0

ELSE

RL=-1.0

QL=-1.0

ENDIF

DO 157 I=KS3,KS2
XL1(I)=BF(I)*RL+XL1(I)
AL2(I3)}=BF(I1)*QL+XL2(I)

DO 161 N=KS3-KS1+1,KS3
RN=XL1 (N)

QN=XL2(N)

I=INT(AVI*SQRT (RN*#RN+QN*QN))
PR=RN*PGR(1)-QN*PGQ(I)
PQ=RN*PGQ{I)+QN*PGR(I)
I=INT(AV2xSQRT{PR*PR+PQ*FPQ))
R1=PR*GR(I)-PQ*xGQ(T1)
Q1=PR*¥GQ(I)+PQ*GR(I)

XL1(N)=A*R1-Bx*Q1
XL2(N)=A%Q1 +B*R1

CALCU. TOTAL ENERGY PER SYMBOL

DO 124 J=KS3-KS1+1,KS3
E=X1(I}*#2+K2 (1) %%2+E

J=1
DO 163 I=KS3-KS1+1,KS3
ADD OFFSETS

F2=F2+F+PHF
IF(F2.GT.PI3) THEN
F2=F2-PI3
ELSEIF(F2.LT.-PI13) THEN
F2=F2+PI3
ENDIF
R2=CO0S(F2)
Q2=SIN(F2)
F3=F3+F-PHF
IF(F3.CGT.PI3) THEN
F3=F3-PI3
ELSEIF(F3.LT.-PI3} THEN
F3=F3+PI3
ENDIF
R3=C0OS(F3)
Q3=SIN(F3)
ADJI (J)=XU1 (I )*R2-XU2(1)%Q2
#+XL1(I)%R3I+XL2(1)1%Q3
ADJQ(J)=XU1(1)=xQ2+XU2(]I )*R2
*-XL1(1)%Q3+XL2(1)*R3
J=J+1
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142

119

137
134

CT

132

IF({ISW.EQ.0) THEN
DO 142 I=1,8
ADJI(I)=0
ADJQ(1)=0

ENDIF

J=1

DO 119 I=KS3-KS51+1,KS3
Wt =GO5DDF(0.000,P1)
W2=GO5DDF (0.000,P1)
R1=X1(1)+W1+ADJI (J)
Q1=X2(I)+W2+ADJQ (J)

F1=F1+PHF
IF(F1.GT.PI3) THEN
F1=F1-PI3
ELSEIF(Ft1.LT.-PI3) THEN
F1=F1+PI3

ENDIF

R2=COS (F1)
Q2=SIN(F1)

HX1 (I)=R1#R2-Q1=Q2
XX2(1)=Q1xR2+R1%Q2
J=J+1

DO 134 II=KS7-KS1+1,KS7
XK1 (II)=HX1 (I1)#FR(0O)
XKXX2(IT)=XX2(IT)*FR(0O)

DO 137 I=1,KS5

R1=XX1(II+I)

R2=XX1¢(I]1-1)

Q1=XX2(II+1)

Q2=XX2(I1-1)

REX1A(TT)=XXX1 (IT)+FR(I)}*(R1+R2)
XXX2(II)=XXX2(I1)+FR(I)=(Q1+Q2)
CONTINUE

FPH1=PHEF*GAMMA
FPH2=FPH1 *ALPHA+FPH2
FPH3=FPH1 +FPH2

DO 132 I=KS7-KS1+1,K57

RR=1/SQRT(XXX1 (I )%#2+XXX2 (I )%%2)

RR=1/(ABS(XXX1 (I} }+ABS(XXX2(I)))

FPH=FPH+FPH3 :

IF(FPH.GT.PI3) THEN
FPH=FPH-PI3

ELSEIF(FPH.LT.-PI3) THEN
FPH=FPH+PI3

ENDIF

R1=XXX1(I)

Q1=XXX2(I)

R2=C0S (FPH)

Q2=SIN(FPH)

XXX1 (I)=R1*R2+Q1%Q2

XXX2(1)=Q1*R2-R1*Q2
XXX (I)=XXXt (I )*RR
XXX2(I)=XXX2(I)*RR

XXXM1=XXX1(I1)*BSF(0)
KXXM2=XXX2(I1)xBSF(0)
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po 131 I=1,KS12
XXXM1=XXXM1+BSF(I)* (XXX1 (I1-T)+XXX1(I1+1))
XXXM2=XXKM2+BSF (I # (XXX2(I1-T1)+XXX2(I1+1))

CALL ANGSUB1 (XXXM1 ,XXXM2,PHPOSF)

PHPOS=PHPOSF
IF(PHPCS.LT.O0) PHPOS=PHPOS+PI3

THRESHOLD DETECTION

IF(PHPOS.LT.PI0) THEN
I55D(0)=0
PHASTI=PI4
ELSEIF(PHPOS.LT.PIt) THEN
I1S5D(0)=1
PHASTI=PI5S
ELSEIF (PHPOS.LT.PI2) THEN
I155Dt0)=2
PHASTI=PI6
ELSE
1S55D(0)=3
PHASTI=PI7
ENDIF

IF(ISW.EQ.1) THEN

PHEF=PHPOS-PHASTI
IF(ABS(PHEF).GT.PI1) THEN
IF(PHEF.GT.0) THEN
PHEF =PHEF-PI13
ELSE
PHEF=PHEF+PI3
ENDIF
ENDIF
ELSE

IF{LL.GE.200) THEN

PHEF=PHPOS-PHASTI

I1F(ABS{PHEF}.GT.PI1) THEN
IF(PHEF.GT.0) THEN
PHEF=PHEF-PI3

ELSE -
PHEF=PHEF+PI3

ENDIF

ENDIF

ELSE
IF(LL.EQ.199) GAMMA=0.03
IF(LL.EQ.199) ALPHA=0.015

PHEF=PHPOSF-PH1
PH1=PHPOSF
IF(PHEF.GT.0) THEN
PHEF=PHEF-PI1
ELSE
PHEF=PHEF+PI1
ENDIF

ENDIF

ENDIF
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I155=185D(0)-1ISSD(-1)
IF(ISS.LT.0) ISS=ISS+Y
IF(155.EQ.0) THEN
IXXX1=1
IXXX2=1
ELSEIF(ISS.EQ.1) THEN
IXXX1=-1
IXXX2=1
ELSEIF(ISS.EQ.2) THEN
IXXX1=-1
IXXX2=-1
ELSE
TEXK1=1
[XXX2=-1
ENDIF

COUNT ERROR BURSTS

IB3=1B3+1

IB1=1IB1+1

IB2=1B2+1
IF(IXXX1.EQ.IX1(KT2).AND.IXXX2.EQ.IX2(KT2)) GOTO 111
IF(IX1(KT2).NE.IXXX1) IBE=1BE+1
IF(IX2(KT2).NE.IXXX2) IBE=IBE+1

IF(IB1.GT.3) IA1=1A1+1

1B1=0
IF(IB2.GT.5) I1A2=IA2+1
IB2=0
IF(IB3.GT.10) IA3=IA3+1
IB3=0
CONTINUE
IF(ISW.EQ.0) THEN
NTEST1=L
NTEST2=10000
P1=P

GAMMA=GAMMA1

ALPHA= ALPHA1

ISW=1

GOTO 1006
ENDIF )

PRINT*,* THE CHANNAL SPACING IS (M HZ)',CSP
PRINT*,' THE BASEBAND SHAPPING FILTER IS R.O. (SQ.RT=)',ROF

PRINT*,'GAMMA & ALPHA ARE',GAMMA,ALPHA

PRINT*,' THE TRUNCATED LENGTH OF THE BASEBAND FILTER IS’ ,KT12

PRINT*,' THE SEED INTEGER 15°',1IQQ

PRINT#*,'NO. OF SYMBOL TRANSMITTED=',bL%10000

PRINT#,' THE FREQ. OFFSET 1S',F0S
E1=E1/(REAL (L*10000)*4,0%KS1)

E2=E2/ (REAL (L*10000)*4 .0%KS1)

PRINT#*,'THE PERDISTORTOR AND TWT VALUES ARE',INT(PREDBK),INT(BK)
PRINT*,'THE PREDISTORTION BACKOFF POINT IS',PBOP
PRINT*,'ENERGY PER BIT AT THE INPUT TO THE PREDISTORTOR IS’ ,E2

PRINT*,' THE BACKOFF POINT IS',BOP
PRINT#, ' ENERGY PER BIT AT THE INPUT OF THE TWT',E1
EB=E/REAL (L*10000)/REAL (KS1)

PRINT*,' ENERGY PER BIT AT THE OUTPUT OF THE DEMODULATOR IS',EB

PRINT#, ' VARIANCE OF NOISE IS',P
1J=2%L%10000

PRINT*,'THE SNR I1S',10.0%LOG10 (EB*KS1/2/ (P*P))

BER=REAL (IBE)/REAL (I1J)



HEHES
0.5

6.95

2000 0
18 15

0.03 0
0.5

WNON
N

PRINT=,'BIT ERROR RATE I5',BER
PRINT#*,* ERROR BURST IA1 IS',IA1
PRINT#*, ' ERROR BURST 1A2 IS',IA2
PRINT#,*ERROR BURST IA3 IS',IA3
RETURN

END

SUBROUTINE ANGSUB1 (RE,AIM,PHASE)

COMMON /PPILl/PIO,PIt,PI2,PI3

IF(RE.EQ.0.AND.AIM.EQ.0O) THEN
PHASE=0

ELSEIF(RE.EQ.O.AND.AIM.GT.0) THEN
PHASE=PIO

ELSEIF(RE.EQ.O0.AND.AIM.LT.0) THEN
PHASE=-PIO

ELSE

PHASE=ATAN(AIM/RE)

IF(RE.LT.0) THEN

PHASE=PI1+PHASE

ELSEIF(RE.GT.0.AND.AIM.LT.O0) THEN
PHASE=PHASE+PI3

ENDIF

ENDIF

RETURN

END

.015
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L.38

5

8

2000 O

18 15

0.03 0.015
0.5

2

3.91

6

12

2000 0

18 15

0.03 0.015
0.5

2

3.48

7

25

2000 0

18 15

0.03 0.015
#H#FH#S
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THIS PROGRAM IS USED TO EVALUATE THE ERROR-RATE PERFORMANCES
OF SIGNALS 1B, 2B, 3B AFD 4B, OVER A NONLINEAR AND
BANDLIMITED SATELLITE CHANNEL, WITH THE USE OF THE
SUBOPTIMUM FILTERS, THE PREDISTORTER, THE AMPLIFIER LIMITER,

PHASE DEMODULATOR A OR B AND THE DISTANCE MEASURE D AND IN
AN ACI ENVIRONMENT

/*JOB PP27,EUELSVWC,ST=MFY,C=S,TI=1280,
/% PW=SUC
FTN5,DB=0/PMD,L=0,
LIBRARY{PROCLIB, %)
NAG(FTNS) ‘
LGO.
RERRS
PROGRAM SWCAB(INPUT,OUTPUT, TAPE1=INPUT, TAPE2=0UTPUT)
DIMENSION FF1(0:63),FF2(0:63),FF3(0:63),FF4(0:63)
DIMENSION X2(-400:400),XXX2(-400:400),
1XX1 (-400:400),XX2(-400:400),FR(~200:200),GQ(0:38),GR(0:38),
t1BSF(-200:200),FM(-200:200),
2FT(-200:200),
2X1(-300:300),XXX1(-400:400),STPH(-300:300),
2XU1 (-300:100),XU2(-300:100), |
2BF(-400:400),PGR(0:38),PGQ{0:38),
2¥XL1(-300:100),XL2(-300:100),
2RU(~-2:0),QU(-2:0),RL(-2:0),QL(-2:0),
2RS(320),Q5(320),ADJI(16),ADJQ(16}
DIMENSION IX1(-100:0),IX2(-100:0),
11V(16,-200:0),IVV(16,-200:0)
COMMON /VMAP/VI1O,VI1,VI2,VI3,VI4,VIS,VI6,VI7,VQ0,VQt,
1VQ2,VvQ3,VQy4,VvQ5,vQ6,vQ7
COMMON /PP1I/P10,PI1t,PI2,PI3
COMMON /COST/CE1(8),CI0(64),CQ0(64),C(64),CC(16),CE(64)
DATA(FT(1),1=0,24)/1.0,0.935,0.758,0.512,0.256,0.041,-0.099,
¥-0,157,-0.146,-0.094,-0.031,0.02,0.048,0.052,0.039,0.017,-0.004,
*-0.017,-0.021,-0.017,-0.008,0.002,0.009,0.011,0.008/

c
DATA(FR(I),I=0,24)/1.0,0.935,0.758,0.512,0.256,0.041,-0.099,
*-0.157,-0.146,-0.094,-0.031,0.02,0.048,0.052,0.039,0.017,-0.00Y4,
#-0.017,-0.021,-0.017,-0.008,0.002,0.009,0.011,0.008/ |
C

DATA(GQ(I),1=0,38)/0.17,0.34,0.48,0.58,0.65,0.70,0.75,
*0.78,0.82,0.84,0.85,0,.85,0.84,0.83,0.84,0.85,0.83,
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*0.82,0.80,0.78,0.75,0.73,0.7,0.67,0.65,0.61,0.58,0.56,
*0.53,0.50,0,u48,0.43,0.4,0.38,0.37,0.36,0.34,0.36,0.35/

DATA(GR(1),1=0,38)/3.57,3.17,2.83,2.55,2.33,2.15,1.99,
*1.83,1.69,1.55,1.44,1,30,1.20,1.09,1.0,0.92,0.86,0.80,
*0.74,0.66,0,63,0.58,0.54,0.50,0.46,0.43,0.4,0.37,0.352,
*0.352,0.332,0.332,0.31,0.3,0.3,0.29,0.29,0.28,0.28/

DATA(PGR(I),1<0,38)/0.280,0.280,0.280,0.285,0.309,0.309,
*0.319,0.341,0.357,0.358,0.386,0.399,0.418,0.432,0.453,
*0.468,0.492,0.504,0.574,0.594,0.594,0.594,0.594,0.594,
¥0.594,0.594,0.594,0.594,0.594,0.594,0.594,0.594,0.594,
#*0.594,0.594,0.594,0.594,0.594,0.594/

DATA(PGQ(1),1=0,38)/-0.005,-0.012,-0.015,-0.020,-0.033,-0.038,
*-0.051,-0.063,-0.076,-0.086,-0.104,-0.122,-0.136,-0.157,-0.188,
*-0.218,-0.251,-0.315,-0.425,-0.544,-0.544,-0.544,-0.544,-0.54Y,
*-0.544,-0.544,-0.,'544,-0.544,-0.544,-0.544,-0.544,-0.54Y4,-0.54Y,
*¥-0.544,-0.544,-0.544,~0.544,-0.544,-0.5444/

RR=SQRT(PGR(20)%%2+PGQ(20) *%2)
DO 136 I=0,38
PGQ(I)=PGQ(I)/RR

136 PGR(I)=PGR(I)/RR

DATA (FF1(1),1=0,63)/1.0,.943,.786,.566,.334,.135,.0,-.064,-.068,
*-,0368,-.001,.024,.029,.017,-.001,-.014,-,017,-.011,
#*-,001,.008,.01,.007,-.001,-.007,-.008,
x-,006,-.001,.004,.005,.003,-.001,-.004,-.005,~.,004,
*.0,.003,.004,.002,.0,-.003,-.004,-.003,~-.,001,.002,.003,
*.002,.0,-.003,-.003,-.002,.0,.00%,.002,.001,.0,-.002,
*¥-.003,-.002,-.001,.001,.002,.001,.0,-.002/

DATA (FF2(1),I1=0,63)/1.0,.954,.825,.638,.425,.223,.06,-.047,
*-.095,-.096,-.067,-.028,.005,.022,.022,.01,-.006,-.018,-.022,
*-.018,-.008,.003,.011,.012,.009,
*.002,-.004,-,007,~-.007,-.003,.002,.006,.006,.004,.0,-.005,
*-.007,-.008,-.005,-.002,.001,.003,.002,.0,-.002,-.004,-.004,
*-,002,.001,.004,.005,.005,.003,.0,-.002,-.003,-.002,.0,
*.001,.002,.001,.0,-.003,-.005/

DATA (FF3(1),1=0,63)/1.0,.963,0.858,0.7,0.511,0.316,0.139,-0.001,
%-0.094,-0.138,-0.14,-0.112,-0.068,-0.022,0.035,0.039,0.03,0.014,
#0.014,-0.003,-0.015,-0.02,-0.017,-0.008,0.002,
*.011,.016,.015,.01,.003,-.005,-.01,-.011,-.009,

*-,005, .001,.005,.008,.007,.003,-.00%1,-.005,
*-,008,-.008,-.006,-.002,.002,.005,.006,
*.005,.002,-.002,-.005,-.006,-.006,-.004,.0,
*.003,.005,.005,.003,.001,-.003,-.005/

DATA (FFu4(I),I=0,48)/1.0,.970,.884,.751,.585, .405,
*,227,.068,-.058,-.144,-,188,-.192,-.164,~-.115,-.056,
*.002,.049,.08,.091,.085,.065,.036,.006,-.02,-,039,
*-.,047,-.045,-.034,-.019,~.003,.011,.021,.024,.021,.014,
*,004,-.005,-.012,-.016,-.015,-,011,-.004, .003, .009,
*.013,.013,.01,.005,-.002/

D0 1005 NR=1,1
PRINT*,* INPUT BASEBAND FILTER R.O.F (5Q.)=1,0.75,0.5,0.25"



172

CT

173

CT

174

CcT

175

CT

aan

READ#*,ROF

PRINT+*,'INPUT THE TRUNCATION LENGTH’
READ#*,KT12

PRINT*,'INPUT THE NOISE VARIANCE®
READ*,P

PRINT=*,*INPUT THE RANDOM SEED*
READ»,11IQQ

PRINT«*,'INPUT NO. OF TESTED SYMBOLS'
READx,L

IF (ROF.EQ.1) THEN
DO 172 1=0,63
BSF(I)=FF1(I)
PBOP=3.953
BOP=3.21
BOP=2.84
ELSEIF(ROF.EQ.0.75) THEN
DO 173 1=0,63
BSF(I)=FF2(I)
PBOP=4 .,551
BOP=3.715
BOP=3. 31
ELSEIF(ROF.EQ.0.5) THEN
DO 174 1=0,63
BSF(I)=FF3(I)
PBOP=5.207 .
BOP=4.,22
BOP=3.83
ELSEIF(ROF.EQ.0.25) THEN
DO 175 1=0,63
BSF(IJ)=FFu(I)
PBOP=5.98
BOP=4.83
BOP=4 .39
ELSE
PRINT*,'NO REQUIRED FILTER®
STOP
ENDIF

PI1=AC0S(-1.0)
PIO=PI1/2.0
PI2=PI0*3.0
PI3=2.0*PI1

MAP-SETTING

VI0=0.924
VQ0=0.383
Vi1=0.383
VQ1=0.92Yy
Vi2=-0.383
VQ2=0.924
VIi3=-0.924
VQ3=0.,383
Viy=-0.924
VQi4=-0.383
VIi5=-0.383
VQ5=-0.924
VIi6=0.383
VQ6=-0.924
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VI17=0.924
VQ7=-0.383

CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL.
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
* CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL

COSTSUB(1,C10,CQ0,0,
COSTSUB(2,C10,CQ0,0,
COSTSUB(3,CI0,CQ0,1,
COSTSUB(4,CI0,CQ0,1,
COSTSUB(5,C10,CQ0,0,
COSTSUB(6,CI0,CQ0,0,
COSTSUB(7,C10,CQ0,1,
COSTSUB(8,C10,CQ0,1,
COSTSUB(9,C10,CQ0,0,
COSTSUB(10,CI0,CQ0,0
COSTSUB(11,CI0,CQ0,1
COSTSUB(12,CI0,CQ0, 1
COSTSUB(13,C10,CQ0,0
COSTSUB(14,CI0,CQ0,0
COSTSUB(15,CI10,CQ0, 1
COSTSUB(16,CI0,CQO0, 1
COSTSUB(17,CI0,CQ0,0
COSTSUB(18,CI0,CQ0,0
COSTSUB(19,CI0,CQO, 1
COSTSUB(20,CI0,CQO, 1
COSTSUB (21,C10,CQ0,0
COSTSUB(22,CI0,CQ0,0
COSTSUB(23,CI0,CQ0,1
COSTSUB(24,CI0,CQO, 1
COSTSUB(25,CI0,CQ0,0
COSTSUB(26,C10,CQ0,0
COSTSUB(27,CI10,CQ0,
COSTSUB(28,CI0,CQ0, 1
COSTSUB(29,C10,CQ0,0
COSTSUB(30,CI0,CQ0,0
COSTSUB(31,C10,CQO0, 1
COSTSUB(32,CI0,CQ0,1
COSTSUB(33,CI0,CQ0,0
COSTSUB(34,CI0,CQ0,0
COSTSUB(35,CI10,CQ0, 1
COSTSUB(36,CI0,CQO, 1
COSTSUB (37,C10,CQ0,0
COSTSUB(38,CI0,CQ0,0
COSTSUB(39,CI0,CQO0, 1
COSTSUB(40,CI0,CQO0, 1
COSTSUB(41,CI0,CQ0,0
COSTSUB(42,C10,CQ0,0
COSTSUB (43,C10,CQ0, 1
COSTSUB (44,CI10,CQO0, 1
COSTSUB (45,C10,CQ0,0
COSTSUB(46,CI0,CQ0,0
COSTSUB (47,C10,CQ0, 1
COSTSUB (48,CI0,CQO0, 1
COSTSUB (49,C10,GQ0,0
COSTSUB(50,CIO0,CQ0,0
COSTSUB(51,CI10,CQO, 1
COSTSUB(52,C10,CQ0, 1
COSTSUB(53,CI0,CQ0,0
COSTSUB(54,CI0,CQ0,0
COSTSUB(55,CI0,CQO0, 1
COSTSUB(56,C10,CQ0,1
COSTSUB(57,C10,CQ0,0

- - - - - - - - - - - - - - - - - - - - - - - - -» - - -» - ~ - - - hd » - - - ~ - - - - - - - - -




CALL COSTSUB(58,CI0,CQ0,0
CALL COSTSUB(59,CI10,CQO0,1
CALL COSTSUB(60,CI0,CQO0,1
CALL COSTSUB(61,CI0,CQ0,0
CALL COSTSUB(62,CI10,CQ0,0
CALL COSTSUB(63,CIO0,CQO,1
CALL COSTSUB(64,CI0,CQ0,1

“ W w W W o w oW
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PRINT»,'TWT AND ACI'
PRINT»,*WHAT MEASURE ?*
PRINT#,'1-CX ,2-PH*»*2, 3-LIMITER, u4-PH, 5-R*#PH, 6-R*#PHx*x2',
t* ,7-C0S ,8-Rx*COS’
READ»,MEAS
IF(MEAS.NE.1.AND.MEAS.NE.3) THEN
DO 122 I=1,64
RE=CIO(I)
AIM=CQO(I)
CALL ANGSUB(RE,AIM,PHASE)
122 CIO(I1)=PHASE
ELSEIF (MEAS5.EQ.1) THEN
DO 129 1=1,64
CIO(I)=CIO(I)
129 CQOCIN=CQO{I)

ENDIF
C
C KS1: NO OF THE SAMPLES IN ONE T.
C KT1: SYMBOL LENGTH OF THE TRUNCATED IMPULSE RESPONSE WAVEFORM
C OF THE BASEBAND SHAPPING FILTER IN CASCADED WITH THE BPF.
C KS2: THE BASEBAND SHAPPING ARRAY EXTENDS FROM -KS3 TO +KS2.
o KT2: SYMBOL TIME FOR THE 1ST SAMPLE INSTANCE
C KS3: ARRAY ELEMENT FOR THE 1ST SAMPLE.
C KT12: TRUNCATED OF THE BASEBAND SHAPPING FILTER.
C KT4: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF FT IN THE TX
o KS4: THE LAST ELEMENT IN FT
C KTS: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF FT IN THE RX
c KS5: THE LAST ELEMENT IN FR
C KTM%1: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF THE MATCHED-FILTER
C KSM1: THE LAST ELEMENT IN MF
C
KT4=3
KT1=2%(KT12+KT4)
KT3=KT1%*(~-1)/2
KS1:=8
KS2=KT1%*KS1/2
KS3:=KS2%(-1)
KSu=KTu*KS1
KT5=3 ‘
KS5=KT5*%KS1
KS12=KT12*KS1
KTM1=KT12+KTS
KSM1=KTMt *KS1
KT2=-KT1/2-KTM1
c

DO 165 1=K5u4+1,200
165 FT(1)=0,0
DO 166 1=0,200
166 FT(-1)=FT(I)
DO 167 11=0,KS2
RR=BSF{O}*FT(I1)
DO 168 I=1,KS12



168
167

150

aaQa

120

102

164

138

RR=RR+BSF(I)*(FT(II+1J)+FT(II-1))

BF{I1)=RR

DO 150 1=0,KS2
BF(-I)=BF (1)
FM(I)=BF(I)

K510=320
KT13=-32
KT14=KT13-1
KT15=KT13+KT2

DETECTOR INITIALISATION

DO 120 I=1,16
CC(1)=1.0E+6

DO 120 J=KT14,0
IV(I,J)=0

CC(1)=0

DO 102 1=1,16,4
Iv(1,0)=0
IVII+1,0)=1
IV(I+2,0)=2
IV(I+3,0)=3

KT6=KT144KT2

CSP=5
F=P13#CSP/32.0
DO 164, I=1,KS10
FF=F*REAL (1)

RS (I)=COS(FF)
QS(I)=SIN(FF)

INITIALISATION

- DO 104 1I=KT6,0

IX1(1)
IX2(1)

0
0 -

DO 138 I=-2,0
RU(I)=0
QU(I)N=0
RL(I)=0
QL(I)=0

K56=K53-K51+1-2%xK5M1
K57=KS83-KS5
DO 105 I=KS6,KS52+K51
Xt(1)=0.0
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105

126

125
127

141

146

AL2(1)=0.0

CDI=VIO
CDQ=VQ0O

DO 127 J=KTé6,0
DO 126 I=KS6,KS2
II=1+KS1
X113 =X1(F1)
X2(I)=X2(11)
XM (I)=XUI(II)
XU2(I)=XU2(11)
XL1(I¥=XL1(I1)
AL2(I)=XL2(II1)
DO 125 I=KS53,KS2
X1 (I)=BF(I)*CDI+X1(1)}
X2(1)=BF(I1)*CDQ+X2(1I)
XU1(I)=X11(1)
XU2(I)=X2(I)
AL1(I)=X1 (1)
AL2(1)=X2(1)
CONTINUE

PREDBK=18

BK=15

PAV=SQRT (4,0*PBOP)
AV=SQRT(4.0xBOP)
AV1=PREDBK/PAV

AV2=BK/AV

I1=PREDBK
SUMI=SQRT(PGR(I)*x2+PGQ(I)%%2)
A1=PGR(I)/SUM1
Bt=-PGQ(I)/SUM1

I=BK
SUM2=SQRT(GR(I ) %%2+GQ(I Y*x*2)
A2=GR(I)/SUM2

B2=-GQ(I)/SUM2

A=A1%A2-BtxB2

B=A1*B2+B1*A2

DO 141 N=KS6,KS3

RN=X1 (N)

QN=X2 (N)

"I=INT(AV1=2SQRT(RN*RN+QN*QN))

PR=RN#PGR{(I)-QN*PGQ(I)
PQ=RN*PGQ(I)+QN»PGR(I)
I=INT(AV2*SQRT (PR*PR+PQ*PQ})
X1 (N)=PR*GR(I)}-PQ*GQ(I)

X2 (N)=PR*GQ (1) +PQ*GR(I)

DO 146 N=KS56,KS53
R1=X1(N)
Q1=X2(N)

X1 (N)=A*R1-B»Q1
X2{N)=A*Q1+B*R1
XX1 (N)=X1(N)
XX2 (N)=X2(N)

DO 130 II=KS6+K55,KS3-KS5
XXX1 (II1)=XX1 (I1)*FR(0Q)
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XXX2(II)=XX2(I1)*FR(O)

DO 135 I=1,KS5

R1=XX1(II+1)

R2=XX1(II-1)

Q1=XX2(II+I)

Q2=XX2(11-1)

AXX1(IT)=XXX1 (IT)+FR(I)* (R1+R2)
XXKZ2(II)=XXX2(II)+FR(I)*(Q1+Q2)
CONTINUE

DO 133 I=KS6+KS5,K53-KS5

RR=1/SQRT(XXX1 (I )*#2+XXX2(I)%%2)
RR=1/(ABS (XXX1 (I))+ABS(XXX2(I)))

XXX (I)=XXX1 (I)*RR

AXK2 (I 31=XXX2(I)*RR

ASSUME THE 1ST DETECTION 15 CORRECT
KT7=KT2-1

I1: THE MAIN SAMPLING INSTANCE
I1=KS3-K5M1

I2: THE OFFSET SAMPLING INSTANCE.
I2=11

CALL GOBCBF(I1QQ)
INITIALISE ALL COUNTERS.

IE=0
TA1=0
IA2=0
TA3=0
IBt=0
I1B2=0
I1B3=0
IBE=0
E=0.0
E1=0.0
E2=0.0
E3=0

K511=1
START

DO 111 LLL=1,L
DO 111 LL=1,10000

SHIFT ID

DO 112 I=KT6,-1
J=I+1
IXt(I)=1IX1(J)
IX2(I)=1X2(J)

U=GOS5DAF (0.000,4.000)
IF(U.LT.1.0) THEN
IXt1(0)=0

IX2(0)=0
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ELSEIF(U.LT.2.0) THEN
IX1(0)=0

IX2¢0)=1

ELSEIF(U.LT.3.0) THEN
IX1(0)=1

IX2(0)=1

ELSE

IX1(0)=1

I1X2(0)=0

ENDIF .
K1=IX1(0)+IX1(-2)+1IX2(-1)
K2=IX1 (-2)+IX2(0)+IX2(-1)+IX2(-2)
K3=IX1(-1)

Ky=MOD(K1,2)

K5=MOD{K2,2)

K6=MOD(K3,2)
K7=4%2Ky+2#K5+K6+1
GoT0(1,2,3,4,5,6,7,8) ,K7

CDI=VIO
CDQ=VQO
GOTO 9

CDI=VI1
CDQ=VQ1
GOTO 9

CDI=VIZ2
CDQ=VQ2
GOTO 9

CDI=VI3
CDQ=VQ3
GOTO 9

CDI=VI4
CDQ=VQh
GOTO 9

CDI=VI5
CDQ=VQ5
GOTO 9

CDI=VIé6
CDQ=VQé
GOTO 9

CDI=Vi7
CDQ=VQ7

DO 113 I=KS56,K52
II=I+K51
A1 (I)=X1(I1)
X2(I)=X2(I1)
AL (I)=XX1(II)
KXZ2(I)=XX2(11)
XXX1 (I)=XXX1(II)
KXXZ(E)=XXK2(I1)
XU1(1)=XU1(I1)



143

101

XU2{1)=XU2(I1)
XL1(¢(I)=XL1(II)
STPH{I)=STPH(II)
XL2(I)=XL2(II)

DO 114 I=KS3,KS2
X1(I)=BF(I1)*CDI+X1(I)
X2(I)=BF (1)*CDQ+X2(1)

DO 143 N=KS53-KS51+1,KS53

RN=X1 (N)

QN=X2 (N)

E2=RN*RN+QN*QN+E2
I=INT(AVI*SQRT(RN#RN+QN=QN))
PR=RN#PGR(I)-QN*PGQ(I)
PQ=RN*PGQ(I)+QN*PGR{1)
E1=PR*PR+PQ*PQ+E1
I=INT(AVZ2*SQRT (PR*PR+PQ*PQ))
X1 (N)=PR*GR(I)-PQ*GQ(I)
X2(N)}=PR*»GQ(I)+PQ*GR(I)

DO 144 N=KS3-KS1+1,KS53
R1=X1(N)

Q1=X2 (N)

A1 (N)=A*R1-B*Q1

X2 (N)=A*Q1+B=*R1

CALCU. TOTAL ENERGY PER SYMBOL

DO 124 I=KS53-KS1+1,KS83
E=X1(I)%%2+X2(1)*%2+E

DO 101 I=-2,-1
J=I+1
RUCI)=RU(J)
QU(I=QU(J)
RL{I)=RL{J)
QLC(I)=QL (J)

U=GO5DAF (0.000,4.000)
IF(U.LT.1.0) THEN
RU{0)=0

QU(0)=0
ELSEIF(U.LT.2.0} THEN
RU(0)=0

QU0 =1
ELSEIF(U.LT.3.0) THEN
RU(0)=1

QU(0) =1

ELSE

RU(0) =1

QU(01=0

ENDIF

K1=RU(0)+RU(~-2)+QU(-1)
K2=RU(-2)+QU(0)+QU(-1)+QU(-2)
K3=RU(-1)

K4=MOD(K1,2)

K5=MOD(K2,2)

K6=MOD(K3,2)
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K7=4xK4+2%K5+K6+1
G0TO(21,22,23,24,25,26,27,28) ,K7

c

21 CDUI=VIO
ChuQ=vQo
GOTO 29

c

22 CDUI=VI1
CbuQ=vQ1
GOTO 29

C

23 CDUI=VI2
CDUQ=VQ2
GOTO 29 -

c

2y CDUI=VI3
ChUQ=vQ3
GOTO 29

c

25 CDUI=VIY
CDUQ=VQUu
GOTO 29

c

26 CDUI=VI5
CDUQ=VQ5
GOTO 29

c

27 CDUI=VIé6
CDUQ=VQe6
GOTO 29

Cc

28 CDUI=VI7?
CDuUQ=VvVQ7

c

29 DO 151 I=K53,KS2
XUt (1)=BF(IY*CDUI+XU1(I)
151 XU2 (I )y=BF (I)*CDUQ+XU2(I)

DO 155 N=KS3-KS1+1,KS3
RN=XU1 (N)
QN=XU2 (N}
I=INT(AV1*SQRT(RN*RN+QN*QN))
PR=RN*PGR(I)-QN*PGQ(I)
PQ=RN*PGQ(I)+QN*PGR(I)
I=INT(AV2*SQRT(PR*PR+PQ#*PQ})
XU1 (N)=PR*GR(I)-PQ*GQ(I)

155 XU2 (N)=PR*GQ(I)+PQxGR(I)

DO 156 N=KS3-KS1+1,KS3
R1=XU1 (N)
Q1=XU2 (N)
XU1 (N)=A*R1-B»Q1
156 XU2(N)=AxQ1+B»R1

U=GOSDAF (0.000,4.000)
IF{U.LT.1.0) THEN
RL(0)=0

QL(0)=0
ELSEIF(U,LT.2.0) THEN
RL(0)=0
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QL{O0)=1
ELSEIF(U.LT.3.0) THEN
RL(O)=1
QL(0)=1
ELSE
RL(O)=1
QL(0)=0
ENDIF

C
Kt=RL(O)+RL(-2)+QL(-1)
K2=RL(-2)+QL(O)+QL(-1)+QL(-2)
K3=RL(-1)
K4=MOD(K1,2)
K5=MOD(KZ2,2)
K6=MOD(K3,2)
K7=4xKy+2%K5+K6E+1
GOTO0(31,32,33,34,35,36,37,38),K7

C

31 ChLI=VIO
CDLQ=VQO
GOTO 4o

C

32 CDLI=VI1
CDLQ=VQ1
GOTQO uo

C

33 CDLI=VI2
CDLQ=VQ2
GOTO 40

C

3y CDLI=VI3
CDLQ=VQ3
GOTO 40

C

35 CDLI=VIY
CDLQ=VQu
GOTO 40

c

36 CDLI=VIS
CDLQ=VQ5
GOTO 40

C

37 CDLI=VIé6
CDLQ=VQ6
GOTO 490

c

38 CDLI=VI7?
CDLQ=VQ7

C

Lo DO 157 I=KS3,KsS2
XL1(I)=BF(I)*CDLI+XL1(I)
157 AL2(I)=BF(I)*CDLQ+XL2(I)

DO 161 N=KS3-KS1+1,KS3
RN=XL1 (N} )

QN=XL2 (N)
I=INT(AV1#*SQRT(RN*RN+QNxQN))
PR=RN*PGR(I)-QN*PGQ(1)
PQ=RN*PGQ(I)+QN*PGR(I)
I=INT(AV2*SQRT(PR*PR+PQ%*PQ))
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XL1(N)=PRxGR(I)-PQ#=GQ(])
161 AL2 (N)=PR*#GQ(I)+PQ*GR(1)

DO 162 N=KS3-KS1+1,KS3
R1=XL1 (N)
Q1=XL2(N)
XL1 (N)=AxR1-B*Q1
162 XL2 (N)=A*Q1+B*R1

IF(KS511.GE.K510) KS511=1
J=1
DO 163 I=K53-K51+1%1,KS53
ADJI{(J)=RS(KS11 )% (XUT(I)+XL1 (1)) +QS(KS11)* (XL2(I)
*~XU2(1))
ADJQ(J)=RS(KST11 )% (XU2(I)+XL2(1))+QS(KS11)*(XU1(I)
#-XL1(I))
KS511=KS11+1
163 J=J+1

J=1

DO 119 I=KS3-KS1+1,KS3

W1=GO5DDF (0.000,P)

W2=GO5DDF (0.000,P)

K1 (IY=X1{(I)+W1+ADJI(J)

AX2(1)=X2(1)+HW2+ADJQ(J)
119 J=J+1

DO 134 TI=KS7-KS1+1,KS7
KXX1(I1)=XX1 (II)}*FR(0)
XXX2(IT)=XX2(II)*FR(0)
DO 137 1=1,KS5
R1=XX1(11+1)
R2=XX1(II-1) |
Q1=XX2(II+1)
Q2=XX2(II-1} |
XKXX1 (IT)=XXX1(ITI)+FR(I)*(R1+R2) |
137 KAX2(IT)=XXX2(II)+FR(I)I*(Q14+Q2) ‘
134 CONTINUE

c
DO 132 I=KS7-KS1+1,KS7 ‘
RR=1/SQRT(XXX1 (I )2+ XXX2(I)%x2)
CT RR=1/(ABS (XXX1(I))+ABS(XXX2(I)))
XXX (I)=XXX1(1)*RR -
132 XXX2(I)=XXX2(I)*RR
c
XXXM1=XXX1(I1)*BSF(0)
KAXM2=XKXX2(I1)xBSF(0)
DO 131 I=%,KS12
AXKMT =XXXM1 +BSF (I )% (XXX1 (I1-T)+XXX1 (I1+1))
131 XXXM2=XXXM2+BSF(I)*= (XXX2(I1-1)+XXX2(I11+1))
C
CALL ANGSUB (XXXM1,XXXM2,PH)
c
c VIT-DETECTION
C |
GOoTO(11,12,13,14,15,16,17,18),MEAS
" CALL SUB1 (XXXM1,XXXM2)
GOTO 20
12 CALL SUB2 (XXXM1,XXXM2)

GOTO 20




13
14
15
16
17
18

20

CALL SUB3 (XXXM1 ,XXXM2)

GOTO 20
CALL SUBY4 (PH)
GOTO 20

CALL SUBS (XXXM1,XXXM2)

GOTO 20

CALL SUBS6 (XXXM1,XXXM2)

GOTO 20

CALL SUB7 (XXXM1,XXXM2)

GOTO 20

CALL SUBB{XXXM1,XXXM2)

C(1)=CE1({1)+CC(1)}
C(7)=CE1(1)+CC(7)
C(18)=CE1(1)+CC(2)
C(24)=CE1(1)+CC(8)
C(36)=CE1(1)+CC (1)
C(38)=CE1(1)+CC(6)
C(51)=CE1(1)+CC(3)
C(53)=CE1(1)+CC(5)

C(9)=CE1(2)+CC(9)

C{15)=CE1(2)+CC(15)
C(26)=CE1(2)+CC(10)
C(32)=CE1(2)+CC(16)
Clun)=CE1(2)+CC(12)
C(46)=CE1(2)+CC(14)
C(59)=CE1(2)+CC(11)
C(61)=CE1(2)+CC(13)

C(2)=CE1(3)+CC{2)

C(B81)=CE1(3)+CC(8)

Ct17)=CE1(3)+CC(1)
C(23)=CE1 (3)+CC(7)
C(35)=CE1(3)+CC(3)
C(37)=CE1(3)+CC(5)
C(52)=CE1{(3)+CC(4)
C(54)=CE1(3)+CC(6)

C(10)=CE1{4)+CC(10)
C(16)=CEt1 (4)+CC(16)
C(25)=CE1 (4)+CC(9)
C(31)=CE1(4)+CC(15)
C(43)=CEt(4)+CC(11)
Ctu5)=CE1(4)+CC(13)
C(60)=CE1(4)+CC(12)
C(62)=CE1(4)+CC(114)

C(4)=CE1(5)+CC(H)
C(6)=CE1(5)+CC(6)
C(19)=CE1(51)+CC(3)
C{21)=CE1 {5)+CC(5)
C{33)=CE1(5)+CC(1)
C(39)=CE1(5)+CC(7)
C(50)=CE1(5)+CC(2)
C(56)=CE1(5)+CC(8)

C(12)=CE1(6)+CC(12)
C(14)=CE1(6)+CC(14)
C(27)=CE1(6)+CC(11)
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C(29)=CE1(6)+CC(13)
C41)=CE1(6)+CC(9)

C(47)=CE1(6)+CC(15)
C{(58)=CE1(6)+CC(10)
C{64)=CE1(6)+CC(16)

C(3)=CE1(7)+CC(3)}
C(5)=CE1(7)+CC(5)
C(20)=CE1(7)+CC(Y)
C(22)=CE1(7)+CC(6)
C(34)=CE1(7)+CC(2)
C(40)2=CEt1 (7)+CC(8)
Ch9)=CE1(7)+CC(1)
C(552=CE1 (7)+CC(7)

C(11)=CE1(8)+CC(11)
C(13)=CE1(8)+CC(13)
C(28)=CE1(8)+CC(12)
C(30)=CE1(8)+CC(14)
C(u2)3=CE1(8)+CC(10)
C48)=CE1(B8)+CC(16)
C(57)=CE1(8)+CC(9)

C(63)=CE1(8)+CC(15)

M1 =1
I111=0
DO 103 M=1,16,4
CCC=C(M1)
J=M1
DO 106 I=M1+1,M1+3
IF((C(I)-CCC).GE.0.0) GOTO 106
CCC=C(I1)
J=1

106 CONTINUE
J=MOD(J,16)
IF(J.EQ.0Q) J=16
IVV(M,0)=11I1
CCtM)=CCC
DO 107 I=KTtH4,-1

107 IVV(M,I)=IV(J,I+1)
CCC=C(M1+4)
J=M1+4
DO 110 I=M1+5,M1+7
IF((C(I)-CCC).GE.0.0) GOTO 110 -
CCC=C(I)
Jd=1

110 CONTINUE
J=MOD({J,16)
IF(J.EQ.0) J=16
IVV(M+1,0)=111
CC(M+13=CCC
DO 108 I=KTiy,-1

108 IVV(M+1,1)=IV(J,I41)
CCC=C(M1+8)
J=M1+8
DO 109 I=M1+9,M1+11
IF((C(I)-CCC)Y.GE.0.0) GOTO 109
CCC=C(1)}
J=I

109 CONTINUE




~-AG4-

J=MOD(J,16)
IF(J.EQ.0) J=16
IVV(M+2,0)=111
CC(M+2)=CCC
DO 121 I=KT14, -1

121 IVV(M+2,1)=1IV(J,I+1)
CCC=C(M1+12)
J=M1+12
DO 128 I=Mt+13,M1+15
IF((C(I)-CCC).GE.0.0) GOTO 128
Ccc=Cc(I)
J=1

128 CONTINUE
J=MOD(J,16)
IF(J.EQ.0) J=16
IVW(M+3,0)=111%
CC(M+3)=CCC
DO 115 I=KT14,-1

115 IVVIM+3,1)=IV(J,I4+1)

IT1=111+1
103 Mi=M1+16
c
Cc SEARCH THE MIN. COST VECTOR
Cc
CCC=1.0E+7
DO 116 I=1,16
IF((CC(I)-CCC).GE.0.0) GOTO 116
CCC=CC(I1)
JJ=1I
116 CONTINUE
c
C SUBTRACT ALL THE COSTS BY CCC
c

DO 117 I=1,16
Cc(I)=CcCc(I)-CCC

—
-.J

MOVE THE VECTORS IVV BACK TO THE 1V VECTORS

aaaoa-—

DO 118 J=1,16

DO 118 I=KT14,0
118 IV(J,I)=IVV{J, 1)
c

I55=1V(JJ,KT13)
IF(ISS.EQ.0) THEN
IXXX1=0
IXXX2=0 :
ELSEIF(ISS.EQ.1) THEN
IXXX1=0
IXXX2=1
ELSEIF(ISS.EQ.2) THEN
IXXX1=1
IXXX2=0
ELSE
IXXX1=1
IXXX2=1
ENDIF

aaa

COUNT ERROR BURSTS
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IB3=1B3+1

IB1=1IB1+1

I1B2=1B2+1

ITF (IXXX1.EQ.IX1 (KT15).AND.IXXX2.EQ.IX2(KT15)) GOTO 111

IF(IX1(KT15).NE.IXXX1) IBE=IBE+1

IF(IX2(KT15).NE.IXXX2) IBE=IBE+1

IF(IB1.GT.3) TA1=IA1+1

IB1=0

IF(IB2.GT.10) IA2=1A2+1

IB2=0

IF(IB3.GT.28) IA3=1A3+1

IB3=0

CONTINUE

IF(MEAS.NE.1.AND.MEAS.NE.3) PRINT*,'PHASE DEMODULATION IS USED®

PRINT#*,' - cmmmme e - ' '

IF (MEAS.EQ.1) THEN

PRINT#*,'CX IS USED®

ELSEIF(MEAS.EQ.2) THEN

PRINT*,'PH#*%2 IS USED’

ELSEIF(MEAS.EQ.3) THEN

PRINT#*,*LIMITER IS USED’

ELSEIF (MEAS.EQ.4) THEN

PRINT*,'PH IS USED®

ELSEIF (MEAS.EQ.5) THEN

PRINT*,*'R*PH 15 USED!

ELSEIF(MEAS.EQ.6) THEN

PRINT#*,'R*PH*PH IS USED’

ELSEIF (MEAS.EQ.7) THEN

PRINT#,*COS(PH) IS USED’

ELSE

PRINT*,*R*COS(PH) IS USED’

ENDIF

PRINT#,' = m e e '

PRINT#*,'SINE WAVE PD 1S USED’

PRINT#*,'EX-OR GATE PD 1S USED'

PRINT=*,'THE CHANNAL SPACING IS (M HZ)', (CSP)

PRINT%,*'THE BASEBAND SHAPPING FILTER IS R.0. (SQ.RT=)*',ROF
PRINT#,*THE TRUNCATED LENGTH OF THE BASEBAND FILTER IS$',KT12
PRINT=#,'THE SEED INTEGER 1S',1IQQ
PRINT=,*NO. OF SYMBOL TRANSMITTED=',L%*10000

E1=E1/(REAL(L*10000)%4_.0xK51)

E2=E2/ (REAL (L*10000)*4,0%KS51)

‘PRINT«,'THE PERDISTORTOR AND TWT VALUES ARE',INT(PREDBK),INT(BK}

PRINT»,'THE PREDISTORTION BACKOFF POINT 1S',PBOP

PRINT+, *ENERGY PER BIT AT THE INPUT TO THE PREDISTORTOR IS',E2
PRINT#*,'THE BACKOFF POINT IS' ,BOP

PRINT#,*ENERGY PER BIT AT THE INPUT OF THE TWT',E1

EB=E/REAL (L*10000)/REAL (KS1)

PRINTx,'ENERGY PER BIT AT THE OUTPUT OF THE DEMODULATOR 1S5',EB
PRINT#,*VARIANCE OF NOISE 1S',P

I1J=2xL%10000
PRINT#*,'THE SNR IS',10.0*LOG10(EB*KS1/2/(P*P})

BER=REAL (IBE)/REAL(1J)

PRINT+,'BIT ERROR RATE IS5’ ,BER
PRINT*,'ERROR BURST IA1 IS',IA1
PRINT#*,'ERROR BURST IA2 1S',IA2
PRINT#*,'ERROR BURST IA3 IS',IA3
CONTINUE

STOP
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END

SUBROUTINE COSTSUB(N,CIO,CQO0,I1S5I1,I1512,1513,
115Q1,15Q2,15Q3)

DIMENSION CIO(64),CQ0(64)

COMMON /VMAP/VIO,VIY,VIZ2,VI3,VI4L,VIS5,VI6,VI7,VQ0,VQ1,
1VQ2,VQ3,Vau,vos5,vQs6,vQ?

I1=1ISI3+ISI1+I5Q2

I2=1I511+18Q3+15Q2+ISQ1

I3=1I512

In=MOD(I1,2)

I5=MOD(I2,2)

I16=MOD(13,2)

I7=4%I8+2%I5+16+1

GoTO0(1,2,3,4,5,6,7,8),17

1 CIO(N)=VIO
CQO(N)=VQO
GOTO 9

2 CIO(N)=VI1
CQO(N}=VQ1
GOTO 9

3 CIO(N)=VI2
CQO(N)=VQ2
GOTO 9

] CIO(N)=VI3
CQO(N)=VQ3
GOTO 9

5 CIC(N)=VIH
CQO(N)=VQu
GOTO 9

6 CIO(N)=VIS
CQO(N3}=VQ5
GOTO 9

Q0

CIO(N)=VI6
CQO(N)=VQ6
GOTO 9

CIO(N)=VI7?
CQO(N)=VQ7

oo on

I=1
RETURN
END

Q

SUBROUTINE ANGSUB(RE,AIM,PHASE)

COMMON /PPII/PIO,PIt1,PI2,PI3

IF(RE.EQ.O.AND.AIM.EQ.0) THEN
PHASE=0

ELSEIF(RE.EQ.O.AND.AIM.GT.0) THEN
PHASE=P10

ELSEIF(RE.EQ.O0.AND.AIM.LT.0) THEN
PHASE=-PI0

ELSE
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PHASE=ATAN(AIM/RE)
IF(PHASE.GT.0.AND.RE.LT.0.AND.AIM.LT.0) THEN
PHASE=-PI1+PHASE
ELSEIF(PHASE.LT.0.AND.RE.LT.0.AND.AIM.GT.0) THEN
PHASE=PHASE+PI1

ENDIF

ENDIF

RETURN
END

SUBROUTINE SUB2 (RE,AIM)

COMMON /PPI1/PIO,PI1,PI2,PI3 ‘
COMMON /COST/CE1 (8),CI10(64),CQ0 (64),C(64),CC(16),CE(64) ‘
CALL ANGSUB(RE,AIM,PH)

CE1(1)=ABS(CIO(1)-FPH)
CE1(2)=ABS(CIO(9)-PH)
CEt1 (3)=ABS(CIO(2)-PH)
CE1(4)=ABS(CIO(10)~-PH)
CE1(5)=AB5(CI0O{4)-PH)
CE1(6)=ABS(CIO(12)-PH)
CE1(7)=ABS(CIO0(3)-PH)
CE1(8)=ABS(CIO(11)-PH)
DO 104 I=1,8
IF(CE1(1).GT.PIf) CE1(I)=PI3-CE1(I)
CONTINUE

CE1(1)=CE1(1)%x2
CE1(2)=CE1(2)%x2
CE1(3)=CEt(3)%=2
CE1(4)=CE1(Y4)*x2
CE1(5)=CE1(5)%x2
CE1(6)=CE1(6)#*x2
CE1 (7)=CE1(7)%x2
CE1(B8)=CE1(B)xx2
RETURN

END

SUBROUTINE SUB1(RE,AIM)
COMMON /PPI1/PIO,PIt,PI2,PI3
COMMON /COST/CE1(8),CI0(64),CQ0(64),C(64),CC(16),CE(64)

CE1(1)=(RE-CIO (1)) %2+ (AIM-CQO(1))%xx2
CE1(2)=(RE-CIO(9))#%2+(AIM-CQO(9))%%2
CE1(3)=(RE-CIO0(2)) %22+ (AIM-CQO(2)) %2
CE1(4)=(RE-CIO(10))%%2+{AIM-CQO(10))*%2
CE1(5)=(RE-CIO (4} )} *%x2+ (ATM-CQO(L4) )xx2
CE1 {6)=(RE-CIO(12))#%2+ (AIM-CQO(12) ) %2
CE1(7)=(RE-CIO(3))%%2+{AIM-CQO(3))%%2
CE1(8)=(RE-CIO(11))%%2+(AIM-CQO(11)) %52
RETURN

END

SUBROUTINE SUB3 (RE,AIM)

COMMON /PPI1/PIO,PI1,PI2,PI3

COMMON /COST/CE1(8),CI0(64),CQ0(64),C(64),CC(16),CE(64)
RR=SQRT(RE*#2+AIM*%2)

RE=RE/RR

AIM=AIM/RR |
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CE1(1)=(RE-CIC{1))*#2+(AIM-CQO(1))%%x2
CE1(2)=(RE-CIO(9))*%2+(AIM-CQO(9))*%2
CE1(3)=(RE-CIO(2))}%%x2+(AIM-CQO(2))%*2
CE1(4)=(RE-CIO(10))%%2+(AIM-CQO(10))%%2
CE1(5)=(RE-CIO(4))#*2+ (AIM-CQO (L) I%*2
CEt(6)=(RE-CIC(12))#%2+(AIM-CQO(12))%x2
CE1(7)=(RE-CIO(3))%22+(AIM-CQO(3) ) %»2
CE1(8)=(RE-CIO{11))#%2+(AIM-CQO(11))%x2
RETURN

END

SUBROUTINE SUBU4 (PH)
COMMON /PPI1/PIO,PI1,PI2,PI3
COMMON /COST/CE1(8),CI0(64),CQ0(64),C(64),CC(16),CE(6Y)

IF(PH.GT.PI3) THEN
PH=PH-PI3

ELSEIF(PH.LT.-PI3) THEN
PH=FPH+PI3

ENDIF

IF (ABS(PH).GT.PI3) GOTO 106

IF(PH.GT.PI1) PH=PH-PI%

IF(PH.LT.~PI1) PH=PH+PI1

CE1(1)Y=ABS(CIO(1)-PH)
CE1(2)=ABS(CIO(9)-PH)
CE1(3)=ABS(C10(2)-PH)
CE1(u)=ABS(CIO(10)-PH)
CE1(5)=ABS(CIO(4)-PH)
CE1(6)=ABS(CIO(12)-PH)
CE1(7)=ABS{CI0(3)~PH)
CE1(8)=ABS(CIO(11)-PH)
DO 104 I=1,8
IF(CE1(I}.GT.PI1) CE1(I)=PI3-CE1(I)
CONTINUE

RETURN
END

SUBROUTINE SUBS5(RE,AIM)

COMMON /PPIL/PIO,PI1,P12,PI3

COMMON /COST/CE1(8),CI0(64),CQ0(64),C(64),CC(16),CE(64)
R1=SQRT(RE*%2+AIM*x%2)

CALL ANGSUB{(RE,AIM,PH)

CE1(1)=ABS{(CIO(1)-PH)
CE1(2)=ABS(CIO¢(9)-PH)
CE1(3)=ABS(CIO(2)-PH)
CE1{(4)=ABS(CIO(10)-PH)
CE1(5)=ABS(CIO(4)-PH)
CE1(6)}=ABS(CIO(12)-PH)
CE1(7)=ABS(CIO(3)-PH)
CE1(8)=ABS(CIO(11)-PH)
DO 104 I=1,8
IF{CE1(1).GT.P11) CE1(1)=PI3-CE1(I)
CONTINUE

CE1(1)=R1*CE1(1)
CE1(2)=R1%CE1(2)
CE1(3)=R1%CE1(3)
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CE1(4)=R1*CE1 (4)
CE1(5)=R1*CE1 (5)
CE1(6)=R1*CE1 (6)
CE1(7)=R1+CE1(7)
CE1(8)=R1x%CE1(8)
RETURN

END

SUBROUTINE SUB6(RE,AIM)

COMMON /PPII/PIC,PIl1,PI2,PI3

COMMON /COST/CE1(8),CI0(64),CQ0(64),C(64),CC(16),CE(64)
R1=SQRT(RE**2+AIM»%»2)

CALL ANGSUB{RE,AIM,PH)

CE1(1)=ABSI(CIO(1)}-PH)
CE1(2)=ABS(CIO(9)-PH)
CE1(3)=ABS(CIO0{2)-PH)
CE1(4)=ABS{CIO(10)-PH)
CE1(5)=ABS(CI10(4)}-PH)
CE1(6)=ABS(CI0(12)-PH)
CE1 (7)=ABS(CIO(3)-PH)
CE1(8)=AB3(CI10(11)-PH)
DO 104 I=1,8
IF(CE1(1).GT.PI1) CE1(I)=PI3-CE1(I)
104 CONTINUE

CE1(1)=Rt%»CE1(1)%x2
CE1(2)=R1*CE1(2)%%2
CE1(3)=R1*CE1(3)%%2
CE1(u)=R1=CE1 (4)=*x2
CE1(5)=R1*CE1 (5 )%x2
CE1(6)=R1%CE1(6)%%2
CE1{7)=R1%CE1(7)*x2
CE1(8)=R1+#CE1 (8)%%2
RETURN

END

SUBROUTINE SUB7(RE,AIM)

COMMON /PPII/PIO,PI?1,PI2,PI3

COMMON /COST/CE1(8),CI0(64),CQ0(64),C(64),CC(16),CE(64)
CALL ANGSUB(RE,AIM,PH)

CE1(1)=AB5S(CIO0(1)-PH)
CE1(2)=ABS(CIO(9)-PH)
CE1(3)=ABS(CIO(2)-PH)
CE1(4)=ABS(CIO(10)-PH)
CE1(5)=ABS(CIO (4)-PH)
CE1 (6)=AB5(CI0(12)-PH)
CE1(7)=ABS(CIO(3)-PH)
CE1(8)=ABS(CIO(11)-PH)
DO 104 I=1,8
IF(CE1(I).GT.PI1) CE1(1)=PI3-CE1 (1)
104 CONTINUE

CE1(1)=-CO5(CE1(1))
CE1(2)=-COSI(CE1(2))
CE1(3)=-C0S{CE1(3))
CE1 (4)=-COS(CE1 (4))
CE1(5)=-C0OS5(CE1 (5))
CE1{6)=-COS(CE1(5))




CE1(71)=-COS(CE1(7})
CE1(8)=-COS(CE1(8))
RETURN

END

SUBROUTINE SUBB(RE,AIM)

COMMON /PPII/PIO,PI1,PI2,PI3

COMMON /COST/CE1(8),CIO(64),CQ0(64),C(64),CC(16),CE(6L)
R1=SQRT(RE#%2+AIM*%2)

CALL ANGSUB(RE,AIM,PH)

CE1(1)=ABS(CIO(1)-PH)
CE1(2)=ABS(CIO(9)-PH)
CE1(3)=ABS(CI0(2)-PH)
CE1(4)=ABS(CIO(10)-PH)
CE1(5)=ABS(CIO(4)-PH)
CE1(63=ABS{CI0(12)-PH)
CE1(7)=ABS{CI0(3)-PH)
CE1(8)=ABS(CIO(11)-PH)
DO 104 I=1,8
IF(CEt1 (1).GT.PI1) CE1(1)=PI3-CE1(I)
104 CONTINUE

C
CE1(1)=-R1%COS(CEt1{11))
CE1(2)=-R1*COS(CE1(2))
CE1(3)=-R1xCOS(CE*t¢3))
CE1(4)=-R1=%CQOS(CE1{ (4))
CE1(5)=-R1*COS(CE1(51}))
CE1(6)=-R1*COS(CE1(6))
CE1(7)=-R1xCOS(CE1 (7))
CE1(8)=-R1*C0OS(CE1(8))
RETURN
END
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THIS PROGRAM IS USED TO EVALUATE THE ERROR-RATE PERFORMANCES
OF SIGNALS 1A, 2A, 3A AND 4A, OVER A ©RNONLINEAR AND
BANDLIMITED SATELLITE  CHANNEL, WITH THE USE OF THE
SUBOPTIMUM FILTERS, THE PREDISTORTER, THE AMPLIFIER LIMITER,
PHASE DEMCDULATOR A OR B, THE DISTANCE MEASURE D AND THE DDL
AND IN AN ACI ENVIRONMENT

/*J0OB C1,EUELSWC,ST=MFY,C=5,TI=1280,

/% PW=SWC

FTNS5,DB=0/PMD,L=0.

LIBRARY (PROCLIB, %)

NAG(FTN5)

LGO.

#REHXS
PROGRAM SWCAB(INPUT,QUTPUT,TAPE1=INPUT, TAPE2=0UTPUT)
DIMENSION BSF(-200:200),FF1(0:63),FF2(0:63),FF3(0:63),FF4(0:63)
DATA (FF1¢I1),1=0,63)/1.0,.943,.786,.566,.334,.135,.0,-.064,-.068,
%¥-.038,-.001,.024,.029,.017,-.001,-.014,-.,017,-.011,
*-.001,.008,.01,.007,-.001,~-.007,-.008,
*-,006,-.001,.004,,005,.,003,-.001,-.004,~-.005,~.004,
*.0,.003,.004,.002,.0,-.003,-.004,-.003,-.001,.002,.003,
*.002,.0,-.003,-.003,-.002,.0,.001,.002,.001,.0,-.002,
*-.,003,-.002,-.001,.001,.002,.001,.0,-.002/

C
DATA (FF2(1),1=0,63)/1.0,.954,.825,.638,.425,.223,.06,-.047,
*-.095,-.096,-.067,-.028,.005,.022,.022,.01,-.006,-.018,~.022,
*-.018,-.008,.003,.011,.012,.009,
¥.002,-.004,-.007,-.007,-.003,.002,.006,.006,.004,.0,-.005,
*-.,007,-.008,-.,005,-.002,.001,.003,.002,.0,-.002,~-.004,-.004,
x-,002,.001,.004,.005,.005,.003,.0,-.002,-.003,-.002,.0,
*.001,.002,.001,.0,-.003,~.005/

c
DATA (FF3(1),1=0,63)/1.0,.963,0.858,0.7,0.511,0.316,0.139,-0.001,
*-0.094,-0.138,-0.14,-0.112,-0.068,-0.022,0.035,0.039,0.03,0.014,
#0.014,-0.003,-0.015,-0.02,-0.017,-0.008,0.002,
*,011,.016,.015,.01,.003,-.005,-.01,-.,011,-.009,
*-.005,.001,.005,.008,.007,.003,-.00%,-.005, )
*-.,008,-.008,-.006,-.002,.002,.005,.006,
*,005,.002,-.002,-.005,-.006,-.006,-.004,.0,
*.003,.005,.005,.003,.001,-.003,-.005/

c

DATA (FF4(1),I=0,48)/1.0,.970,.884,.751,.585,.405,
*,227,.068,-.058,~-.144,-.188,-.192,-.164,-.115,-.056,




100

cT

101

CT

102

CT

103

cT

10000

*,002,.049,.08,.091,.085,.065,.036,.006,-.02,~-.039,
*-,047,-.045,-.,034,-.019,-.003,.011,.021,.024,.021,.014,
*#,004,-.005,-.012,-.016,-.015,-.011,-.004, ,003, .009,

*,0t3,.013,.01,.005,-~.002/

DO 10000 NR=1,3
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PRINT*,* INPUT BASEBAND FILTER R.O.F (5Q.’=1,0.75,0.5,0.25"

READ# ,ROF

PRINT=»,' INPUT THE TRUNCATION LENGTH'
READ* ,KT12

PRINT#*,' INPUT THE NOISE VARIANCE'
READ# ,P

PRINT=»,'INPUT THE RANDOM SEED’
READ*,11IQQ

PRINT#*,' INPUT NO. OF TESTED SYMBOLS!
READ»,L

IF(ROF.EQ.1) THEN
bo 100 1=0,63
BSF(I)}=FF11(I)
PBOP=3.953
BOP=3.21
BOP=2.8Y4
ELSEIF(ROF.EQ.0.75) THEN
DO 101 I=0,63
BSF(I)=FF2(1)
PBOP=4 .551
BOP=3.715
BOP=3.31
ELSEIF(ROF.EQ.0.5) THEN
DO 102 1I=0,63
BSF{I)=FF3(I)
PBOP=5.207
BOP=4.22
BOP=3.83
ELSEIF (ROF.EQ.0.25) THEN
b0 103 1=0,63
BSF(I)=FFB(I)
PBOP=5.98
BOP=4.83
BOP=4.39
ELSE
PRINT#*,'NO REQUIRED FILTER®
STOP
ENDIF

CALL QPSKSUB(KT12,ROF,BSF,P,I11QQ,L,BOP,PBOP)
CONTINUE

STOP

END

SUBROUTINE QPSKSUB(KT12,ROF,BSF,P,11QQ,L,BOP,PBOP)

DIMENSION X2(-400:400),XXX2(-400:400),

1XX1(-400:400),XX2(-400:400),FR(-200:200),GQ(0:38),GR(0:38),

1BSF(-200:200),FM(-200:200),

2FT(-200:200),

2X1¢-300:300) ,XXX1(-400:400),STPH(-300:300),
2XUt (-300:100),XU2(-300:100),

2BF (-200:200),PGR(0:38),PGQ(0:38),
2PHDL(-8:0),
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2C1(128),C(512),CC(163},

2XL1(-300:100},XL2¢(-300:100)},
2RU(-2:0),QU(-2:0),RL(-2:0),QL(-2:0)},
2R5(320),Q5¢(320),ADJ1(16),ADJQ(16)

DIMENSION IX1(-100:0),IX2(-100:0),
11V(16,-200:0),IVV(16,-200:0)

COMMON /VMAP/VIO,VI1,VI2,VI3,VIA4,VI5,VIi6,VI7,VQ0,VQ1,
1VQ2,VvQ3,vaQu,vQ5,vQe,vQ7

COMMON /PPII/PI1O,PI1,PI2,PI3

COMMON /COST/CE1(8),CIO(64),CQ0(64)
DATA(FT(1),1=0,24)/1.0,0.935,0.758,0.512,0.256,0.041,-0.099,
#-0.157,-0.146,-0.094,-0.031,0.02,0.048,0.052,0.039,0.017,-0.004,
*-0.017,-0.021,-0.017,-0.008,0.002,0.009,0.011,0.008/

DATA(FR(I),I=0,24)/1.0,0.935,0.758,0.512,0.256,0.041,-0.099,
*-0,157,-0.146,-0.094,-0.031,0.02,0.048,0.052,0.039,0.017,-0.004,
*-0.017,-0.021,-0.017,-0.008,0.002,0.009,0.011,0.008/

DATA(GQ(I),I=0,38)/0.17,0.34,0.48,0.58,0.65,0.70,0.75,
¥0.78,0.82,0.84,0.85,0.85,0.84,0.83,0.84,0,85,0.83,
*0.82,0.,80,0.78,0.75,0.,73,0.7,0.67,0.65,0.61,0.58,0.56,
*0.53,0.50,0.48,0.43,0.4,0.38,0.37,0.36,0.34,0.36,0.35/

DATA(GR(I),I=0,36)/3.57,3.17,2.83,2.55,2.33,2.15,1.99,
*1.83,1.69,1,55,1.44,1.30,1.20,1.09,1.0,0.92,0.86,0.80,
*0.74,0.68,0.63,0.58,0.54,0.50,0.46,0.43,0.4,0.37,0.352,
*0.352,0.332,0.332,0.31,0.3,0.3,0.29,0.29,0.28,0.28/

DATA(PGR(I1),1=0,38)/0.280,0.280,0.280,0.285,0.309,0.309,
*0.319,0.341,0.357,0.358,0.386,0.399,0.418,0.432,0.u453,
#*0.468,0.492,0.504,0.574,0.594,0.594,0.594,0.594,0.594,
¥0.594,0.594,0.594,0.594,0.594,0.594,0.594,0.,594,0.594,

. %0.594,0.594,0.594,0.594,0.594,0.594/

DATA(PGQ(1),I1=0,38)/-0.005,-0.012,-0.015,-0,020,-0.033,-0.038,
#-0.,051,-0.063,-0.076,-0.086,-0.104,-0.122,-0.136,-0.157,-0.188,
*-0,218,-0.251,~-0.315,-0.425,-0.544,-0.544,-0.5444,-0.544,-0.544,
*-0.544,-0.544,-0.544,-0,544,-0.544,-0.554,-0.544,-0.544,-0.54Y,
#-0.544,-0.544,-0.544,-0.544,-0.544 ,-0.54Y/

RR=SQRT (PGR(20)**x2+PGQ(20)%%2)
DO 136 1=0,38

PGQ(I)=PGQ(I)/RR
PGR(I)=PGR(I)/RR

PIt=ACOS(-1.0)
PI0=PI1/2.0
PI2=PI0x*3.0
PI3=2.0xPI1
PI4y=PI1/4.0
P41=1.0/PIH4
PI8=PI1/8.0
P8I=1.0/PI8

MAP-SETTING

VI0=0.924
VQ0=0.383
VI1=0.383
VQt=0.924




VIi2=-0.383
VQ2=0.924
VI3=-0.924
VQ3=0.383
Vig=-0.924
VQu=-0.383
VI5=-0.383
VQ5=-0.924
VI16=0.383
VQ6=-0.924
VI7=0.924
VQ7=-0.383

CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
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CALL
CALL
CALL
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COSTSUB(1

,C10,CQ0,

0
COSTSUB(2,CI0,CQ0,0
COSTSUB(3,CI0,CQ0, 1
COSTSUB(4,C10,CQ0,1
COSTSUB(5,C10,CQ0,0
COSTSUB(6,CI0,CQ0,0
COSTSUB(7,CI0,CQ0,1
COSTSUB(8,CI0,CQO0, 1
COSTSUB(9,C10,CQ0,0
COSTSUB(10,CI0,CQ0,0,
COSTSUB(11,CI0,CQ0,1,
COSTSUB(12,CI10,CQ0,1,
COSTSUB(13,C10,CQ0,0,
COSTSUB(14,CI0,CQ0,0,
COSTSUB(15,C10,CQ0,1,
COSTSUB(16,CI0,CQ0,1,
COSTSUB(17,CI0,CQ0,0,
COSTSUB(18,C10,CQ0,0,
COSTSUB(19,€I0,CQ0,1,
COSTSUB(20,CI10,CQ0,1,
COSTSUB(21,C10,CQ0,0,
COSTSUB(22,C10,CQ0,0,
COSTSUB(23,CI10,CQ0,1,
COSTSUB(24,C10,CQ0,1,
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CALL COSTSUB(48,CI0,CQO0,1
CALL COSTSUB(49,CI0,CQ0,0
CALL COSTSUB(50,CIO,CQO,0
CALL COSTSUB(51,CI0,CQO0, 1
CALL COSTSUB(52,CI0,CQO0,1
CALL COSTSUB(53,CI0,CQ0,0
CALL COSTSUB({54,CI0,CQO0,0
CALL COSTSUB(55,CI0,CQO0,1
CALL COSTSUB(56,CI10,CQ0,1
CALL COSTSUB(57,C10,CQ0,0
CALL COSTSUB(58,CI0,CQO0,0
CALL COSTSUB(59,CI10,CQ0,1
CALL COSTSUB(60,CI0O,CQO, 1
CALL COSTSUB(61,CI0,CQO0,0
CALL COSTSUB(62,C10,CQ0,0
CALL COSTSUB(63,CI0,CQ0, 1
CALL COSTSUB(64,CI0,CQO0,1

ek R DO O === 000 O —
-ﬂ—l—l—)ul-—l—l-‘—b—t—h_.—lﬁlﬂdo
e vl e vt St v i et et vl e e vt Nl N

LI T D T "R I T T T R . I L R

PRINT«,'WHAT MEASURE ?°'
PRINT*,'1-CX ,2-PH*%2, 3-LIMITER, 4-PH, 5-R*PH, 6-R*PH*%2',
' L,7-C0S ,B-R*COS5’ ;
READ* , MEAS
IF(MEAS.NE.1.AND.MEAS.NE.3) THEN
DO 122 I=1,64
RE=CIO(I)
AIM=CQO(I)
CALL ANGSUB(RE,AIM,PHASE)
CIO(I)=PHASE
ENDIF

KS1: NO OF THE SAMPLES IN CONE T.

KT1: SYMBOL LENGTH OF THE TRUNCATED IMPULSE RESPONSE WAVEFORM
OF THE BASEBAND SHAPPING FILTER IN CASCADED WITH THE BPF.

KS52: THE BASEBAND SHAPPING ARRAY EXTENDS FROM -KS3 TO +KS2.
KT2: SYMBOL TIME FOR THE 15T SAMPLE INSTANCE

KS3: ARRAY ELEMENT FOR THE 1ST SAMPLE.

KT12: TRUNCATED OF THE BASEBAND SHAPPING FILTER.

KT4: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF FT IN THE TX
KS4: THE LAST ELEMENT IN FT

KT5: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF FT IN THE RX
K55: THE LAST ELEMENT IN FR

KTM1: SYMBOL LENGTH OF THE IMPULSE RESPONSE OF THE MATCHED-FILTER
KSM1: THE LAST ELEMENT IN MF

KS1=8 ' -

Cx*xSETUP SYNC PARAMETERSH*#*x

PRINT#, ' OFFSET(HZ) INIT PHASE ERROR(DEG)'
READ» ,FOS, PHI

FPH=0

FPH1=0

FPH2=0

FPH3=0

RCOR=1

QCOR=0

PHCOR=0
PHF=PI3xF0S5/(32.0E3*KS51)
PHI=PHIxPI1/180

FPH1=0

F1=PHI

PHE=0
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PHEF=0
c
CHREXREEREXXERENERFEXRERR
c

KT13=32

KT13=-KT13

KTu=3

KT1=2#(KT12+KTh)
KT3=KT1*(-11)/2
K52=KT1*KS51/2
K53=K52#%(-1)
KSu4=KTY*Ks1
KT5=3
KS5=KT5#KS1
KS512=KT12%KS1
KTM1 =KT12+KT5
KSM1=KTM1*KS1
KT2=-KT1/2-KTM1
DO 165 I=KSu+1,200
165 FT(I)=0.0
DO 166 I1=0,200
166 FT(-1)=FT(I)
DO 167 II=0,KS2
RR=BSF{(O)*FT(II)
DO 168 I=1,KS12 }
168 RR=RR+BSF(I)*(FT{IT+I)+FT(II-1)) |
167 BF(II)=RR
PO 150 I=0,KS2
BF(-1)=BF(I)

150 FM(I)=BF(I)
c
K510=320
KT13=-32
KT14=KT13-1

KT15=KT13+KT2

DETECTOR INITIALISATION

aaQ

DO 120 I=1,16
CC(I)=1.0E+6
DO 120 J=KT14,0
120 IviI,Jy=0

DO 123 I=1,128
123 C1(1)=0.0

DO 102 I=1,16,4
IV(1,0)=0
IV(I+1,0)=1
IV(I+2,0)=2

102 IV(I+3,0)=3

KT6=KT14+KT2

PRINT#%,* INPUT CHANNAL SPACING (M HZ)'

READ=» ,CSP

F=PI3=%CSP/32.0

DO 164, I=1,KS10 |

FF=F#*REAL (1) |
|




164

104

140

105

126

125
127
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RS(I}=COS (FF)
QS (I)=SIN(FF)

INITIALISE IX

DO 104 1
IX1(I)
IX2(¢(1)

DO 140 I
RU(I)=0
QU(I)=0
RL(1)=0
QL{I)=0

KTe6,0

no —-=-n

-2,0

KS6=KS3-KS51+1-2%KSM1
K57=K583-Ks5

DO 105 I=K56,KS2+K51
X1(1)=0.0
X2(1)=0.0

| LIS T o I o Y
o0

COOOC.
oo

[T | T [ I T 0 B PP |
[}

QN OO v~ It

Q.

CDI=VIO
CDQ=VQo

PH=-PI18

K8=0

DO 127 J=KT6,0
PH=PH+PI1

K8=K8+4

CD1=C0S (PH)

CDQ=SIN(PH)
IF(PH.GT.PI3) PH=PH-PI3
DO 126 I=KS6,KS2

IT=T+KS1

X1(I)=X1(11)

X2(I)¥=X2(I1)
XU1(I)=XU1(II)
XUuz2tIy=Xuz2(1i1)

XL1 (I)=XL1(1I1I)
XKL2(I)=XL2¢{I]1)

DO 125 I=KS3,K52
X1(I)=BF (1)*CDI+X1(I)
X2¢(I)=BF (I1)*CDQ+X2(I)
KU1 (1)=X1(1)
XU2(1)=X2(I)
XL1(I)=X1¢1)
XL2(1)=X2(1)

CONTINUE

PREDBK=18
BK=15
PAV=SQRT (4.0*PBOP)




141

aaa

146

135
130

AV=SQRT(4.0%BOP)
AV1=PREDBK/PAV

AV2=BK/AV

I=PREDBK
SUMI=SQRT(PGR(I)*%#2+PGQ{I)%»2)
A1=PGR(I)/SUM1
B1=-PGQ(I)/SUM1

I=BK

SUM2=SQRT(GR(I )**2+GQ(I)%*%2)
A2=CR(I)/SUM2

B2=-GQ(I}/5UM2

A=A1x*A2-B1xB2

B=A1*B2+B1%A2

DO 141 N=KS6,KS3

RN=X1 (N)

QN=X2 (N)

I=INT(AV1*SQRT (RN*RN+QN*QN) }
PR=RN*PGR{I)-QN*PGQ(I)
PQ=RN*PGQ(I)+QN*PGR(I)
I=INT(AVZ=SQRT(PR*PR+PQ*PQ})
X1 (N)=PR*xGR(I)-PQx*xGQ(I)
X2(N)=PR*GQ(I)+PQxGR(I)

DO 146 N=KS6,KS53
R1=X1(N)
Q1=X2{(N)

X1 (N)=A*R1-B»Q1
X2(N)=A»Q1+BxR1

ADD OFFSETS

F1=F1+PHF
IF(F1.GT.PI3) THEN
F1=F1-PI3
ELSEIF(F1.LT.-PI13) THEN
F1=F1+PI3
ENDIF
R1=X1(N)
Q1=X2(N)
R2=COS5(F1)
Q2=SIN(F1)
X1 (N)=RT1*R2-Q1xQ2
X2(N)=Q1*R2+R1xQ2
TXX1(N)=X1(N)
XX2(N)=X2(N)

DO 130 II=KS56+K55,KS3-KS5
XXX1(IT1)=XX1 (II1}*FR(O)
XXA2(I1)=XX2(II)*FR(Q)

DO 135 I=1,KS55

R1=XX1(II+1)

R2=XX1 (II-1I)

Q1=XX2(II+1)

Q2=XX2(II-1)

XXXT (II)=XXX1 (IT)+FR{I)*(R1+R2)
XXX2(IT1)=XXK2(I1)+FR(I)*(Q1+Q2)
CONTINUE

ADD THE LIMITER BEFORE THE RX LPF
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147

CT
CT

1006

DO 133 I=KS6+KS5,KS83-KS5
RR=1/SQRT(XXX1 (I %22+ XXX2 (1) *#%2)
RR=1/(ABS (XXX1 (I})+ABS (XXX2(I}))

CORRECT OFFSETS

FPH=FPH+FPH
IF(FPH.GT.PI3) THEN
FPH=FPH-PI3

ELSEIF(FPH.LT.-PI3) THEN
FPH=FPH+P13

ENDIF

R1=XXX1(I)

Q1=XXX2(1)

R2=COS (FPH)

Q2=SIN(FPH)

HXX1 (I)=R1+R2+Q1xQ2
XXX2(1)=Q1%R2-R1%Q2
XXX (1)=XXX1(I)*RR
XXX2(1)=XXX2(I)*RR

ASSUME THE 1ST DETECTION 1S CORRECT

KT7=KT2-1

I1: THE MAIN SAMPLING INSTANCE
I1=K53~KSM1

12: THE OFFSET SAMPLING INSTANCE.
I12=1I1

KXXM1 =XXX1(I1)%B5SF(0)

XKXM2=XXX2 (I1)*BSF(0)

DO 147 I=1,KS12
XXXM1 =XXXM1+BSF{I)*# (XXX1(I1-1)+XXX1(I1+1))
KXKM2=XXKXM2+BSF (1) % (XXX2(I1~-1)+XXX2(11+1))

CALL ANGSUB1 (XXXM1,XXXM2,PH)
PH1 =PH

KT7=KT2-1

K8=MOD (K8, 8)

IF(K8.EQ.0) K8=8

PRINT#*,' INPUT GAMMA! & ALPHA1’
READ+ ,GAMMA1 , ALPHAY
GAMMA1=0.01
ALPHA1=0,005

GAMMA=0.1
ALPHA=0.05
P1=0
NTEST2=600
NTEST1=1
ISW=0
KS11:FREQ. SHIFT ARRAY VARIABLE
KS11=1
F2=F1
F3=F1
CALL GO5CBF(IIQQ)
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INITIALISE ALL COUNTERS.
IE=0
IA1=0
IA2=0
IA3=0
IB1=0
IB2=0
IB3=0
IBE=0
E=0.0
E1=0.0
E2=0.0
E3=0

START
DO 1%1 LLL=1,NTEST1
DO 111 LL=1,NTEST2

SHIFT IX

DO 112 I=KTé6,-1
J=1+1
FX1(I)=1IX1(J)
IX2(1)=1IX2(J)

GENERATE DATA IX{(0) AND GRAY CODE

U=GO5SDAF (0.000,4.000)
IF(U.LT.1.0) THEN
IX1{0)=0

IX2(0)=0
ELSEIF(U.LT.2.0)} THEN
IX1(0)=0

I1X2(0)=1
ELSEIF(U.LT.3.0) THEN
IX1(0)=1

IX2(0)=1

ELSE

IX1{0)=1

I1X2(03=0

ENDIF

IF(ISW.EQ.0) THEN
IX1(0)=1

I1X2(03=0

ENDIF

K1=IX1 (0)+1IX1(-2)+1X2(-1)
K2=IX1(-2)+1X2(0)+IX2(~-1)}+1X2(-2)
K3=IX1(-1)

K4=MOD(K1,2)

K5=MOD(K2,2)

K6=MOD(K3,2)

K7=4*xK4+2%K5+K6+1

K8=K7+K8

IF(K8.GT.8) K8=K8-8
K7=K8
GoTO0(1,2,3,4,5,6,7,8),K7

IT INTO R & Q.
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CDI=VIO
CDQ=VQO
GOTO 9

CDI=VI1
CDQ=vVQ1
GOTO 9

CDhI=VIZ2
CDQ=VQ2
GOTO 9

CDhI=VI3
CDQ=VQ3
GOTO 9

CDI=VIh
CDQ=VQu
GOTO 9

CDI=VIS
€DQ=VQ5
GOTO 9

CDI=VIé
€CDQ=VQ6
GOTO 9

CDI=VIY
CDQ=VQ7

DO 113 I=KS6,KS2
I1=1+KS81

X1 (I)=X1(II)
X2(I1)=X2(II)
XX1(I)=XX1(I1)
XX2(1)=XX2(I1)
XXX (I)=XXX1(11)
KXX2(I)=XXX2(11)
XU1 (I)=XUu1(II)
XU2(I1)=XU2(I1)
XL1¢I)=XL1(I11)
STPH{I)=STPH(II)
XKL2(I)=XL2(1I)

DO 114 I=KS3,KS2
X1 (I)=BF(I)*CDI+X1 (1)
X2(1)=BF(1)*CDQ+X2(1)

DO 143 N=KS3-KS51+1,KS3

RN=X1 (N)

QN=X2 (N)

E2=RN*RN+QN*QN+E2
I=INT(AV1*SQRT(RN*RN+QN*QN))
PR=RN#PGR(I)-QN=*PGQ(I)
PQ=RN#PGQ{I )+QN*PGR(I1)
E1=PR*PR+PQ*PQ+E1
I=INT(AV2*SQRT (PR*PR+PQ*PQ))
X1 (N)=PR*GR(I)-PQ*GQ(I) |
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X2(N)=PR*GQ(I)+PQxGR(I)

DO 144 N=KS3-KS51+1,KS3
Ri=X1(N)

Q1=X2(N)

X1 (N)=AxR1-BxQ1
X2{N)=A*Q1+B=*R1

PO 101 I=-2,-1
J=1+1
RUCI)=RU(J)
QUIII=QUI(J)
RL(I)=RL (J)
QL (I)=QL (J)

U=GOSDAF (0.000,4.000)
IF(U.LT.1.0) THEN
RU(0)=0

QU(0)=0
ELSEIF(U.LT.2.0) THEN
RUD)=0

QU{0)=1
ELSEIF(U.LT.3.0) THEN
RU(0)=1

QU(0) =1

ELSE

RU(O) =1

QU{0)=0

ENDIF

K1=RU(QO)+RU(-2)+QU{-1)
K2=RU(-2)+QUI0)+QU{-11)+QU(-2)
K3=RU(-1)

K4=MOD(K1,2)

K5=MOD(K2,2)

K&6=MOD(K3,2)

K7=42Ki3+2xK5+K6+1
GOTO(21,22,23,24,25,26,27,28) ,K7

CDUI=VIO
CDUQ=VQO
GOTO 29

CDhUI=VI1
CDUQ=VQi
GOTO 29

CDUI=VIZ2
CbhuUQ=VvQ2
GOTO 29

CDUI=VI3
€DhUQ=vQ3
GOTO 29

CDUI=VIY4
CDhUQ=VvQ4
GOTO 29

CDUI=VI5
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cbuQ=vQ5
GOTO 29

CDUI=VI6
CDuUQ=vQé6
GOTO 29

CDUI=VI7
CbuQ=vQ7

DO 151 I=KS3,KS52
XU (I)=BF (L1 Y*CDUI+XU1(I)
XU2(I)Y=BF(1)}xCDUQ+XU2(1)

DO 155 N=KS3-K51+1,K53
RN=XU1 (N)

QN=XU2 (N)
I=INT(AVI#SQRT(RN*RN+QN*QN))
PR=RN*PGR(I)-QN*PGQ(I)}
PQ=RN*PGQ(I)+QN*PGR(I)
I=INT(AV2*SQRT(PR*PR+PQ*PQ))
XU1 (N)=PR*GR(I)-PQx*GQ{I)
XU2(N)=PR+GQ(I)+PQ*GR (1)

R1=XU1t (N}
Q1=XU2{N)
KU1 (N)=A*R1-B*Q1
XU2(N)=A%Q1 +B*R1

U=GOS5DAF (0.000,4.000)
IF(U.LT.1.0) THEN
RL(0)=0

QL(O)=0
ELSEIF(U.LT.2.0) THEN
RL(0)=0

QL (0)=1
ELSEIF(U.LT.3.0) THEN
RL(0)=1

QL (0)=1

ELSE

RL(0)=1

QL{0)=0

ENDIF

K1=RL(O)+RL({-2)+QL(-1)
K2=RL{-2)+QL(0)+QL(-1)+QL(-2)
K3=RL(-1)

Kuy=MOD(K1,2)

K5=MOD(K2,2)

K6=MOD(K3,2)

K7=4%K4+22K5+K6+1
G0T1T0¢31,32,33,34,35,36,37,38),K7

CDLI=VIO
CDLQ=VQO
GOTO 10

CDLI=VI1
CDLQ=VQ1
GOTO 4o
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CDLI=VIZ2
CDLQ=VQ2
GOTO 41O

CDLI=VI3
CDLQ=VQ3
GOTO uo

CDLI=VIh
CDLQ=VQh
GOTO 40

CDLI=VIS
CDLQ=VQ5
GOTO 40

CDLI=VIé6
CDLQ=VQ56
GOTO 40

CDLI=VI7
CDLQ=VQ7

DO 157 I1=K83,KS52
XL1(I)=BF{I)*CDLI+XLt(I)
XL2(I)=BF(1)*CDLQ+XL2(I)

DO 161 N=KS3-KSt+1,KS53
RN=XL1 (N)

QN=XL2 (N)

I=INT(AV1*SQRT (RN*RN+QN»QN))
PR=RN*PGR(I)~-QN*PGQ (1)
PQ=RN*PGQ(I )+QN*PGR(I)
I=INT(AV2*SQRT(PR*PR+PQ*PQ))
XL1 (N)=PR*GR(T)-PQ*GQ(I)
XL2(N)=PR*GQ(I1)+PQxGR(1)

R1=XL1 (N)
Q1=XL2(N)
AL1 (N)=A*R1 ~B=Q1
XL2(N)=AxQ) +Bx*R1

CALCU. TOTAL ENERGY PER SYMBOL

DO 124 I=KS3-KS1+1,KS3
E=X1(I)*%2+X2(1)%%2+E

J=1

DO 163 I=KS53-K51+1,KS3
F2=F2+F+PHF
IF(F2.GT.PI3) THEN
F2=F2-PI13
ELSEIF{(F2.LT.-PI13) THEN
F2=F2+PI3

ENDIF

R2=COS(F2)

Q2=SIN{(F2)
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F3=F3+F-PHF
IF(F3.GT.PI3) THEN
F3:=F3-PI3
ELSEIF(F3.LT.-PI13) THEN
F3=F3+PI3
ENDIF
R3=COS (F3)
Q3=SIN(F3)
ADJI(J)=XU1(1)xR2-XU2(I)#*Q2
#+XL1 {I)*R3+XL2(1)%Q3
| ADJQ(J)I=XU1 (I1)*Q2+XU2(I)*R2
| *-XL1 (I)%Q3+XL2(I)*R3
163 J=J+1

IF(ISW.EQ.0) THEN
DO 142 I=1,8
ADJI(I}=0
142 ADJQ(C(I D=0
ENDIF
J=1
DO 119 I=KS53-K51+1,KS3
W1=GO5DDF(0.000,P1)
W2=GOSDDF (¢ .000,P1)
R1=X1(1}+W1+ADJI(J)
Q1=X2(I)+W2+ADJIQ(J)
c ADD OFFSETS

F1=F1+PHF N
IF(F1.GT.PI3) THEN
F1=F1-PI3
ELSEIF(F1.LT.-PI3) THEN
F1=F1+PI3

ENDIF

R2=C0OS (F1)

Q2=SIN(F1)

XX1(I)=R1*R2-Q1%Q2
XX2(I1)=Q1*R2+R1%Q2

t19 J=J+1

DO 134 II=KS7-KS51+1,KS7

XKXX1 (IT1)=XX1(I1)*FR(O)

KXKX2(I1)=XX2(I1)*FR(0)

po 137 I=1,KS5

R1=XX1(1I+1)

R2=XX1(I1I-1) -

Q1=XX2(I1+1)

Q2=XX2(I1I-1)

XXXV (I1)=XXX1 (I1)+FR(I)*(R1+R2)
137 XXX2(II)=XXX2(II)+FR(I)*(Q1+Q2)
134 CONTINUE

FPH1=PHEF*GAMMA
FPH2=FPH1 #*ALPHA+FPH2
FPH3=FPH!1 +FPH2
DO 132 I1=KS7-KS1+1,KS7
cT RR=1/SQRT (XXX (I )24+ XXAX2(I)%%2)
RR=1/(ABS(XXX1 (I))+ABS{XXX2(I)))

FPH=FPH+FPH3
IF(FPH.GT.PI3) THEN
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132

131

Q00

1

13

14

15

16

17

18

20

FPH=FPH-PI3
ELSEIF(FPH.LT.-PI3) THEN
FPH=FPH+PI3
ENDIF
R1=XXX1 (1)
Q1=XXX2(I)
R2=CO0OS (FFPH)
Q2=SIN(FPH)
AXX1{I)=R1%R2+Q1xQ2
XKXX2(I)=Q1#R2-R1%Q2
XXX1(I)=XXX1(I)*RR
XXX2 (1)=XXX2(1)#*RR

XXXM1=X%XX1(11)*BSF(0)

XXXM2=XXX2(I1)*BSF(Q)

DO 131 I=1,KS12

XXM =XXXM1 +BSF (D) # (XXX1 (I1-1)+XXX1(I1+1))
XKXXM2=XXXM2+BSFA I} # (XXX2(I1-1)+XKXX2{I1+I))

CALL ANGSUB1 (XXXM1,XXXM2, PHPOSF)
PH=PHPOSF

IF(PH.LT.-PIt) PH=PH+PI3
IF{PH.GT.PI1) PH=PH-PI3

VIT-DETECTION

GoT0(11,12,13,14,15,16,17,18),MEAS
CALL SUB1 (XXXM1, XXXM2)
GOTO 20

CALL SUB2 {XXXM1,XXXM2)
GOTC 20

CALL SUB3 (XXXM1 , XXXM2)
GOTO 20

CALL SuUB4(PH)

GOTO 20

CALL SUBS (XXXM1 ,XXXM2)
GOTO 20

CALL SUB6 (XXXM1 , XXXM2)
GOTO 20

CALL SUB7 (XXXM1 ,XXXM2)
GOTO 20

CALL 5UBB8 (XXXM1,XXXM2)

CE=CE1 (1)
C{1)=C1(8)+CE
C(35)=C1(56)+CE
C{130)=C1(16)+CE
ci1eh)=C1(64)+CE
C{260)=C1(32)+CE
C{290)=C1 (48)+CE
C(387)=C1(24)+CE
C{u17)=C1(L40)+CE

CE=CE1(3)
C(10)=C1(16)+CE
Cluu)=C3 (64)+CE
C(137)=C1(8)+CE
C(171)=C1(56)+CE
C(267)=C1(24)+CE
C€297)=C1 (40)+CE
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C(396)=C1(32)+CE
C(4263)=C1(48)+CE

CE=CE1 (7)

C(27)=C1(24)+CE
C(57)=C1(40)+CE
C(156)=C1{(32)+CE
C(186)=C1(u8)+CE
C(282)=C1(16)+CE
C(316)=C1(64)+CE
C(u093=C1(8)+CE
Chu3d)=C1(56)+CE

CE=CE1 (5)
C(20)=C1(32)+CE
C(501=C1(48)+CE
C(1u7)=C1(24)+CE
C(177)=C1(401+CE
C(273)=C1(8)+CE
C(307)=C1(56)+CE
ceu02)=C1(161+CE
C(h436)=C1(64)+CE

CE=CE1 (2)
C(69)=C1(72)1+CE
C{103)=C1(120)+CE
C(198)=C1(80)+CE
C(232)=C10128)+CE
C(328)=C1(961+CE
C(358)=C1(112)+CE
C(u55)=C1(88)+CE
C(485)=C1(104)+CE

CE=CE1 (4)
C(78)=C1 (B0)+CE
C(112)=C1(1281+CE
C(205)=C1(72)+CE
C(239)=C1(120)+CE
C(335)=C1(88)+CE
C{365)=C1(104)+CE
C(ueh4)=C1(96)+CE
Cu943=C1(112)+CE

CE=CE1(8)
C(95)=C1(88)+CE
C(125)=C1(104)+CE
C(224)=C1{96)+CE
C(254)=C1(112)+CE
C(350)=C1(80)+CE
C{(384)=C1(128)+CE
Ctu77)=C1{72)+CE
C(511)=C1(120)+CE

CE=CE1(6)
C(883=C1(96)+CE
C(118)=C1(112)+CE
C(215)=C1(88)+CE
C(245)=C1(104) +CE
C(341)=C1(72)+CE
C(375)=C1(120)+CE
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180

181

182

183

C{u703)=C1(80)+CE
C(504)=C1¢128)+CE

DO t80 I=1,7

J=lx]

CE=CE1(I+1)
C(1+J)=C1(1)4CE
C(35+J)=C1(1+48)+CE
C(130+J)=C1(1+8)+CE
C16L4+J)=C1(I1+56)+CE
C(260+J)=C1(I+24)+CE
C(290+J)=C1(I1+40)+CE
C(387+J)=C1(I+16)+CE
C{u17+J)=C1(1+32)+CE

DO 181 I=1,5

J=yx*I

CE=CE1(I+3)
C(10+J)=C1(I1+8)+CE
Clyy+J)=C1(1+56)14+CE
C(137+J)=C1(1)+CE
C(171+J)=C1(I1+48)+CE
C(267+J)=C1(I1+16)+CE
C(297+J)=C1(I1+32)+CE
C(396+J)=C1(I+24)+CE
Cth26+J)=C1(1+40)+CE

DO 182 1=0,2

J=lx]

CE=CE1(I+1)
C(2+J)=C1(I+14}+CE
C(36+J)=C1{I1+62)+CE
C(129+d)=C1(1+6)+CE
C(163+J)=C1(I+54)+CE
C(259+J)=C1(I1+22)+CE
C(289+J)=C1(I1+38)+CE
C{388+J)=C1(I1+30)+CE
Ci418+J)=C1(I+46)+CE

CE=CE1 (8)

C{31)=C1(17)+CE
C{61)=C1(33)+CE
C(160)=C1(25)+CE
C(190)=C1(41)+CE
C(286)=C1(9)+CE
C{320)=C1(57)+CE
C{413)=C1(1)+CE
C(uu7)=C1(49)+CE

Do 183 1=0,5

J=lx]

CE=CE1 (i+1)
Ct3+J)=C1(I1+18)+CE
C(33+J)=C1(I+34)+CE
C(1324+J)=C1(1+26)+CE
C(162+J)=C1(I+U42)+CE
C(258+J)=C1 (I1+10)+CE
C(292+J)=C1 (1+58)+CE
C(385+J)=C1(I+2)+CE
C(419+J)=C1(1+50)+CE
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185

186

187

DO 184 I1=1,3

J=uxl

CE=CE?1 (145)
C{20+J)=C1 (1+24)+CE
C(50+J)=C1 (1+40)+CE
C(147+J)=C1 (1+16)+CE
C(177+J)=C% (1+32)+CE
C(273+J)=C1 (1)+CE
C{(307+J)=C1 (I+48)+CE
C(402+J)=C% (1+8)+CE
C(436+J)=C1 (1+56)+CE

DO 185 1=0,3

J=U=x]

CE=CE1(I+1)
Cuy+JI¥=C1(L+28)+CE
C{34+J3)=C1(I+44)4+CE
Cl131+J3¥=C1(1+20)+CE
C(161+J)=C1(1+36)1+CE
C(257+J)1=C1(I+4)+CE
C(291+J1=C1 (I1+52)+CE
C(386+J)=C1(1+12)+CE
Ciu20+J)=C1(I+60)+CE

DO 186 I1=1,6

J=Ux]

CE=CE1(1+2)
C(69+J)=C1(I1+64)+CE
C(103+J)=C1(I+112)+CE
C(198+J)=C1(1+72)+CE
C(232+3)=C1(1+120)+CE
C(328+J)=C1(1+88)+CE
C(358+J)=C1(I+104)+CE
C{455+J)=C1(1+80}+CE
C{485+J1=C1(1+96)+CE

CE=CE1(1)
C(65)=C1¢(71)+CE
C(99)=C1{119)+CE
Ce194)=C1{(79)+CE
C(228)=C1(127)+CE
C(324)=C1(95)+CE
C(354)=C1(111)+CE
C(451)=C1(87)+CE
Cu81)1=C10{103)+CE

DO 187 I=1,4

J=hxl

CE=CE1(I+4)
C(78+3)=C1(1+72)4+CE
C(1124J)=C1(X+120)+CE
Ct2054J)=C1 (I +64}+CE
C(239+J)=C1(I+112})+CE
C(335+J)=C1(1+80)+CE
C(365+J)=C1(I+96)+CE
Clysh4+J)=C1(1+88)+CE
C(4944+J3=C1 (I+104)+CE

DO 188 I=0,2
J=lx*]
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188

189

190

191

106

CE=CE1(I+1)
C(66+J)=C1(1+77)+CE
C{100+J)=C1 (I1+125)+CE
Cl193+J)=C1 (I+69)+CE
C(227+J)=C1(1+117)+CE
Ct323+J1=C1(I+85)+CE
C(353+J)=C1 (I1+101)+CE
Cu52+J)=C1 (1+93)+CE
ChB82+J)=C1(1+109)+CE

DO 189 I=0,6

J=Ux]

CE=CE1(I+1)
C(67+J)=C1(I1+81)+CE
C(97+J)=C1(1+97)+CE
C(196+J)=C1(I1+89)1+CE
C(226+J)=C1 (1+105)+CE
C(322+J)=C1(1+73)+CE
C{356+J)=C1(I+121)+CE
Ctuy9+J)=C1 (1+65)+CE
C(483+4+J)=C1(I+113)+CE

DO 190 I=1,2

J=u%]

CE=CE1(I1+6)
C(88+J)=C1(1+88)+CE
C(118+J)=Ct (1+104)+CE
C(215+J)=C1 (1+80)+CE
C{245+J)=C1(1+96)+CE
C(341+J)=C1 (1+64)+CE
C(375+J)=C1(I1+112)+CE
C(u70+J)=Ct (1+72)+CE
C(504+4J)=C1(I+120)+CE

DO 191 I=0,4

J=bxI

CE=CE1(I+1)
C(68+J)=C1(14+91)+CE
C(98+J)=C1(I+107}+CE
C(195+J1)=C1(1+83)+CE
C(225+J)=C1(I+99)+CE
C(321+J)=C1(I+67)+CE
C(355+J)=C1(I1+115)+CE
C{u50+J)=C1(1+75)+CE
Ctha84+J)=C1(1+123)+CE

M1=1

I11=0

DO 103 M=1,16,4
CCC=C(Mt)

J=M1

DO 106 I=M1+1,M1+31

IF((C(I)-CCC).GE.0.0) GOTO 106

CCC=C(I)

J=1

CONTINUE
J=MOD(J,32)
IF(J.EQ.0) J=32
J=MOD(J , U4}
IF(J.EQ.0) J=4
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107

110

108

109

121

128

IVV(M,0)=111
CC(M)=CCC

DO 107 I=KTi4,-1
IVV(M,I)=1V(J,I+1)
CCC=C(M1+32)

J=M1+4

DO 110 I=M1+33,M1+63
IF({C(I)-CCC).GE.0.0) GOTO 11¢C
CCC=C(I)

J=1

CONTINUE

J=MOD(J,32)
IF(J.EQ.Q) J=32
J=MOD(J,4)
IF(J.EQ.O) J=H
IVV(M+1,0)=111
CCtM+1)=CCC

J=J+Y4

DO 108 I=KT14,-1
IVW(M+1,I)=1IV(Jd,1+1)
CCC=C{M1+64)

J=M14+8

DO 109 I=M1+65,M1+95
IF((C(I)-CCC).GE.0.0) GOTO 109
CCC=C(I)

J=1

CONTINUE

J=MOD{(J,32)
IF(J.EQ.0) J=32
J=MOD(J,4)
IF(J.EQ.0) J=4
IVV(M+2,0)=111
CC(M+2)=CCC

J=J+8

DO 121 I=KT14,-1
IVV(M+2,1)=1IV(J,I+1)
CCC=C{M1+986)

J=M1+12

DO 128 I=M1+97,M1+127
IF((C(I1)-CCC).GE.0.0) GOTO 128
Ccc=C(I)

J=1

CONTINUE

J=MOD(J,32)
IF(J.EQ.0) J=32
J=MOD(J,H)
IF(J,EQ.0) J=4
IVV(M+3,0)=111
CC(M+3)=CCC

J=Jd+12

DC 115 I=KT14,-1
IVW(M+3,1)=1V(J,I+1)
IT31=1I1+1

M1=M1+128

SEARCH THE MIN. COST VECTOR

CCC=1.0E+7
DO 116 I=1,16
IF((CC(I)-CCC).GE.0.0) GOTO 116
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CCC=CC(I)
Jd=1
CONTINUE

CHOOSE THE 128 COSTS

J=1
DO 138 1=1,512,32

R1=C(I)

R2=C(I+1)

R3=C(I1+2)

Ry=C¢(I+3)
C1{(J)=MIN(R!1,R2,R3,RH4)
R5=C(I+4)

R6=C(I+5)

R7=C(14+6)

R8=C(I+7)
C1(J+1)Y=MIN(R5,R6,R7,R8)
R9=C(I+8)

R10=C(1+9)

R11=C(1+10)

R12=C(I+11)
C1(J+2)=MIN(R9,R10,R11,R12)
R13=C(1+12)

R14=C(I+13)

R15=C(I+1h)

R16=C(I+15)
C1(J+3)=MIN(R13,R14,R15,R16)
R17=C(I1+16)

R18=C{I+17)

R19=C(1+18)

R20=C(I+19)
C1(J+4)=MIN(R17,R18,R19,R20)
R21=C(I1+20)

R22=C(I+21)

R23=C(1+22)

R24=C(1+23)
C1(J+5)=MIN(R21,R22,R23,R2Y4)
R25=C(I+24)

R26=C(I+25)

R27=C(1+26)

R28=C(I1+27)
Ci(J+6)=MIN(R25,R26,R27,R28)
R29=C(I+28)

R30=C(I+29)

R31=C(I+30)

R32=C{(I+31)
C1{(J+7)=MIN(R29,R30,R31,R32)
J=J+8

SUBTRACT ALL THE COSTS BY CCC
DO 117 I=1,128
C1(I)Y=C1(I}-CCC
IF(C1(I1).EQ.0.0) JJJ=1
CONTINUE

IF(ISW.EQ.1) THEN

PHPOS=PH
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IF(PH.LT.0) PHPOS=PH+PI3
JJJ=MOD(JJJ,8)
IF{(JJJ.EQ.0) JJJ=8
PHASTI=JJJ*PI4-PIB
PHEF=PHP0OS-PHASTI
IF (ABS (PHEF).GT.PI1) THEN
IF(PHEF.GT.0) THEN
PHEF=PHEF-PI3
ELSE
PHEF=PHEF+PI13
ENDIF
ENDIF
ELSE

IF(LL.GE.200) THEN
PHPOS=PH
IF(PH.LT.0) PHPOS=PH+P13
JJJ=MOD(JJJ,8)
IF(JJJ.EQ.0) JJJ=8
PHASTI=JJJ*PI4-PI8
PHEF=PHPOS-PHASTI
IF (ABS (PHEF).GT.PI1) THEN
IF (PHEF.GT.0) THEN
PHEF=PHEF-PI3
ELSE
PHEF=PHEF +P13
ENDIF
ENDIF
ELSE

IF(LL.EQ.199) GAMMA=0.03
IF(LL.EQ.199) ALPHA=0.015
PHEF=PHPOSF-PH1
PH1=PHPOSF
IF(PHEF.GT.0) THEN
PHEF=PHEF-FPI1
ELSE
PHEF=PHEF+PI1
ENDIF
ENDIF
ENDIF

MOVE THE VECTORS 1IVV BACK TO THE IV VECTORS
DO 118 J=1,16 -

DO 118 I=KTt4,0
118 IV(J,I)=1IVV(J,I)

aoa

185=1IV(JJ,KT13)
IF(ISS.EQ.0) THEN
IXXX1=0
[XXX2=0
ELSEIF(ISS.EQ.1) THEN
IXXX1=0
IXXX2=1
ELSEIF(ISS.EQ.2) THEN
IXXX1=1
IXXX2=0
ELSE
IXXX1=1



aanaqQ

CT
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IXXX2=1
ENDIF

COUNT ERROR BURSTS

IB3=1B3+1

IB1=1IB1+1

IB2=1B2+1

IF{IXXX1.EQ.IX1 (KT15).AND.IXXX2.EQ.IX2(KT15)) GOTO 111
IF(IX1 (KT15).NE.IXXX1) IBE=1IBE+1
IF(IX2(KT15).NE.IXXX2) IBE=IBE+1

IF(IB1.GT.3) TA1=1IA1+1

IB1=0
IF(IB2.GT.10) 1A2=1A2+1
1B2=0
IF(IB3.GT.28) I1A3=1A3+1
I1B3=0
CONTINUE
IF(ISW.EQ.0) THEN
NTEST1=L
NTEST2=10000
P1=P

GAMMA=GAMMA1
ALPHA=ALPHA1
ISW=1
GOTO 1006
ENDIF
IF(MEAS.NE.1.AND.MEAS.NE.3) PRINT#,'PHASE DEMODULATION IS USED’
PRINT*, ' ~c-c e mme e e '
IF(MEAS.EQ.1)} THEN
PRINT#*,'C¥X IS USED'
ELSEIF (MEAS.EQ.2) THEN
PRINT*,'PH#»2 IS USED'
ELSEIF(MEAS.EQ.3) THEN
PRINT*,'LIMITER IS USED'
ELSEIF (MEAS.EQ.4) THEN
PRINT#,'PH IS USED’
ELSEIF(MEAS.EQ.5) THEN
PRINT#*,'R#PH IS USED’
ELSEIF (MEAS.EQ.6) THEN
PRINT»,'R*#PH*PH IS USED’
ELSEIF(MEAS.EQ.7) THEN
PRINT*,'COS(PH) IS USED’
ELSE
PRINT*,*'RxCOS(PH) 1S USED'
ENDIF
PRINT#*,’ - —=——- === — = '
PRINT*,'SINE WAVE PD IS USED®
PRINT=,'EX-OR GATE PD IS USED’
PRINT#*,' THE CHANNAL SPACING IS (M HZ})', (CSP)
PRINT»,' THE BASEBAND SHAPPING FILTER IS R.O. (SQ.RT=)',ROF
PRINT«,® THE FREQ OFFSET IS',INT(FQS)
PRINT»,'GAMMA & ALPHA ARE',GAMMA, ALPHA
PRINT*,*THE TRUNCATED LENGTH OF THE BASEBAND FILTER IS',KT12
PRINT+,*THE SEED INTEGER I5',11QQ
PRINT*,*NO. OF SYMBOL TRANSMITTED=',L*10000
E1=E1/(REAL (L*10000)*4_.0%KS1)
E2=E2/(REAL(L*10000)*4.0%KS51)
PRINT*,'THE PERDISTORTOR AND TWT VALUES ARE',INT(PREDBK), INT(BK)



PRINT«,* THE PREDISTORTION BACKOFF POINT IS’ ,PBOP

PRINTx,'ENERGY PER BIT AT THE INPUT TO THE PREDISTORTOR IS’ ,E2
PRINT=x,' THE BACKOFF POINT IS®,BOP
PRINT=*,'ENERGY PER BIT AT THE INPUT OF THE TWT',LE%
EB=E/REAL(L*10000)/REAL (KS1}
PRINT«,*ENERGY PER BIT AT THE OUTPUT OF THE DEMODULATOR 15',EB
PRINT=*,*VARIANCE OF NOISE I5*,P
1J=2xL%10000
PRINT=*,'THE SNR IS',10.0xLOGTO(EB%KS1/2/ (P*P})
BER=REAL(IBE}/REAL(IJ)
PRINT=*,*'BIT ERROR RATE 1IS5',BER
PRINT=#,'NO. OF ERROR IS',IBE
PRINT+,*ERROR BURST IAt1 15',IA1
PRINT#,*ERROR BURST IA2 IS',IA2
PRINT=«,*'ERROR BURST IA3 IS*',IA3

RETURN
END

SUBROUTINE COSTSUB({N,CIO,CQO0,ISI1,ISI2,1SI3,
115Q1,15Q2,15Q3)

DIMENSION CIO(64),CQ0(64)

COMMON /VMAP/VIO,VI1,VIZ2,VI3,VI4,VI5,VI6,VI7,VQ0,VQY,
1vQ2,VvQ3,VvQu,vQs5,va6,var

I1=I513+I5I1+15Q2

I2=I511+I5Q3+I5Q2+15Q1

I3=151I2

I14=MOD(I1,2)
I5=MOD(I12,2)
16=MOD(13,2)
I17=4*IU4+2%I5+16+1
¢oTrQ(1,2,3,4,5,6,7,8),17

CIO(N)=VIO
CQO(N)=VQO
GOTO 9

CIO(N)=VI1
CQO(N)=VQ1
GOTO 9

CIO(N)=VI2
CQO(N)I=VQ2
GOTO 9

CIO(N)=VI3
CQO(N)=VQ3
GOTO 9

CIO(N)=VIY
CQOEN)=VQY
GOTO 9

CIO(N)=VI5
CQO(N)=VQ5
GOTO 9

CIO(N)=VIé
CQO(N)=VQs6
GOTO 9




CIO(N)=V17
CQO(N)=VQY

I=1I
RETURN
END

SUBROUTINE ANGSUB(RE,AIM,PHASE)
COMMON /PPI1/PIlO,PI?1,PI2,PI3
IF(RE.EQ.O.AND.AIM.EQ.0) THEN

PHASE=0
ELSEIF(RE.EQ.O0.AND.AIM.GT.0) THEN

PHASE=PIO
ELSEIF(RE.EQ.O0.AND.AIM.LT.0) THEN

PHASE=-PIO
ELSE

PHASE=ATAN(AIM/RE)
IF(PHASE.GT.0.AND.RE.LT.0.AND.AIM.LT.O) THEN
PHASE=-PI1+PHASE
ELSEIF (PHASE.LT.O0.AND.RE.LT.0.AND.AIM.GT.0) THEN
PHASE=PHASE+PI}

ENDIF

ENDIF
RETURN
END

SUBROQUTINE SUB2(RE,AIM)

COMMON /PPII/PIC,PI1,PI2,PI3

COMMON /COST/CE1(8),CI0(64),CQ0(64)
CALL ANGSUB(RE,AIM,PH)

CE1(1)=ABS(CIO{1)-PH)
CE1(2)=ABS(CIC(9)-PH)
CE1(3)=ABS(CI0{(2)-PH)
CE1 (4)=ABS(CIO(10)-PH)
CE1(5)=ABS(CIO(4)~-PH)
CE1 (6)=ABS(CIO(12)-PH)
CE1(7})=AB5(CIO(3})-PH)
CE1(8)=ABS(CIO{11)-PH)
DO 104 I=1,8
IF(CE1(I).GT.PI1) CE1(I1)=PI3-CE1(I)
CONTINUE

CE1(1)=CE1{1)%%x2
CE1(2)=CE1(2)*%2
CE1(3)=CE1(3)%%2
CE1(4)Y=CEt1 (4)%x2
CE1(5)=CE1(5)%%2
CE1{(6)=CE1(6)%x2
CE1(7)=CE1(7)%%2
CE1(8)=CE1{8)%x2
RETURN

END

SUBROUTINE SUB1(RE,AIM)
COMMON /PPII/PIC,PI1,PI12,PI3
COMMON /COST/CE1(8),CI0(64),CQ0(614)

CE1(1)=(RE-CIO{1))*%2+{AIM-CQO(1))%%2
CE1(2)s{RE-CIO(9) ) %52+ (AIM-CQO(9) ) %%2
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106

104

CE1(3)=(RE-CI0(2))*%2+ (AIM-CQO(2))%»2
CE1 (4)=(RE-CIO(10))%%2+ (AIM-CQOC(10) ) %x2
CE1(5)=(RE-CIO(4))*%2+ (AIM-CQO(Y4))xx2
CE1(6)=(RE-CIO(12))#»2+(AIM-CQO(12))%%2
CE1(7)=(RE-CI0O(3))*%2+ (AIM-CQO(3))%x2
CE1(8)=(RE-CIO(11))#%2+(AIM-CQO(11)) %2
RETURN

END

SUBROUTINE SUB3(RE,AIM)

COMMON /PPII1/PIO,PI1,PI2,PI3

COMMON /COST/CE1(8),CI0(64),CQ0(64)
RR=SQRT{RE**2+AIM*%2)

RE=RE/RR

ATM=AIM/RR

CE1(1)=(RE-CTO(1))*%2+ (AIM-CQO(1})xx2
CE1(2)=(RE-CIO(9))*%2+{AIM-CQO(9))*x2
CE1¢(3)=(RE-CIO{2))%%2+ (AIM-CQO(2) %2
CE1(4)=(RE-CIO(10))%%2+ (AIM-CQO(10))%%x2
CE1(5)=(RE-CI0O(4)) %2+ (AIM-CQO(H))%x%x2
CE1(6)=(RE-CIO(12))*x2+ (AIM-CQO(12))%%x2
CE1(7)=(RE-CIO(3))%*2+ (AIM-CQO(3))xx2
CE1{8)=(RE-CIO{11))%%2+ (AIM-CQO(11))%x2
RETURN

END

SUBROUTINE SUB4 (PH)
COMMON /PPII/PIO,PI1,PIZ2,PI3
COMMON /COST/CE1(8),CIO(64),CQ0(64)

IF(PH.GT.PI3) THEN
PH=PH-PI3

ELSEIF(PH.LT.-PI3) THEN
PH=PH+PI3

ENDIF

IF(ABS(PH).GT.PI3) GOTO 106

IF(PH.GT.PI1) PH=PH-PI1

IF(PH.LT.-P1%1) PH=PH+PI1

CE1(1)=AB5(CIO(1)-PH)
CE1(2)=ABS(CIO(9)-PH)
CE1(3)=ABS(CI0(2)-PH)
CE1(4)=ABS(CIO(10)-PH)
CE1(5)=ABS(CI0 (4)-PH)
CE1(6)=ABS(CIO(12)-PH)
CE1(7)=ABS(CIO(3)-PH)
CE1(8)=ABS{CIO(11)-PH)
Do 104 1=1,8
IF(CE1(1).GT.PIt) CE1(I)=PI3-CE1(1)
CONTINUE

RETURN
END

SUBROUTINE SUBS5(RE,AIM)

COMMON /PPII/PIO,PI1,PI2,PI3

COMMON /COST/CE1(8),CIO(64),CQ0(64)
R1=SQRT(RE**2+AIM*»2)

CALL ANGSUB(RE,AIM,PH)
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CE1¢{1)=ABS{(CIO(1)-PH)
CE1(2)=ABS(CIO(9)-PH)
CE1(3)=ABS(CIO(2)-PH)
CE1(4)}=ABS(CIO(10)-PH)
CE?1 (5)=ABS(CIO (4)~-PH)
CE1 (6)=ABS(CI10(12)-PH)
CE1(7)=ABS(CIO(3)-PH)
CE1(8)=ABS(CIO(t1)-PH)
Do 104 1=1,8
IF{CE1(1).GT.PI1) CE1(I)=PI3-CE1(I)
104 CONTINUE

CE1 (1)=R1*CEt1 (1)
CE1(2)=R1#CE1(2)
CE1(3)=R1*CE1(3)
CE1(4)=R1*CE1(4)
CE1(5)=R1*CE1(5)
CE1(6)=R1*CE1(6)
CE1(7)=R1%CE1(7)
CE1 (8)=R1*CE1(8)
RETURN

END

SUBROUTINE SUB6 (RE,AIM)

COMMON /PPII/PIO,PI1,PI2,PI3

COMMON /COST/CE1(8),CI0(64),CQ0(64)
R1=SQRT(RE**2+AIM**2)

CALL ANGSUB(RE,AIM,PH)

CE1(1)=ABS(CIO(1)-PH)
CE1(2)=ABS(CIO(9)-PH)
CE1(¢3)=ABS(CI0(2)-PH)
CE1(34)=ABS(CI0C(10)-PH)
CE1(5)=ABS(CI0(4)~-PH)
CE1(6)=AB5(CI0(12)-PH)
CE1(7)=ABS5(CIO(3)-PH)
CE1(8)=ABS(CIO(11)-PH)
DO 104 I=1,8
IF(CE1(I).GT.PI1) CE1(I)=PI3-CE1(I)
104 CONTINUVE

CE1(1)=R1*CE1 (1)%%2 -
CE1(2)=R1*CE1(2)%x2
CE1(3)=R1*CE1(3)»x2
CEI (4)=R1*CE1 (H4)*x2
CE1(5)=R1*%CE1 (5)#%%2
CE1(6)=R1*CE1(6)*x2
CE1(7)}=R1%CE1 (7 )%%2
CE1(8)=R1=2CE1(8)*x2
RETURN

END

SUBROUTINE SUBY7(RE,AIM)

COMMON /PPII1/PIO,PIt,PI2,PI3

COMMON /COST/CE1(8),Cl0(64),CQ0(64)
CALL ANGSUB(RE,AIM,PH)

CE1(1)=ABS(CIO(1)-PH)
CE1(2)=ABS(CI0{9)-PH)



104

104

CE1(3)=ABS(CI0(2)-PH)

CE1 (4)=ABS(CIO(10)-PH)
CE1(5)=ABS(CIO0(4)-PH)
CE1{6)=ABS(CIO(12)-PH)
CE1(7)=ABS(CIC(3)-PH)
CE1(8)=ABS(CIO(11)-PH)

DO 104 I=1,8

IF(CE1(I).GT.PI1) CE1(1)=PI3-CE1(1)
CONTIRUE

CE1(1)=-COS(CE1 (1))
CE1{2)=-COS(CE1(2))
CE1(3)=-COS(CE1(3))
CE1(4)=-COS(CE1 (4))
CE1(5)=-COS(CE1(5))
CE1(6)=-COS(CE1(6))
CE1(7)=-COS{CE1 (7))
CE1(8)=-COS(CE1(8))
RETURN

END

SUBROUTINE SUBB(RE,AIM)

COMMON /PPII/PIO,PI1,PI2,PI3

COMMON /COST/CE1(8),CIO(64),CQ0(64)
R1=SQRT(RE**2+AIM*x»2)

CALL ANGSUBI(RE,AIM,PH)

CE1(1)=ABS(CI0(1)-PH)
CE1(2)=ABS(CIO(9)-PH)
CE1(3)=ABS(CIO(2)-PH)
CE1(4}=ABS(CIO(10)-PH)
CE1(5)=ABS(CIO(4)-PH)
CE1(6)=ABS(CIO(12)-PH)
CE1(7)=ABS(CIO(3)-PH)
CE1(8)=ABS(CI0(11)-PH)
DO 104 I=1,8
IF(CE1(I).GT.PI1} CE1(I)=PI3~-CE1(1)
CONTINUE

CE1(1)=-R1%COS(CE1(1))

CE1(2)=-R1*COS(CE1{(2))

CE1(3)=-R1*COS(CE1(3))

CE1{4)=-R1*COS(CE1(}4))

CE1(5)=-R1%COS(CE1(5))

CE1(6)=-R1*COS(CE1(6))

CE1(7)=-R1*COS(CE1(7))

CE1(8)=-R1*COS(CE{(8))

RETURN

END

SUBROUTINE ANGSUB1(RE,AIM,PHASE)

COMMON sPPII/PIO,PI11,PI2,PI3

IF(RE.EQ.O0.AND.AIM.EQ.0) THEN
PHASE=0Q

ELSEIF(RE.EQ.0.AND.AIM.GT.0) THEN
PHASE=P10

ELSEIF(RE.EQ.O0.AND,AIM.LT.0) THEN
PHASE=-PI0

ELSE

PHASE=ATAN(AINM/RE)

IF(RE.LT.0) THEN
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PHASE=PI 1 +PHASE
ELSEIF(RE.GT.0.AND.AIM.LT.0) THEN
PHASE=PHASE+P13
ENDIF
ENDIF
RETURN
END |
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