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Abstract

In this paper, we investigate capacity preserving transformations and their er-
godicity. We obtain some limit properties under capacity spaces and then give
the concept of ergodicity for a capacity preserving transformation. Based on
this definition, we give several characterizations of ergodicity. In particular,
we obtain a type of Birkhoft’s ergodic theorem and prove that the ergodicity
of a transformation with respect to an upper probability is equivalent to a
type of strong law of large numbers.
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1. Introduction

In this paper, we investigate capacity preserving transformations and
their ergodicity. Capacities (or nonadditive probabilities) arise in modelling
heterogeneous environments, for example, a financial market where biased
beliefs of future price movements drives the decision of stock-market partici-
pants and creates ambiguous volatility. It was pointed out that the additive
probability theory might not be adequate in either economics (see [1], [18] and
[25]) or statistics (see [27]). Dynamical systems on a capacity space concern
transformations from the capacity space to itself. It is vitally important to
study the dynamics of such transformations, of which little is known. When
additivity ceases to be valid, many classical results turn out to be invalid and
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the situations become more complicated. In particular, irreducibility has not
been defined for capacity.

The classical ergodic theory deals with a probability preserving map 6
from € to © on a probability space (2, F, P). Let G denote all the invariant
sets with respect to 6. Then @ is called ergodic if any invariant set B € G
has either P(B) = 0 or P(B) = 1. This is equivalent to for any B € G,
P(B) =0 or P(B°) = 0. This means that the dynamical system cannot be
decomposed into different dynamical systems (see [20] or [28]). However, in
the capacity theory, the equivalence is no longer true. To see this, let (u, i)
denote a pair of conjugate capacities on F. Then for any B € G, u(B) = 0
or 1 is equivalent to that for any B € G, u(B) = 0 or a(B¢) = 0. But it
is not equivalent to either that for any B € G, u(B) = 0 or u(B¢) = 0, or
that for any B € G, u(B) = 0 or i(B°) = 0. So how to define an ergodic
transformation is an issue worthy of discussions.

Cerreia-Vioglio, Maccheroni and Marinacci called a capacity p ergodic if
w1(G) = {0,1} and then established an ergodic theorem for lower probabilities
in [3]. But with the requirement of p(G) = {0,1} in a capacity space, it is
still possible that p(B°¢) = 1 when u(B) = 1. That means if 6 is “ergodic” in
the sense of [3], the space Q2 may still be divided into two sets B and B¢, each
having full capacity but §(B) = B and 0(B¢) = B¢, that is, # is reducible
(see Example 4.2 in this paper).

The irreducibility condition is arguably important even in the sublinear
expectation ([16]) or the capacity settings as in the classical ergodic theory
situation. It was proved that the G-Brownian motion on a circle has an
invariant expectation and it is ergodic in [16]. Inspired by the results of
[16] for the ergodicity on sublinear expectation spaces, we strengthen the
ergodicity concept by adding another condition that is for any f-invariant
set B, either p(B) = 0 or pu(B¢) = 0. Under this case, if # is ergodic with
respect to a capacity p then the space €2 cannot be decomposed into two
sets B and B¢, each having positive capacity but §(B) = B and 0(B¢) = B°.
In other words, 6 is irreducible. Subsequently, we obtain two equivalent
characterizations of our ergodicity with respect to a continuous subadditive
capacity p: recurrence (Theorem 4.3) and the shift invariant random variable
being a constant p-almost surely (Theorem 4.4).

In the classical additive probability case, the result that any shift invariant
random variable must be constant, as stated in Theorem 4.4 for capacities,
provides an important characteristics of ergodicity in terms of the spectral
structure of the corresponding transformation operator on the space of mea-



surable functions. For a Markov semigroup with an invariant measure, this
suggests that 0 is a simple eigenvalue of the infinitesimal generator of the
Markov semigroup if and only if the invariant measure is ergodic. A well-
known case in literature is that of mixing stationary processes. In this case
the Koopman-von Neumann theorem implies that the generator has only one
eigenvalue 0 on the imaginary axis which is simple. Recently it was observed
in [17] that random periodic process is another ergodic regime of which the
spectral structure of the generator is distinct from that of the mixing regime.
In the ergodic random periodic regime the infinitesimal generator has infi-
nite number of simple eigenvalues including 0 equally placed on the imaginary
axis.

In [3], Cerreia-Vioglio, Maccheroni and Marinacci obtained an important
result that for bounded random variable &, if the lower probability v is 6-
invariant, then

n—1
1
v ({w: lim — E £(0%w) exists}) =1.
n—oo N
k=0

Based on this result, we obtain that # is ergodic with respect to a con-
tinuous upper probability in the sense defined in this paper if and only if
lim & SO00 €(0*w) is a constant V-almost surely, where V is the correspond-
n—oo

ing upper probability (Theorem 4.5). This is achieved by the irreducibility
given in the ergodicity definition of this paper. However, this is not the case
under the framework of [3] as demonstrated in Example 4.7. Moreover, if the
upper probability is concave, we show that this constant is bounded by the
Choquet integrals with respect to the upper probability and the conjugate
lower probability (Theorem 4.6). This is due to the property that 6 pre-
serving capacity can infer 6 preserving the corresponding Choquet integral
(Proposition 3.1).

So far, no other limit theory about capacity provided a condition for the
limit of %ZLI X; being a constant V-almost surely. Therefore, the ergodic
theory of this paper can provide new insight to the study of capacity. On the
other hand, there are also other papers attempting to investigate the ergod-
icity in capacity spaces or sublinear expectation spaces from different angles,
one can see [10] and [19] and the references therein. None of these papers
dealt with dynamical property of processes especially the non-decomposable
property.

The Kolmogorov 0-1 Law plays an important role in the limit theory



under the classical probability framework, which implies that the tail event
happens with probability 0 or 1. In Section 2, we investigate the Kolmogorov
0-1 Law for the independence in the capacity space setting (Definition 2.1).
We give an example to show that a sequence of independent random variables
with respect to capacity p cannot deduce o(Yy, k < n) and o(Yy, k> n+1)
being independent with respect to p, for all n € N. Here and in the sequel,
we use N to denote the set of all the positive integers and Ny = NU{0}. Then
we investigate some properties of Choquet integral which will be used in this
paper. In Section 3, we study the properties of f-invariant capacities. In
Section 4, we firstly investigate the limit properties under the scenario that
1(G) = {0,1} and then give the definition of a transformation to be ergodic.
Based on our definition, we give several characterisations of ergodicity and a
type of Birkhoft’s ergodic theorem. In Section 5, we give a strong law of large
numbers for stationary and ergodic sequences in upper probability spaces.

2. Basic concepts and independence on capacity space
Let (2, F) be a measurable space. Recall a set function u : F — [0, 1] is

e a capacity/nonadditive probability if p(0) = 0, u(Q) =1, and p(A) <
w(B) for all A, B € F such that A C B;

e concave/submodular/2-alternating if u(AUB)+u(ANB) < p(A)+u(B)
for all A, B € F;

e convex/supermodular/2-monotonic if (AU B) + u(ANB) > u(A) +
w(B) for all A, B € F;

e subadditive if u(AUB) < p(A)+pu(B) for all A, B € F with ANB = 0;

e superadditive if u(AUB) > p(A)+u(B) for all A, B € F with ANB =
0;

e continuous from below/inner continuous if lim u(A,) = u(A) for A, 1
n—oo
A;

e continuous from above/outer continuous if lim p(A,) = pu(A) for A, |
n—oo
4;

e continuous if it is both continuous from below and above.



For a capacity p on F, (€2, F, ) is called a capacity space. The conjugate
capacity g on F is defined by

a(A) =1— p(A°), for any A € F,

where A€ is the complementary set of A. Notice that if u is additive, then
ji = p. Capacity p is continuous at € if and only if i is continuous at ().
Moreover, capacity u is convex if and only if i is concave. However, the
superadditivity and the subadditivity do not have such a conjugate relation.

Let A(Q2, F) denote the set of all finitely additive probabilities on F and
A?(Q, F) denote the set of all probabilities (o-additive) on F. The widely
studied conjugate capacities which satisfy the subadditivity and superaddi-
tivity respectively are upper and lower probabilities. A pair of capacities
(V,v) is called the upper and lower probabilities on (€2, F) (generated by P)
if

V(A) = sup P(A) and v(A) = inf P(A), for any A € F,
PeP pPep

where P is a nonempty set of A(Q, F).

Before we establish the Kolmogorov 0-1 Law in a capacity space, we give
the following definitions which are natural extensions of the corresponding
concepts in the classical probability theory.

Definition 2.1. Let (2, F, ) be a capacity space and J be an index set.
FEvents A and B are called independent with respect to p if (AN B) =

W(A)u(B).
Fvents set {Ay, t € J} are called (mutually) independent with respect to
w if for any finite subset I C J

H (ﬂ At) = Hﬂ(At)-

Let {Dy, t € J} be a set of subclasses of F. If for any finite subset I C J

M (ﬂf‘h) = HM(At)a Jor any Ay € Dy, L €1,

tel tel

then {Dy, t € J} are called (mutually) independent subclasses with respect to
L.



Lemma 2.1. If {D;, t € J} are independent subclasses with respect to a
continuous capacity p and Dy is an algebra for every t € J, then {o(Dy), t €
J} are independent o-algebra with respect to the capacity p.

Proof. This lemma can be deduced from the monotone class theorem. We
omit the details. O

Definition 2.2. Random wvariables {Y;,t € J} on (2, F, ) are said to be
independent with respect to capacity p if the o-algebras {o(Y;),t € J} are
independent with respect to L.

For a sequence of random variables {Y}, },en, Definition 2.2 is equivalent
to the definition of independent random variables sequence with respect to
w given by [22] (Definition 4). But it is worth noting that {Y},},en being
independent with respect to p cannot deduce (Y, k < n) and o(Yy, k >
n + 1) being independent with respect to p, for all n € N. We give the
following example to illustrate this.

Example 2.1. Let Q = {w;, ws, w3, wy,ws }, F be all subsets of Q and u be a
capacity on F, with u(A) = 0 if |A| <3, and p(A) =1 if |A| > 4, where |A|
denotes the number of elements in A. It is easy to see that p is superadditive
but is not convex. However, the conjugate capacity of i is neither subadditive
nor superadditive. Let

O — O —
}/1((4)): { w Wi, Wz Yé(u})z { w (Ul,LU4,CU5’

b
1 w=uws3, w4, ws 1 w=uwsy,ws
0 w=ws,wy 0 w=wi,ws
Ys(w) = , Yi(w) = :
1 W = Wi, W2, Ws 1 W = W, Ws, Ws

It is easy to check that Yy,Y5, Y3, Y, are independent and identically dis-
tributed with respect to p. However, o(Y1,Ys) and o(Ys,Yy) are not inde-
pendent with respect to p since

u(({¥ = 0} U{Ya = 0}) N ({¥s = 0} U Y3 = 1})) = p({w,wi,ws}) = 0
£ 1= p({Y: = 0} U{Ys = 0}) - ({Ys = 0} U {¥; = 1})).

Moreover, notice that
'u({w : (va Yé)(w) < {(07 0)7 (07 1)’ (17 1)} }) = “({wlaw%wi’)}) =0

6



but

:u({w : (Y?n Y;L)(w) S {(07 0)7 (O’ 1)7 (17 1)} }) = p({wg,wg,w4,w5}) =L
So (Y1,Y2) and (Y3, Yy) are not identically distributed with respect to p.

Proposition 2.1. An upper/lower probability must be a subadditive/superadditive
capacity. The converse is not true.

Proof. Tt is obvious that an upper/lower probability must be a subaddi-
tive/superadditive capacity.

We disprove the converse by giving the following counterexample. Let
Q = {wy,ws, w3}, F be all subsets of 2 and p be a capacity on F, with
u(A) =1/2if 1 < |A] < 2, where |A| denotes the number of elements in A.
Then g is subadditive. If p is an upper probability, then i (the conjugate
capacity of p) is lower probability, thus i is superadditive. Actually, g = p
and fi({wi,we}) = 1/2 <1 = a({w1}) + i({ws2}) which contradicts with the
superadditivity of fi. Therefore, ;1 cannot be an upper probability.

Now we turn to the superadditive capacity p in Example 2.1. This p
cannot be a lower probability since the conjugate capacity of u is not subad-
ditive. O

Next we give the Kolmogorov 0-1 Law in capacity spaces which will be
used in the proof of Corollary 5.1.

Theorem 2.1. Let {Y, },en be random variables such that for any n € N,
oY, k <n)and o(Yy, k > n+1) are independent with respect to a con-
tinuous capacity . By T we denote the tail o-algebra of {Y,}nen, that is

T =)oY, kE>mn). Then for any A € T, the following two statements
n=1

are true:
(i) p(A) =0 or1;
(ii) p(A) =0 or p(A°) = 0.

Proof. It is obvious that 7 is independent of A =, -, o(Yx, £ < n) with
respect to p since 7 C o(Y;, k > n + 1), for all n € N. Notice that A is
an algebra, then by Lemma 2.1, 7 is independent of o(A). On the other
hand, 7 C o(A). Hence, T is independent of itself with respect to pu. So
for any A € T, u(A) = (AN A) = u(A) - u(A), which implies p(A) =0 or
1. Meantime, u(0) = u(AN A°) = pu(A) - u(A°), which deduces p(A) =0 or
w(A°) =0. 0O



Remark 2.1. Although the proof of the Kolmogorov 0-1 Law in capacity
spaces is no big difference with the proof of the classical Kolmogorov 0-1 Law,
we still present here since the two statements (i) and (ii) in Theorem 2.1 are
equivalent when p is additive, but not equivalent when p is nonadditive.

At the end of this section, we recall the Choquet integral/expectation
of a random variable, introduced by Choquet in [7]. For any F-measurable
real valued random variable &, the Choquet integral/expectation of ¢ with
respect to u is defined by

= [ ntws gy = nare [ futes 6= ) -

if the right side is not co — co. In this paper, we always consider the random
variables taking real values. The asymmetry is one of the most important
properties of Choquet integral (see Proposition 5.1 in [12]), which means that

| —ttu =~ [ e

It is well known that a capacity is concave/convex if and only if the related
Choquet integral is subadditive/superadditive (see Exercise 5.1 and Theorem
6.3 in [12]). A concave/convex capacity must be an upper/lower probability
(Proposition 10.3 in [12]). However, the converse is not true. It is easy to
check that the upper probability given in Example 4.4 is not concave.

Definition 2.3. In a capacity space (2, F, i), we call that a statement holds
p-almost surely (p-a.s. for short) if it holds outside a set A with p(A) = 0.

The following lemma provides a dominated convergence theorem in a
capacity space with respect to the Choquet integral which has been studied in
[24] (Theorem 3.3) for bounded random variables. Suppose that the capacity
is continuous first, [29] established a similar result (Theorem 11.10) as this
lemma which will be used in the proof of Theorem 4.6.

Lemma 2.2. Let p be a subadditive capacity on F and continuous from
above, we have

(i) for random variables { X, }nen, Y and Z with Y < X, < Z and [,Ydpu,
Jo Zdu being finite, if X, = X p-a.s. then

n—oo

lim X ndp = /Xd,u, (1)

(ii) capacity p is continuous.



Proof. (i) For any € > 0, we get

p (ﬂ U fws Xe(w) - X(@)] 2 e}) 0

n=1k=n
from

0=p(fw: Xu@) AX@}H = # (U NUte: 1Xaw) - X@)| > e}>

e>0n=1k=n

p (ﬂ Utw: 1Y) - X@)| 2 e}) .

n=1k=n

v

Therefore, by the continuity from above of u, we have

0 < limsupp(fw: [Xuw) = X(@)| = €})

n—oo

< limsupu<U{w: \Xk(w)—X(w)\Ze})

n—00
k=n

- u(ﬂ Ui |Xk<w>—x<w>\ze}) -0,

n=1k=n

which means X,, converges to X p-stochastically (p97 in [12]). Since p is
subadditive, then by Proposition 8.5 and Theorem 8.9 in [12], we can get
(1). Claim (ii) is a direct corollary of (i) if we consider X,, = I4, and
X =1,.0

3. Properties of invariant capacities

We consider a F/F-measurable transformation 6 : Q — Q. A set A
is called invariant set with respect to 6 if 671A = A. It is easy to check
that A€ is an invariant set if and only if A is an invariant set. Let G denote
the set of all invariant sets with respect to #, it is easy to check that G
is a sub-c-algebra of F (Exercise 7.1.1 in [13]). Corresponding to the 6-
invariant probability, Cerreia-Vioglio, Maccheroni and Marinacci introduced
the definition of #-invariant capacity (Definition 1 in [3]) as follows.

Definition 3.1. A capacity p is O-invariant if for each A € F, pu(A) =
w(0=A). We also say that 0 preserves u if u is O-invariant.

9



Remark 3.1. Let N denote the set of all @-invariant capacities, N denote
the set of all subadditive O-invariant capacities and N denote the set of all
superadditive O-invariant capacities. Using the construction given in the proof
of the Claim in [3] (p3390), one can show that for any F|F-measurable
transformation 0, there exists a O-invariant finitely additive probability. Then
N, N and N are non-empty. Actually, we can define a pair of conjugate

capacities (p, 1) by

n—1 n—1
A) = liminf — I Qk i(A) = limsu I 9 w)
u( ) n—oo M kz% A Iu( ) n—>oop n kz% A

which belongs to N and N respectively. It is easy to check that the sets N,
N and N are convex.

Proposition 3.1. (i) A capacity p is 6-invariant if and only if its conjugate
capacity i is O-invariant.

(ii) A capacity pu is O-invariant if and only if 0 preserves the Choquet
integral with respect to p, that s, for any random wvariable &, the Choquet
integrals of & and &(0) with respect to p exist at the same time and

| et = [ e

when Choquet integral of & or £(0) with respect to u exists.

Proof. (i) is easy to check by the definition of #-invariant and conjugate
capacity.
(ii) If capacity p is f-invariant, then for any t € R,

pw: §(0w) > t}) = p({w: we 7 (¢ [t,00))})
p{w: we gt o0)}) = p({w: &w) = 1}).

Thus, the Choquet integrals of £ and £(6) with respect to p exist at the same

time and
/ £(w)dp = / £(0w)d

when Choquet integral of £ or £(0) with respect to u exists.
On the other hand, we consider £ = I, for any A € F. Then p(A) =

Jo La(w)dp = [ Ta(6w)dp = [, Ig-1a(w)dp = p(01A). O

10



The following lemma can be deduced from the Theorem 2 obtained by
Cerreia-Vioglio, Maccheroni and Marinacci in [3] which will be useful in our
characterization about the ergodicity in an upper probability space.

Lemma 3.1. Let v be a continuous lower probability on (Q,F). If v is 6-
invariant, then for any bounded F-measurable random variable &,

v ({w: T};&%Zf(@’“(w)) exists }) = 1.

4. Ergodicity under capacity spaces

Before studying the ergodicity under a capacity space, we first study the
following properties of random variables which are measurable with respect
to a sub-o-algebra of F with capacity only 0 or 1.

Theorem 4.1. Let p be a continuous capacity on F and Fy be any sub-
o-algebra of F with u(Fo) = {0,1}. Then, for any Fo-measurable random

variable £, we have
(i) the Choquet integrals of & with respect to p and i are finite and

w({o: q0r= [en}) -1 @)
u({w: £(w) S/Qfdu}) 1, 3)

(i1) if further n(AN B) = 1 for any A, B € Fy with u(A) = 1 and

u(B) = 1, then
’ ({w Jewn=ew< | fdﬂ}) —1. (4)

Proof. (i) Since p is continuous from below, we have

and

l=p({w: {(w) € (-00,0)}) = p (U {w: ¢w) € [—”an]}>
= lim p({w: {w) € [-n,n]}).

11



Notice that u(Fo) = {0,1} and £ is Fy-measurable, there exists n € N, such
that

p{w: €w) el-n,nl}) =1

It turns out that the set I is not empty, where

I={teR: p{w: £w) 1)) =1}.

Define t* = sup I. Since p is continuous from above, we get p ({w : &(w) > t*}) =
1, s0 t* € I. Due to u(Fy) = {0,1}, for any t > t*, p({w : &{(w) >t}) =0,
and for any ¢ < t*, p({w: &{(w) >t}) = 1. The above observations lead to
that, if t* > 0 then

/Q cdu = / T (e €)= )it / (s €)= 6) — 1dt = / 1t = £
and if t* < 0 then

0

00 0
Jetn= [ ntw: sz ma+ [t gz -1 = [ (nar=e
0 o o
That is, t* = fQ &dp € 1. Therefore, the Choquet integral of ¢ with respect
to p is finite and the equality (2) holds.
Considering random variable —¢ in (2), we get fQ —&dp is finite and

" ({w S CH —édu}) 1

Thus [, £df is finite and the equality (3) holds since [, —&dp = — [, &dfi.
(i) Under the additional assumption, equality (4) can be deduced directly
from equalities (2) and (3). O

Remark 4.1. (i) If £ is bounded, then we can replace the continuity of p by
the continuity from above of i, the conclusions in Theorem 4.1 still hold.

(i) When & is bounded and p is lower probability, Theorem 4.1 degener-
ates to Lemma 2 in [3].

If 1 is a lower probability, it obviously satisfies that u(A N B) = 1 for
any pu(A) = 1 and p(B) = 1. There are also other capacities rather than
lower probabilities satisfying this condition. See the following example and
proposition.

12



Example 4.1. Let (Q, F, P) be a probability space and f : [0,1] — [0,1] be
an increasing function with f(0) =0, f(1) = 1. Then p = f(P) is a capacity
on F, called a distorted probability. Especially if f is left (right) continuous

then p is continuous from below (above); if f is strictly increasing on point
1, then p satisfies W(AN B) =1 for p(A) =1 and u(B) = 1.

Proposition 4.1. Let (u, i) is a pair of conjugate capacities on (2, F). If
i is subadditive, then [ satisfies i(AN B) =1 for p(A) =1 and p(B) = 1.

Proof. It follows from the conjugate relation and the subadditivity of 4 that
i(ANB) = 1=p(AUB) 2 1=(u(A)+pu(B%)) = 1-(1=p(A)+1-a(B)) = 1.
O

Corollary 4.1. Let (V,v) be a pair of continuous upper and lower probabil-
ities on F with v(Fo) = {0, 1}, then for any Fo-measurable random variable
&, [€dV and [, &dv are finite and

v ({w: /div <€) < /div}) —1, (5)
v({or o= [eanl) -1 )
v({w: )= [ w}) 1 7)

Proof. The finiteness of [,£dV and [,&dv and equality (5) are directly
from Theorem 4.1 since the lower probability v satisfies v(AN B) = 1 if
v(A) =1 and v(B) = 1.

Applying the result of Theorem 4.1 (i) to v and V', we can get the following
four equalities



Since (V,v) is a pair of upper and lower probabilities, we have V(AN B) =1
if V(A) =1 and v(B) = 1. So (6) can be deduced from (8) and (11) while
(7) can be deduced from (9) and (10). O

Theorem 4.2. Let p be a continuous capacity on F with u(G) = {0,1},
where G is the set of all invariant sets under 6. For any bounded random
variables &, there exist G-measurable random variables £ and &, such that

M ({w : llyllli)g.}fn 25 (0% (w /§ d,u}) =1, (12)
H ({w: h?rlnﬁs;}anQ* (0% (w)) < Ag*dg}) =1. (13)

Moreover, if  satisfies (AN B) =1 for any A, B € G with p(A) =1 and
w(B) =1, then

S R .
u({w: /Qf*dughr{gglfﬁgf(ﬁk(w )) < limsup — Zf 0% (w S/Qf d,u}) =
14

and

n—oo 1

Proof. Let & = liminf 1 37070 ¢(0%(w)), € = limsup L Y370 £(6%(w)). No-
n—00 n—0o0
tice that

n—1

£(0w) = hggfnzwf“ w))

=0

- hggfﬁ [Zg (0% (w f(w)]

k=0
. n+1 1
= bt = Zg (")) - ﬁé(w)] =&,

we have &, is G-measurable. Similarly, £* is G-measurable. Therefore (12)
(13) and (14) can be derived from Theorem 4.1. O

As mentioned in the introduction, we think p(G) = {0,1} used in [3] is
too permissive to define the ergodicity in a capacity space. We will use the
following example to illustrate the reason.

14



Example 4.2. Let Q = {wy,ws, w3, ws}, F be all subsets of Q. Define 0 :
Q—Q by

O(wy) =ws, O(w2) =wi, O(ws) =wy, O(ws)=ws.

Let py be a capacity on F, with py(A) = 0 if |[A| < 1, w1 (A) = 1 if
|A| > 2, where |A| denotes the number of elements in A. Then py is neither
subadditive nor superadditive.

Let Py and Py be probabilities on F with Pi(w;) = Py(wp) = %, Pi(w3) =
Pl(CU4) = 0, Pg(u}l) = PQ((JJQ) = 0, PQ((U:J,) = PQ(CU4) = % For any A € f, let
p2(A) = max;_; 5 P;(A) be an upper probability.

Then it is easy to check that 6 preserves both py and ps and the set of all
invariant sets is G = {Q, 0, {w1, wa}, {ws,ws}}. Here u;(G) ={0,1},i=1,2,
so they together with their conjugate capacities satisfy the ergodicity definition
in [3]. Note the conjugate capacity of us is a lower probability. But under
these two different capacities, Q0 can be split into two invariant sets {wy,ws}
and {ws,ws} with p;({wi,ws}) =1 and p;({ws,ws}) =1, 1 =1,2. That is to
say € is decomposable under 6.

Now we give our definition of an ergodic transformation in a capacity
space.

Definition 4.1. A measurable capacity preserving transformation 6 on the
capacity space (2, F, 1) is said to be ergodic (with respect to 1) if for any
O-invariant set B the following two conditions hold:

(i) p(B) = 0 or u(B) = 1,

(i) p(B) =0 or u(B°) = 0.

Remark 4.2. If 0 is not ergodic with respect to capacity p then the space §2
can be split into two O-invariant sets B and B¢ either each having positive
capacity or one of them having positive capacity which is less than 1. This is
to say 0 is not “irreducible”.

The following example shows why we do not only consider (ii) in Definition
4.1 to define ergodicity.

Example 4.3. Let Q@ = {wy,ws, w3}, F be all subsets of Q0 and Py, Py, Ps
be probabilities on F with Py(w;) = 0, Pi(we) = Pi(ws) = %, Py(wy) =
0, Pg(wl) = P2<w3) = %, Pg(&)g) = 0, P3<w1) = Pg(wg) = % Let ’U(A) =
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min;_q 23 P;(A4), for any A € F, be a lower probablity. We consider the
following transformation 0 with

O(wy) = we, O(wr) =wi, 6O(ws)=ws.

It is easy to check that v is O-invariant and the set of all invariant sets with
respect to 0 is G = {Q, 0, {wy,wa}, {ws}}. So for any set B € G, v(B) =0 or
v(B¢) = 0. But v(G) = {0,3,1}, and Q can be split into two invariant sets
{wi,we} and {ws} with v({w, we}) = 3.

It is easy to check that the following proposition holds.

Proposition 4.2. Let (u, 1) be a pair of conjugate capacities on (0, F). If
1 1s subadditive, then

(i) for any A € F, i(A) < pu(A);

(ii) a transformation 6 being ergodic with respect to p is equivalent to for
any 0-invariant set B, either u(B) =0 or p(B°¢) = 0;

(#ii) a transformation 6 being ergodic with respect to p implies that  is
additive on the 0-invariant o-algebra;

(iv) the ergodicity of 6 with respect to u implies the ergodicity of 0 with
respect to (.

Remark 4.3. For a lower probability v, it is easy to see that v(B) = 0 or
v(B) = 1 implies v(B) = 0 or v(B°¢) = 0. Thus, condition (i) in Definition
4.1 is adequate to guarantee the ergodicity of v. Therefore, the definition of
ergodicity given in [3] agrees with our definition in the case of lower proba-
bility. However, as v(B) = 0 does not imply V(B) = 0, so the erqgodicity of
0 under the lower probability does not imply the ergodicity of 6 with respect
to the upper probability.

Motivated by Theorems 2.6 and 2.7 in [16], we derive the following The-
orems 4.3 and 4.4 as the characterizations of ergodicity in a subadditive
capacity space.

Theorem 4.3. Let 1 be a subadditive capacity on (2, F) and 0 be a mea-
surable transformation from €2 to 0 preserving p. Then the following four
statements:

(i) the transformation 0 is ergodic;

(ii) if every B € F with p(6~*BAB) = 0, then u(B) = 0 or u(B¢) = 0;

16



(iii) for every A € F with u(A) >0, we have p | | U 6’_”A) ) =0;

n=1
(iv) for every A,B € F with u(A) > 0 and u(B) > 0, there exists n € N
such that u(BNo~"A) > 0,
have the following relations: (ii) implies (i); (iv) implies (i). If u is contin-
uous from below, then (i) implies (ii); (ii1) implies (). If p is continuous
from above, then (i) implies (iii). Moreover, if u is continuous, then all the
above four statements are equivalent.

Proof. By Proposition 4.2, (ii) = (i) is obvious.
(iv) = (i). Let B be any invariant set. If u(B) > 0 and p(B°) > 0, then
by (iv) and invariant assumption of B, there exists n € N such that

0<u(B°NO"B)=u(B°NB)=0

which derives a contradiction. Hence pu(B) = 0 or p(B°) = 0. Therefore by
Proposition 4.2, (i) is proved.

(i) = (ii) under the continuity from below assumption of p. Let B € F
with #(6~'BAB) = 0. Since for any n € N

n—1
0"BAB C U “TUBAGTFB) = | J07F(07' BAB)

k=0

then by the monotonicity, subadditivity and #-invariance of p,

n—1

1 (07"BAB) < (U H‘k(e‘lBAB))
k=0

n—1 n—1

< (0O 'BAB)) =) u(6"'BAB).
k=0 k=0
Because of u(67*BAB) = 0, we have
p(0~"BAB) = 0. (15)

Moreover,

<U9 kB) AB C U 0~*BAB),
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thus from the monotonicity, continuity from below and subadditivity of u
and (15) we have

(@) ()

= lim p (O (9-’%%3)) < 3 1 (60"*BAB) = 0.

n—00
k=0 k=0

m ((g Q‘kB) \B) =0, (16)
m (B\ (g 0-’%9)) = 0. (17)

Define B, = () U 67*B. Combining (16), it is direct from B, \B C
n=0 k=n

>~ #7%B)\B and the monotonicity of y that
k=n

Immediately, we have

and

1t (Bs\B) = 0. (18)

Meanwhile,

B\ (U 9’“3) + B\ (U 9’“3) = B\B.,,
k=n n=1 \k=n
together with the continuity from below of p and (17), we have

11 (B\Bs) = 0. (19)

On the other hand, B, is an invariant set since

0B, = ﬁ G "B = B...

n=0 k=n+1

By the ergodicity assumption of u, we have u(By) = 0 or u(BS) = 0.
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If 1(Bs) = 0, then by the subadditivity of p and (19), we have u(B) =0
since

p(B) = p(B)=i(Bx) < p(B)=p(BNBx) < u(B\(BNBx)) = i(B\Bxo) = 0.

If u(BS) = 0, then similarly by the subadditivity of x and (18), we have
wu(B€) = 0 since

W(B%) = p(BY) — u(BS) < p(B°) — u(B°N BL)
< (BB N B)) = u(B\BL) = u(Bx\B) = 0.

Hence, the statement (ii) is proved.
(ili) = (iv) under the continuity from below assumption of p. Let A, B €

F with p(A) > 0 and p(B) > 0. From (iii), we know pu (( U o ”A> >

By the subadditivity, monotonicity and continuity from below of u, we have
m (B N <U 9—”A>) + (Bm <U 9—”A> )
n=1
n=1 n=1
00 k
= u(gBme A) kggu(g(zame A))

< f:,u(Bﬂﬁ "A)
n=1

IN

0 < p(B)

IN

Thus there exists n € N such that p((BN6-™"A)) > 0. Therefore the asser-
tion (iv) is proved.

(i) = (iii) under the continuity from above assumption of u. Let A € F
with u(A) > 0. Define

= Jo*A and A.=[)J0*A
k=1 n=1k=n
It is easy to see that

0 "A = Ue’vuA

k=n-+1
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It follows from the continuity from above and #-invariance of u that

(Ase) = lim p(07" A1) = p(Ar) 2 p(07" A) = p(A) > 0.
Since 07'A,, = A, by (i), we have u(A¢) = 0. Notice that A, C
U, 07" A, therefore pu((J,—, 07" A)°) = 0 and (iii) is proved.
It is then obvious that all the four statements are equivalent under the
continuity assumption of p. O

Remark 4.4. If the upper probability V' is generated by P which is a subset
of A7(Q, F), then V is continuous from below (see Lemma 2.1 in [6]). Thus,
the upper probability related to G-expectation is continuous from below (see
section 3.2 in [11]).

Remark 4.5. In Theorem 4.3, from the equivalence between (i) and (ii)
when p is continuous from below, we can define the invariant sets in a wider
sense on a subadditive capacity space as almost invariant set in classical
ergodic theory (see p330 in [13]). A set B is said to be p-almost invariant
with respect to 0 in a subadditive capacity space (Q, F, ) if u(0"'BAB) = 0.
If the set B is p-almost invariant, then 1(6~*BNB) = u(B) = u(0~'B). Thus
we can consider the p-almost invariant sets when we study the ergodicity.

The statement (iii) means that if p(A) > 0 then 0w will lie into A in
finite steps p-a.s.

The statement (iv) means that if ;(A) > 0 and p(B) > 0, then those w
starting from B, with the flow 0%w arriving into A in finite steps have positive
capacity.

Theorem 4.4. Let pu be a subadditive capacity on (2, F) and 0 be a mea-
surable transformation from § to Q) preserving . Then the following three
statements:

(i) the transformation 0 is ergodic;

(i) if € : Q@ — R is bounded measurable and £(0-) = &£(+), then & is a constant
[-0.S.;

(i) if € : @ — R is measurable and £(0-) = &(+) p-a.s., then £ is a constant
[-a.S.,

have the following relations: (iii) implies (ii); (i) implies (i). Moreover,
if p is continuous from below, then (ii) is equivalent to (i). If further p is
continuous, then all three statements are equivalent.
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Proof. The proof of (iii) = (ii) is trivial.

We now prove (ii) = (i). For any invariant set A, [4(6w) = I4(w). Thus,
by (ii), I4 is a constant p-a.s. So I4 = 0 or 1 p-a.s. If I, = 0 p-a.s., then
u(A) =0. If I, =1 p-a.s., then p(A°) = 0. Thus € is ergodic.

Next we prove (i) = (iii) under the assumption that u is continuous.

For any t € R, let Ay ={w: &(w) >t} and AY ={w: &(w) < t}. Notice
that 071 A, AA; C {w : £(0w) # £(w)}, we have u(0~1A,AA;) = 0 due to
£(0-) = &(+) pas. Since 6 is ergodic and p is continuous from below, by
Theorem 4.3, we know that p(A;) = 0 or u(A§) =0. Thus, u(A;) =0or 1.

Let I = {t: pu(A;) = 0}. By the continuity from above of u, we have

0= nlfw: €)= och) = 4 (m An> = lim p(4,)

Thus there exists n € N such that u(A,) = 0, that is n € T # (. So
set t, = inf I, and immediately t, € I since p is continuous from below.
Hence, for any t > t,, we have u(A;) = 0 and for any ¢ < t., we have
w(Ay) =1 and p(Af$) = 0. Due to the continuity from below of i, we have
p{w : &(w) < ti}) = 0. Combining pu({w : &(w) > t.}) = 0 and the
subadditivity of u, we get p({w : &(w) # t.}) = 0. Thus & is a constant ¢,
p-a.s.

From the proof of (i) = (iii) we can see the continuity from above of y is
used to prove I # (). But if £ is bounded, of course I # (), so we do not need
the continuity from above of p assumption. Therefore, if p is continuous
from below, we can prove (i) = (ii) in the same way as (i) = (iii). O

Remark 4.6. The result can be also presented in the language of transfor-
mation operator U defined by U(§)(w) = £(6w) on the space of measurable
functions on ). Theorem 4.4 says that a map is ergodic to a subadditive
continuous capacity if and only if the transformation operator U has eigen-
value 1 which is simple. In classical probability space case, see Da Prato and

Zabezyk [8] or Walters [28].

Example 4.4. Consider Example 4.1.1 introduced by Feng, Qu and Zhao in
[15]. Let 0 = [0,1), 0, : Q1 — 1,0, (x) = (x + ) mod 1, where « is a
irrational number. Consider Q = [0,2) = Qy U Qy, where Qy = [1,2). Define
f,: Q= Q by
o) = {9(1(1‘) +1, =€y,
T — 1, T e QQ.
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Let P; be the Lebesque measure on );, 1 = 1,2. From the classical ergodic the-
ory, we know that (%, B(%), Bi, (02", )n>1),i = 1,2 are ergodic dynamical
systems.

Define

— A

PAA) = PAANS,), for any A € BQ)
_ 1 - _ _ _ _ _
PZ:§(P1+P2), VZ:P1VP2, ’UI:P1/\P2,
and for all random variable X such that Ep [X]V Ep,[X] < 0o, define
E[X]:=Ep [X]VEpg[X].

Then, by the ergodic Theorem of periodic measure in [17] (Theorem 2.20), P
s an tnvariant measure with respect to 0, and ergodic. By classical Birkhoff’s
ergodic theorem (see [2]), we have

ié(éﬁ) =Ep[¢] = %(]EH €]+ Ep[€]), P-a.s.

o1
lim —
n—oo N,

It is easy to check that P-a.s. and V-a.s. are equivalent. Hence,
1 n—1
lim — k) = c, V-a.s,
n—oo M kzz()g( @ )

and [o&dv < c=Ep[¢] < [,£dV.

On the other hand, by Proposition 4.5 in [15], we know that (Q, B(Q),E, (67),>1)
is an ergodic sublinear dynamical system. By the definition of ergodicity of
dynamical systems under sublinear expectation (Definition 4.2 in [15]), if B
is an invariant set, then E[Ig] = 0 and E[Ig] = 0. Thus V(B) = 0 or
V(B¢) =0. So, 6, is ergodic with respect to V.

Example 4.5. Consider the distorted probability f(P) (Example 4.1). If f
is a concave function then V := f(P) is a concave capacity (Ezample 2.1 in
[12]), and hence V' is an upper probability (Proposition 10.3 in [12]) and its
conjugate capacity v is a lower probability. If further f is strict increasing
on points 0 and 1, then for A € F

PA) =0 V(A) =0 v(Ad) =0, P(A) =1 V(A4) =1 v(d) =1.
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Let 0 be an ergodic transformation with respect to P. By the classical Birkhoff’s
ergodic theorem (see [2]), for any bounded F-measurable random variable &,

k) —
(Jzﬁ.znzf@ ])—1’
therefore,
1
(25 )
that is lim %ZZ;; £(0%) is a constant V-a.s. and this constant lies in
n—oo

Uﬂ fdv,fQ de}. Notice that 6 is also ergodic with respect to both v and
V.

Motivated by above two examples, we will show that for a continuous
upper probability V', the ergodic average is a constant V-a.s. Moreover, we
give a characterization of ergodicity through strong law of large numbers
which is a type of Birkhoft’s ergodic theorem in an upper probability space.
If further V is concave, then we will give an estimate of the ergodic average
constant.

Theorem 4.5. Let V be a continuous upper probability on F and 6 be a
measurable transformation from 2 to Q) preserving V. Then 6 is ergodic with
respect to V' if and only if for any bounded F-measurable random variable &,

,}LnsonZ“’“

1s a constant V -a.s.

Proof. For any bounded F-measurable random variable &, let v be the
conjugate lower probability of V,

n—1
A= {w: nh_{{.lonZS (0*w) exists } (20)

and B
- lim 1 3 ¢(0fw), ifweA
5(0.)) = { n=oo [T .

0, ifweg A
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By Proposition 3.1 and Lemma 3.1, v (A) = 1. Therefore ¢ is a bounded F-
measurable random variable with £(6-) = £(-) V-a.s. and £(-) = lim,,_,o0 + D S E(6%)
V-a.s.
If 6 is ergodic with respect to V, then by Theorem 4.4, £ is a constant
V-a.s. Therefore lim %Zz;é £(0%-) is a constant V-a.s.
n—oo

If for any bounded F-measurable random variable £, lim 1 377 ¢(6") is
n—oo
a constant V-a.s. We consider £ with £(6-) = £(-), then lim X Sy E(0Fw) =
n—oo

&(w). Hence ¢ is a constant V-a.s. It follows from Theorem 4.4 that 6 is
ergodic with respect to V. O

Example 4.6. Let (V,v) denote the g-probabilities generated by the backward
stochastic differential equations (or g-expectations) with generators g(z) =
k|z| and g = —k|z| respectively, where k is any fized number in R*. Then
(V,v) is a pair of continuous upper-lower probabilities (see Example 1 in [5]).
Thus, our results in Theorems 4.3, 4.4 and 4.5 apply immediately to this case.

The following example will show that if 6 is ergodic with respect to v not to
V', then we can not get the ergodic average is a constant V-a.s.

Example 4.7. Consider (2, F,0) in Example 4.2 and let V be the upper
probability po and v be the corresponding lower probability of V. Define
§(w) = L, wo} (W), then for all w € Q,

T}L%HZM’“

In this example, 0 is ergodic with respect to v but not to V and for any

constant c,
§ k. —

Theorem 4.6. Let V' be a continuous and concave capacity on F, and v
be the conjugate capacity to V. If 6 is ergodic with respect to V and £ is a
bounded F-measurable random variable, then there exists a constant ¢ such
that

n—1

lim — dek =¢, V-a.s. andce{/gdu,/gdv]
n—oo 1 Q Q
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Proof. It follows from Proposition 10.3 in [12] that (V,v) is a pair of upper
and lower probabilities. Then, by Theorem 4.5, there exists a constant ¢ such

that -
v ({w : nh_}r&%Zé(@k(w)) = c}) =1

We only need to prove ¢ € | fQ &do, fQ &dV]. Since 0 is ergodic with respect
to V', we have v(G) = {0,1}. It follows from Theorem 4.2 that

1 n—1 1 n—1
v ({w: limsup—Zﬁ(@kw) < / limsup—Z£(9kw)dV}> =1
k=0 k=0

n—oo TV Q n—oo T

Thus, ¢ < [,limsup, . 2 372, &(0%w)dV. Let A be the set defined by
(20) in the proof of Theorem 4.5, then A is a f-invariant set and V(A¢) = 0.
Combining above two equalities, by the subadditivity of the Choquet integral
with respect to V' (Theorem 6.3 in [12]), we get

1 ol 1 n—1
c < /Q(nh_g)loﬁkzzf(ekw) [A(W)dV—l—/Q (ligisogpﬁkz_;gwkw)) Le(@)dV
= /Q (,}E{}O%Zﬂekw) Ia(w)dV

= lim Q<lz_:g(ekw) Ta(w)dV

n—1

tiw =3 [ 6@ w160y

k=079

VA
D
E
~
b
)
B

= Q&(w)fA(w)dV

= [ {w)dV,
Q
where the second equality is due to the dominated convergence theorem
(Lemma 2.2) and the penultimate equality is come from 6 preserving the
Choquet integral with respect to V' (Proposition 3.1). Now we consider —¢
and —c < [, —&(w)dV, that is ¢ > [, &(w)dv. The proof of this theorem is
completed. O

25



Remark 4.7. Cerreia-Vioglio, Maccheroni and Marinacci obtained that for
a O-invariant continuous lower probability v and any bounded F-measurable
random variable &, lim %ZZ;(I) E(0%) ewists V-a.s. If 0 is ergodic in their
n— oo
. . n—1 . .
sense, they showed that the random variable nlglgo%ZkZO (0%.) lies in the

mterval

. 1 n—1 ‘ 1 n—1
/th sup -~ kzzo £(0%(w))dw, /Q lim sup - ;0 £(0F (w))dv

n—oo n—oo

V-a.s. (Theorem 2in [3]). And then, for a continuous convex capacity v, if it
is further strongly invariant that requires all the probabilities in core(v) need
to be O-invariant, they confirmed the interval is [fQ &do, fQ &dVv] (Corollary 2
in [3]). Our result in Theorem 4.5 says that the ergodicity of 0 with respect
to V is equivalent to T}L{Eo % ZZ;(I) £(0%-) being a constant V-a.s. This means
Birkhoff’s strong law of large numbers is a necessary and sufficient condition
for ergodicity. Moreover, for a convexr continuous capacity v, Theorem 4.6
shows that the constant lies in [ [, &dv, [ €dV]. For this result we do not
need the assumption of v being strongly invariant.

5. Ergodicity of stationary processes on capacity spaces

The notion of stationary stochastic process on a capacity space general-
izing the usual notion of stationary stochastic process in classical probability
space, was given in [3] as follows.

Definition 5.1. Given a capacity space (2, F, 1), we say that stochastic pro-
cess {Yy bnen is stationary if and only if for each n € N, k € Ny and Borel
subset A of RF1,

p{w: Ya(w), -+, Yar(w) € A}) = p(fw s Yo (@), -+, Yapaga(w)) € A}).

It is easy to see that {Y), }nen is stationary on (2, F, ) if and only if {Y}, },en
is stationary on the conjugate capacity space (€2, F, ). In classical proba-
bility theory, independent identically distributed random variables sequence
must be stationary. However, such a result will not be valid in the capacity
theory, we can find such a case in Example 2.1.
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Let (RN, 0(C)) denote the space of sequences endowed with the o-algebra
generated by the set of all cylinders C. We denote a generic element of RN
by x. Any set C' in C called cylinder, has the following form

C={x=(z1,x9,23,-++): (x1,"+ ,2,) € H} (21)

where n € N and H € B(R"). It is well known that C is an algebra. We
consider the shift transformation 7 : RY — RN defined by

T(X) = 7(21, 9, 3, -+ ) = (T2, 3,24, ), forany x = (21, 29,23, ) € RY,

The stochastic process {Y; }nen induces a measurable map from (Q,F) to
(RY, 0(C)) by

wr Yw) =Y (w),Ye(w), Y3(w), ), forany w € Q.
Define py : o(C) — [0, 1] by
py(C) = (Y H(C)), for any C € o(C).

It is easy to check that py is a capacity on o(C) and py is continuous/convex/

oo
concave if i is continuous/convex/concave respectively, as Y ! ( U C’n) =

nf:jlY‘l (C,) and Y (ﬁ cn) n Y1 (C,), for any {Colnen C o(C).

Moreover, iy = jiy.

Proposition 5.1. Let Y = {Y, }en be a stochastic process on the capacity
space (2, F, u) and p be continuous. Then Y = {Y, },en is stationary if and
only if py s the shift transformation T-invariant.

Proof. On one hand, assume Y = {Y}, },,en is stationary and let
M={A: A€a(C)py(r(4)) = py(A)}.

Then by the stationarity of Y, for any C' € C with H given in (21) corre-
sponding to set C', we have

py(rH(C) = p({w: TY(W) €C}) = p({w: (Ya(w), + Yau(w) € H})

(
p{w: M), - Ya(w)) € H})
p({w : YW)EC}) 1y (C),
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which implies that C C M. Because of the continuity of u, py is continuous
and then M is a monotone class. Therefore, by the monotone class theorem
we can get M = o(C) which means py is the shift transformation 7-invariant.

On the other hand, assume that py is the shift transformation 7-invariant,
then for each n € N, k € Ny and A € B(R*1),

p{w: (Yaw), -+, Yor(w) € A}) = py(R™ x A x RY"F)
y(TTHR x A x RYR))
y(R" x A x RN-n=k=1)

i
T T

= p{w: Yopr(w), - Yaqisn(w)) € A}).

That is to say {Y, }nen is stationary. O

Definition 5.2. The stochastic process {Yy }nen on capacity space (2, F, i)
15 called ergodic if the shift transformation T is ergodic with respect to py.

Now we give the strong law of large numbers for stationary and ergodic
stochastic sequences on an upper probablity space.

Theorem 5.1. Let (V,v) be a pair of continuous upper and lower probabil-
ities on F. If a bounded stationary process Y = {Y, }nen on capacity space
(Q, F,V) is ergodic, then there exists a constant ¢ such that

v ({w eQ: T}Lrlgo%zn:Yk(w) :c}> = 1.

If further V is concave, then c € [ [, Yidv, [, Y1dV].

Proof. It is easy to check that (Vi,vy) is a pair of continuous upper and
lower probabilities on o(C) since (V,v) is a pair of continuous upper and
lower probabilities on F. By Proposition 5.1, vy and Vy are the shift trans-
formation 7-invariant. Define £ : RN — R by £(x) = &(x1, 2o, 23, ) = 21,
for any x = (21, 22, 73, -+ ) € RY. Since 7 is ergodic with respect to Vy, then
we can get the following equality by Theorem 4.5 that there exists a constant
¢ such that
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Notice that £ 37, = = 370 (77 !x), we have

o (o 3] (o 3 <o} ).

If further V is concave, then V&5 is concave while v and vy are convex.
Thus, it follows from Theorem 4.6 that ¢ € [[on &dvy, [on EdVy]. By the
transformation rule of Choquet integral (see Proposition 5.1 in [12]), we have

. Edvy = fdv /5 dv/Yldv

and similarly
EdVy = / YidV.
RN Q

As a consequence, we completed the proof of Theorem 5.1. O

Corollary 5.1. Let (V,v) be a pair of continuous upper and lower probabili-
ties on F. If a bounded stochastic process Y = {Y,, }nen on the capacity space
(Q, F, V) is stationary and for anyn € N, 0(Yy, k <n) and o(Yy, k > n+1)
are independent with respect to V. Then there exists a constant ¢ such that

v ({w eQ: ,}g{}o%i;y’“(“}) :c}> =1.

If further V' is concave, then c € [fQ Yidov, fQ YidV].

Proof. From Theorem 5.1, we only need to prove that the shift transforma-
tion 7 is ergodic with respect to Vy. Let B be any 7-invariant set, then for
any n € N

Y '(B) = Y'(v'B)=Y'(r"(B)) ={w: ™Y(w) € B}
= {w: Yan(w),Yaro(w),---) € B} € o(Yy, k> n+1).

So Y '(B) € T. By the assumption that for any n € N, o(Y;, k < n) and
oYy, k > n+ 1) are independent with respect to V, it follows from the
Kolmogorov 0-1 Law in capacity spaces (Theorem 2.1) that V(Y '(B)) =0
or V(Y '(B)¢) = 0. Therefore Vi (B) = 0 or Vy(B°) = 0, that is 7 is ergodic
with respect to V4 by Proposition 4.2. O
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Remark 5.1. There are many references on strong law of large numbers
for capacities under different definitions of independence and identical dis-
tributions, see for example [4], [6], [9], [14], [21], [22], [23], [26], [30] and
references therein. Comparing with these papers, in this paper, we replace the
independent identically distributed hypothesis by the stationarity and ergod-
icity as in [3]. It was obtained in [3] that the empirical average exists V-a.s.
By strengthening the definition of ergodicity, we obtain that the empirical av-
erage is constant V-a.s. This is a property that was not present in previous
work.
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