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Abstract 

Short cracks appearing under fatigue conditions are of major concern for safety-critical com-

ponents. In this paper, a computational approach based on crystal plasticity and extended finite 

element method is developed to predict the slip-controlled short crack growth in a single crystal 

nickel-based superalloy. The onset of fracture is controlled by cumulative shear strain of indi-

vidual slip system and the direction of crack growth follows crystallographic slip plane. Simu-

lations are carried out for [111] orientation at 24 °C and 650 °C, and the results confirm the 

capability of this approach in predicting the tortuous crack path and irregular propagation rate. 
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1. Introduction 

In “damage-tolerance” life assessment, components may contain defects in the form of cracks 

that are allowed to grow up to a critical length. Thus, this approach requires accurate infor-

mation of fatigue crack initiation and propagation, especially the evolution of short cracks 

which occupies a majority portion of the total fatigue life. Numerous experiments showed that 

short cracks exhibit a propagation behaviour different from long cracks [1], having fluctuations 

in crack propagation rate [2] and being highly affected by the local microstructure [3]. In single 

crystals, the propagation of short cracks depends more on the crystallographic orientation [4,5] 

and temperature [6] due to the absence of grain boundaries. Neu [7] reviewed the crack path in 

single-crystal nickel (Ni)-based superalloys under various thermal conditions, and cracks ap-

peared to grow along crystallographic planes at room temperature but followed an initial mode-

I path before switching to crystallographic paths at high temperature. Similar findings were 

also reported for a single crystal Ni-based superalloy in [8]. 

 

In numerical simulations of crack initiation and propagation, the finite element method (FEM) 

is widely used, where the crack path is usually specified beforehand or predicted step by step 

through subdivision calculations. The Virtual Crack Closure Technique (VCCT) [9] and the 

Cohesive Zone Model (CZM) [10] are among the techniques used to simulate crack propaga-

tion. However, the predicted crack paths are highly sensitive to the mesh structure and need to 

be predefined [11]. Also, continuous remeshing is required throughout the simulations since 

the crack surfaces need to be aligned with the finite element edges, leading to a high computa-

tional cost. The Extended Finite Element Method (XFEM) is designed to overcome these dis-

advantages [12]. This approach relies on the introduction of enrichment functions into the 

standard FEM so that arbitrary discontinuous structures can be described.  In this method, 

cracks are modelled in a mesh-independent way, without the introduction of predefined paths 
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or remeshing requirements. The XFEM has been used to simulate the growth of both mac-

rocrack [13,14] and microcrack [15]. 

 

In the past few decades, various stress-, strain- and energy-based macroscopic fracture criteria 

have been developed to simulate crack growth in metals [16–20]. These phenomenological 

models aim to find relationships between the crack growth rate and fracture parameters, which 

have been proved to work well for long cracks. However, they do not consider crystallographic 

mechanism, which prevents them from capturing the tortuous paths and highly varying growth 

rates at the early stage of crack growth. Hence, models that use dislocation- or slip-based crystal 

plasticity (CP) theory to describe the material behaviour have been recently developed [21,22]. 

These models incorporate microscopic fracture criteria and enable the calculation of the driving 

force for crack growth as well as the direction for the crack extension. Besides, experimental 

studies [23] have related the crack growth to the cumulative plastic strain, which was subse-

quently used as a criterion to predict crack growth in numerical investigations [24]. Such cri-

terion was also used with a CP model and a remeshing technique to predict the crack path in a 

polycrystalline Ni-based superalloy [25]. Specifically, the crack grew along the slip trace cor-

responding to the maximum cumulative slip and extended to the grain boundary. However, the 

crack path was assumed unchanged within each grain, and did not represent the intragranular 

deflection of crack growth observed experimentally [26]. 

 

In other studies, CP was combined with adaptive remeshing to achieve either straight or zig-

zag paths based on single- or double-slip behaviour of the material [27–29]. The damage indi-

cator used in these papers was a combination of normal stress, resolved shear stress, and shear 

strain of each slip system. The crack growth was along the direction with the greatest damage 

rather than crystallographic directions. However, this method has a high computational cost 
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and also requires experimental validation. More recently, a mechanistic framework based on 

XFEM and CP was developed for microstructurally-sensitive cracks, using dislocation config-

urational stored energy and crystallographic trace as the damage criterion and the growth di-

rection, respectively [30]. Compared with the former models, this framework showed a better 

capability to capture the cross-slip behaviour, alternating crack path and the variations in prop-

agation rate in both single crystals and bicrystals. The work was further extended to HCP (hex-

agonal close packed), BCC (body centred cubic) and FCC (face centred cubic) polycrystals, 

and the results were in good agreement with experiments [31]. However, the approach could 

not predict crack deflection within grains for FCC crystals as observed experimentally [8].  

 

So far, there is no existing work that can successfully capture the tortuous crack path and fluc-

tuating growth rate for short cracks in FCC single crystals. Despite the capability of XFEM to 

describe cracks with high accuracy at a relatively low computational expense, it has not been 

combined with CP models to predict the short crack propagation. In this article, a computa-

tional approach that combines slip-based CP and XFEM was proposed. Specifically, the CP 

model was calibrated from low cycle fatigue experiments and then applied to crack growth 

simulations based on XFEM. By using a crystallographic damage criterion, crack growth paths 

were predicted in a Ni-based superalloy at room and high temperatures. Meanwhile, crack 

propagation behaviour was discussed by tracking the activities of slip systems. Furthermore, 

crack growth rates were also calculated and compared with the experimental data. 

 

2. Methodology 

2.1. CP model 

The model is based on the large deformation and rate-dependent CP theory [32,33]. The total 

deformation gradient F  is decomposed into elastic and plastic parts  
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 = e pF F F , (1) 

where eF  corresponds to the elastic distortion of lattice and pF  denotes the plastic shear of the 

material. 

 

The plastic velocity gradient pL  in the intermediate (or unrotated) configuration is defined as 

the sum of the crystallographic slip rate   on all slip systems   [34] 

 1p p p

a

     sL F mF  , (2) 

where s  and m  refer to the direction of shear slip and normal to the slip plane in the refer-

ence configuration respectively. 

 

The elastic strain is defined as the Green-Lagrange strain tensor eE  

 T1

2
e e e   E F F I , (3) 

where I  is the second-order identity tensor. The second Piola-Kirchhoff stress S  is related to 

eE  according to  

 e eS C E , (4) 

where eC  is the fourth-order elastic constant tenor. Then the resolved shear stress on the slip 

plane   is obtained as  

  :    S s m , (5) 

and the Cauchy stress can be calculated as 

   1 Tdet e e e
σ F F SF . (6) 

 

The plastic shear rate of each slip system follows a power-law function [35] of the resolved 

shear stress   given as 
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where 0  is the reference shear strain rate, g  is the critical shear stress of the th  slip system 

for isotropic hardening,   is the back stress for kinematic hardening and n is the rate sensi-

tivity exponent. The initial value of g  represents the initial slip resistance 0g , which is as-

sumed to be the same for all slip systems.  

 

The isotropic hardening is characterised by the evolution of the critical shear stress by [36] 

    g h 




  , (8) 

where h  is the slip hardening modulus due to the self-hardening and latent hardening given 

by 

  h q h   . (9) 

 

In the above equation, the subscripts 	and	  are the indices of slip systems. When   , 

q  becomes q  which represents the self-hardening constant; while  q    stands for 

the latent hardening constant. Also,  h   is the self-hardening modulus proposed as [33]  

  
2 0

0
0

sech
s

h
h h


 




, (10) 

where 0h  is the initial hardening modulus, 0  is yield stress which equals the initial critical 

resolved shear stress, s  is the stage I stress which controls the limit of g , and   is the cu-

mulative shear strain on all slip systems, which is calculated as 

 
0

t
dt



   . (11) 
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The kinematic hardening is described by the evolution of back stress with slip according to the 

standard Armstrong-Frederick model [37] 

 =c d         , (12) 

where c  is the direct hardening modulus and d  is the dynamic recovery modulus. 

 

The CP framework described above has been incorporated in ABAQUS/Standard multi-

purpose finite element software [38] as a user material subroutine (UMAT) [39], which was 

used in this study. 

 

2.2. Extended finite element method (XFEM) based on cohesive behaviour 

The XFEM is an extension of the conventional finite element method by introducing a frame-

work of the partition of unity [12]. In XFEM, discontinuities can be contained in an element 

by enriching degrees of freedom with discontinuous functions. Normally, the singularity 

around the crack tip is described by near-tip asymptotic functions  aF x  and the crack surfaces 

are represented by discontinuous functions  H x . Then, the approximate displacement vector 

 can be calculated as 

      
4

1 1

N

i i i i
i

N x H x F x 


 

     
 u a b c , (13) 

where iN  is the conventional nodal shape functions, ia  is the standard nodal displacement 

vector for the continuous part, ib  is the nodal enriched displacement vector of the nodes cut 

by the crack, i
c  is the nodal enriched displacement vector of the nodes around the crack tip. 

When the traction-separation cohesive behaviour is combined with the XFEM framework, 

 aF x , which represents the near-tip asymptotic singularity, is not needed [40]. The jump func-

tion  H x  is the Heaviside function used to mark the side of a crack as 
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 (14) 

where   and   are the two sides of the crack.  

 

To represent the discontinuity and cohesive behaviour, a special type of nodes termed as “phan-

tom” nodes are superimposed to the real nodes. As shown in Fig. 1, when the element is un-

damaged, each phantom node and its corresponding real node are tied together. If the element 

is damaged, the separation of the element will be based on a cohesive law. When the cohesive 

strength of the damaged element decreases to zero, which means the crack goes through the 

element, the phantom and the real nodes will be separated, and the element will become two 

elements containing both real and phantom nodes.  

 

 

Fig. 1. Illustration of XFEM principle 

 

XFEM has been successfully implemented in ABAQUS for over a decade. To specify damage 

criteria appropriate for crack propagation, a user damage subroutine (UDMGINI) is used, 

where the critical value and the vector normal to the crack growth direction are provided. Dur-

ing each computation increment, the onset of fracture is determined by the fracture value and 

normal direction vector averaged at the centroid of the element. The traction-separation behav-

iour will be activated when the fracture value is greater than 1.0 and the crack growth will be 

controlled by the normal direction vector. 

 

2.3. Crack growth criterion 
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To physically capture the slip-controlled crack initiation and propagation, a damage criterion, 

including crack growth direction, needs to be proposed at the crystalline level. From the exper-

imental observation [23] and existing numerical studies [24,25], crack propagation could be 

related to the accumulation of total strain or shear strain. In this work, because the slip-con-

trolled crack paths were found in the in-situ SEM experiments, we assumed that the crack 

propagation was driven by the cumulative shear strain of individual slip system. Specifically, 

the individual cumulative shear strain (ICSS) was proposed as a damage criterion to reflect the 

contribution of each slip system, which is defined as 

 
0

t
ICSS dt

    . (15) 

 

Once initiated, the crack growth will be aligned with the crystallographic plane. Although 

XFEM seems straightforward to use, there are still some limitations as documented in 

ABAQUS (2018). Indeed, two limitations that mostly affect the crack propagation study in this 

paper are: i) only a single straight crack can be contained within an XFEM element and ii) 

crack deflection cannot be greater than 90 degrees. As a crack grows along a slip plane, it may 

have conflicting projected directions or sharp deflections, and hence, manual control was in-

troduced when such situations happen. As shown in Fig. 2a, a normal crack would grow ac-

cording to the projected direction and change its direction when the element ahead of the tip 

requires a different propagation path. However, under certain circumstances (depending on the 

predicted directions), results for the elements around the crack tip will produce contradictory 

projected directions which makes the crack unable to extend to any direction. For instance, as 

shown in Fig. 2b, the crack grows along the green direction and should re-enter the element 

with a predicted path along the red arrow (i.e., the blue dotted line). In this case, the calculation 

may stop or produce the wrong results regarding the crack path since only one single straight 

crack can be contained within an XFEM element. To avoid this issue, we force the crack to 
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advance into the next element at a small angle and make it grow out of the contradictory zone 

by specifying the direction. It should be noted that in these cases, the crack fluctuates locally 

but shows an overall flat path macroscopically, hence the manual control does not essentially 

change the results. Similarly, when the crack is supposed to change its direction sharply, at an 

angle of larger than 90 degrees, the calculation will also either stop or generate a wrong result. 

As presented in Fig. 2c, the crack grows along the green direction and is supposed to deflect 

along the red direction, forming a sharp angle (blue dot line). In this situation, we make the 

crack change the direction through two consecutive changes of small angles rather than a sharp 

one. Once again, this interference will not affect the overall response as the transition only 

occurs at the turning point within 2 or 3 elements. 

 

 

Fig. 2. Different crack-path scenarios: (a) normal case, (b) conflicting directions and (c) de-

flection angle greater than 90 degrees. The blue dashed line represents the abnormal paths 

and the black lines represent the path after manual control. 

 

The above manual procedure was introduced through the user-defined damage subroutine (UD-

MGINI) of Abaqus, where the critical value and the vector normal to the crack growth direction 

are specified. When the abnormal situations illustrated in Fig. 2b and c (blue dashed lines) 

happen, the element number ahead of the crack tip will be recorded and a new crack path will 

be specified for the recorded elements, leading to a smooth transition of crack growth path 
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(black lines in Fig. 2b and c). More specifically, for the problem shown in Fig. 2b, the crack 

tried to turn back into the already cracked element (see row 2, column 2) according to the slip-

based criterion, but was not possible due to the XFEM limitation. In this case, the direction of 

the normal vector will be kept unchanged to make sure the crack keeps going forward, but the 

magnitude of the vector will be multiplied by a small factor (0.1 in this work) to make the crack 

path close to the horizontal line before it could turn into the direction as predicted by the XFEM. 

To fix the problem shown in Fig. 2c, the normal vector for the element ahead of the crack tip 

was multiplied by a factor (0.1 in this work) to create a smaller angle of direction change. 

 

2.4 LCF experiment and CP model parameter calibration 

The material used in this study is a nickel-based single-crystal superalloy G-Ni 135SX (MD2), 

with a chemical composition of Ni-5.1Co-6.0Ta-8.0Cr-8.1W-5.0Al-1.3Ti-2.1Mo-0.1Hf-0.1Si 

(in wt.%). Single-crystal rods were prepared in [111] orientation and used to manufacture cy-

lindrical dog-bone specimens for low cycle fatigue (LCF) experiments. The specimens had a 

gauge length of 13 mm and a diameter of 4.37 mm at the gauge section. LCF tests were per-

formed at room temperature (24 °C) and 825 °C, using a servo-hydraulic testing machine, with 

the [111] orientation along the loading axis. All tests were strain-controlled, with a fully re-

versed ( 1R   ) triangular waveform and a strain rate of 0.001/sec. Three different strain am-

plitudes, 0.6% (30 cycles), 0.8% (30 cycles), and 1.0% (until complete fracture), were consec-

utively applied in each test.  

 

The above experimental datasets were utilised to calibrate the CP model parameters presented 

in Section 2.1. To this aim, a single eight-node element (C3D8) was used to simulate the stress-

strain response under low cycle fatigue. Based on TEM observations made in FCC crystals 
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[41], there was no adequate evidence of the activation of cubic slip systems. So, only 12 equiv-

alent {111} <110> slip systems were considered in this work. The material properties used in 

all simulations were calibrated according to the following steps (Fig. 3): i) the elastic moduli 

for cubic crystals  11 12 44, ,C C C  were determined from the monotonic part of cyclic loading 

curves, ii) the exponent n  and the reference shear strain rate 0  were chosen by considering 

the rate-dependent sensitivity and numerical stability, iii) other parameters related to octahedral 

systems were determined by matching the [111] loading experiment data. Then, an optimisa-

tion process was used to minimise the overall distance of plastic strain between the experiment 

and simulation. 

 

Here, we aimed to calibrate the CP model using the LCF test data which were conducted on 

cylindrical specimens. Therefore, a 3D model is appropriate and also more accurate for this 

purpose, as 2D simplification would cause a deviation in the model parameter calibration stage. 

Also, according to the ASTM standard (E606-04, 2004) [42], LCF tests are normally carried 

out under strain-controlled conditions. In this study, the LCF data were used mainly for CP 

model calibration. As long as the model was properly calibrated, it would not be a problem to 

simulate the material response under stress-controlled conditions (i.e. the in-situ SEM crack 

growth tests).  

 



13 
 

 

Fig. 3. CP model parameter calibration process 

 

3. Computational approach 

3.1. Crack propagation model 

Fatigue tests on short crack propagation were performed by Zhang et al. [8] for alloy MD2 

using an in-situ SEM approach. Dog-bone specimens with a gauge length of 5 mm and cross 

section of 2×1 mm2 (Fig. 4a) were machined from the single-crystal rod of [111] orientation. 

A U-shape notch was produced in the middle section of the specimen, with a depth of 0.4 mm 

and a radius of 0.16 mm (Fig. 4a). Tests were carried out in load-controlled mode at both room 

temperature and 650 °C. The cyclic load had a sinusoidal waveform of 10 Hz frequency, with 

a peak stress of 680 MPa and a load ratio of 0.1. The SEM was operated in a vacuum condition 

with an accelerating voltage of 15 kV. The tests were paused at various intervals for SEM im-

aging in order to capture the crack length for later measurements. 

 

To simulate the crack growth, a 2D plane strain model was developed for the notched region 

of the specimen in ABAQUS (Fig. 4b), covering an area of 2000×5000 μm2. This was an as-

sumption made to facilitate the extremely time-consuming CP-XFEM simulations under fa-

tigue loading conditions. It also reflected the situations of the in-situ SEM experiment for which 
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the sample was relatively thick (thickness-width ratio > 0.5) and the short fatigue cracks were 

found to propagate in a through-the-thickness manner (instead of surface cracking). However, 

it should be noted that the crystallographic slip of the material under plane strain condition 

behaves very similarly to that in an actual 3D model, therefore, the effect of plane-strain as-

sumption on crack propagation is expected to be relatively small as the criterion for crack 

growth was based on the shear deformation of individual slip system. For XFEM simulation, a 

crack propagation area was specified near the notch root. Since we focus on the early stage of 

crack propagation, a dense mesh was created for this specified area that allows the crack to 

grow to a horizontal length of 110 μm. The elements are quadrilateral linear plane strain (CPE4) 

XFEM elements with an average size of ~2.5 μm (3850 elements). The rest of the domain was 

discretised into 360 CPE4 elements and 1713 triangular linear plane strain elements (CPE3). 

The XFEM result is generally considered mesh independent, but the manual control introduced 

in this work could locally affect the crack path. This mesh dependency is an inevitable conse-

quence of the manual control process which was, however, essential to make the XFEM simu-

lations continue in our study. To explore the mesh sensitivity, a denser mesh was recreated, 

with an average size of ~1.25 μm in the XFEM region. Simulations were carried out for the 

[111]-oriented specimen at 650 C, and the crack growth predicted by the two meshes followed 

almost the same path if we kept the amount of transition crack growth unchanged in the manual 

control process. In addition, a predefined crack was introduced to centre of the notch in the 

XFEM area to reflect the initiation of the crack observed experimentally (see the magnified 

section in Fig. 4b). To prevent rigid body movement, the bottom and the left sides of the model 

were constrained in their respective normal directions. 
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Fig. 4. (a) The geometry of specimens used in fatigue test and (b) boundary conditions and 

loading assignment description along with geometrical details of XFEM model for crack 

propagation simulation  

 

3.2. XFEM procedure 

In the ICSS criterion, the slip system with the highest ICSS value is chosen to be the repre-

sentative slip system of an element. The fracture occurs in an element when its ICSS reaches a 

critical value, and its associated normal direction vector is considered as the normal of the 

corresponding slip plane (Fig. 5). In ABAQUS, multiple damage mechanisms can be defined, 

and the final damage behaviour of an enriched element is governed by the most critical one. 

Each mechanism contains a fracture criterion and a normal direction, and these parameters are 

calculated at the centroid of the element (averaged over the integration points). In this paper, 

four damage mechanisms with the same critical ICSS value were used to assess the possible 

crack growth along the four slip planes. The critical value of ICSS was chosen as 0.026 for 

24 °C and 0.020 for 650 °C according to our observations in the simulations. Firstly, the distri-

bution of ICSS for different slip systems was relatively stable at the crack tip after the first or 
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second loading cycle. Secondly, the chosen critical value allowed us to obtain the crack growth 

rate within an acceptable level of computing times or number of loading cycles, i.e., 0.026 for 

24 °C. For 650 °C, we proposed that the critical ICSS value was related to that for 24 °C 

through the critical resolved shear stress 0  and the stage I stress s  as expressed in the fol-

lowing equation  

 
0

24 C 24 C
24 C

650 C 650 C
65 C

0 s

0 s

1

2

ICSS

ICSS

 
 

 


 


 
  

 
. (16) 

 

 

Fig. 5. Demonstration of crack direction definition: the normal direction of the slip plane is 

projected to the model plane then set to be the vertical vector of the enriched element, the 

crack goes along the intersection line of the model plan and the slip plane 

 

An energy-based exponential function inside the Abaqus, which controls the damage evolution 

of enhanced element (XFEM element) based on cohesive behaviour, was used to describe the 

damage evolution of XFEM element. The damage evolution law describes the rate at which 

the cohesive stiffness degrades once the corresponding initiation criterion is met, i.e. how fast 

the element will be fully damaged. The energy-based exponential function contains two major 

parameters, the exponent and dissipated energy. In this study, the values were taken as 2 and 
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0.001 to make sure the element, which contains the crack, is fully damaged at a fast but numer-

ically stable speed. The maximum time increment was set as 0.01 second to avoid numerical 

instability and reduce the influence of partially damaged elements. 

 

4. Results and discussion 

4.1. CP parameter calibration 

The CP model parameters were calibrated at both room (24 °C) and high temperatures (825 °C), 

and provided in Table 1. In addition, the parameters were also linearly interpolated in order to 

carry out the XFEM simulation of crack growth at 650 °C. Comparisons of the first hysteresis 

loop at 0.6% strain between the numerical and the experimental results are shown in Fig. 6a 

for 24 °C and 825 °C, and the predicted results for 650 °C are also provided. Very good agree-

ment is observed at both 24 °C and 825 °C conditions as the deviation of maximum stress level 

between experiments and simulations was less than 30 MPa. The simulation predicted slightly 

lower stress level at the elastic part, being less than 100 MPa and having little influence on the 

crack propagation. Moreover, in Fig. 6b the numerical results for stress evolution are compared 

to the experimental ones for 0.6% and 0.8% strains at 24 °C and 825 °C; while the prediction 

for 650 °C is also displayed. At both 24 °C and 825 °C, the simulation can capture well the 

stress evolution at both strain ranges, and the deviations of maximum and minimum stress 

between experiments and simulations were less than 90 MPa.  

 

Here, LCF tests were performed at 24 °C and 825 °C only, while the in-situ SEM experiment 

was conducted at room temperature and 650 °C only (limited by machine capacity). These are 

the data currently available to us. To apply the CP model for crack propagation prediction at 

650 °C, we will have to use interpolation to work out the model parameters at 650 °C (as shown 

in Table 1). The interpolation can introduce some inaccuracies for the strain-stress behaviour, 
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but it won’t affect the ICSS distribution at the crack tip too much since this behaviour is more 

dependent on the crystallographic orientation and the local crack path. 

 

Table 1. Parameters of the CP model for MD2 at 24 °C, 825 °C and 650 °C 

Parameters 24 °C 825 °C 650 °C 

C11/MPa 174030 140000 147435 

C12/MPa 77380 71250 72590 

C44/MPa 118520 105650 108461 

n 10 10 10 

/sec‐1 0.00001 0.00001 0.00001 

h0/MPa 173.5 150.4 155.4 

τs/MPa 266.5 174.0 194.2 

τ0/MPa 216.8 165.0 176.3 

 1 1 1 

 1 1 1 

c	/MPa 200 200 200 

d 2 2 2 
 

 

Fig. 6. Comparisons between the numerical and experimental results for the [111] orientation 
at 24 °C, 825 °C and 650 °C: (a) the first hysteresis loop at 0.6% strain and (b) the stress evo-

lution for 0.6% and 0.8% strain. 
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4.2. ICSS distribution around the crack tip 

By applying the CP model to the sample tested at room (24 °C) and high temperatures (650 °C), 

the ICSS value of each octahedral slip system at the crack tip was extracted before the first 

crack extension. Depending on the temperature, different slip systems were activated in the 

simulation, and the distinction among ICSS values can be significant. In Fig. 7, the ICSS values 

of all the octahedral slip systems in the 650 °C sample are provided in the form of contour 

plots. The produced fields for various slip systems differ significantly in both intensity and 

spatial distribution, showing asymmetric butterfly-shaped patterns around the tip. Comparing 

these plots, we deduce that the 111 011  and 111 101  slip systems were the most active 

near the crack tip, occupying the lower and the upper parts of the crack front respectively. In 

Fig. 8, the ICSS distributions in the 24 °C sample are displayed for the major slip systems. In 

fact, most of the slip systems were activated, but the slip only existed in a small region around 

the crack tip, which makes the ICSS pattern much smaller and less distinct. Similar to the 

650 °C sample, the 111 011  and 111 101  slip systems were the most active near the 

crack tip, but narrow high-intensity zones could affect the crack propagation rate (as discussed 

in the next section). It is noted that the fields for the 650 °C sample are more dispersed than 

those for 24 °C sample, which means that higher strain levels have been reached in a broader 

zone ahead of the crack tip in these samples. The distributions are expected to affect both the 

crack paths and propagation rates. In fact, a more scattered field indicated that a larger area 

will meet the critical value for crack growth. Also, areas dominated by different slip systems 

can result in competing crack paths and therefore increase or decrease the propagation rate. 
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Fig. 7. ICSS distributions of octahedral slip systems around the crack tip in 650 °C sample 

 

 

 

Fig. 8. ICSS distributions of major slip systems around the crack tip in 24 °C sample 

 

4.3. Crack propagation paths 

We now examine the crack propagation paths in both samples. Based on the earlier discussion 

regarding slip system activity, the Schmid factors and projected angles between crack exten-

sion direction and loading direction are provided in  
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Table 2 as a reference. It should be noted that the local Schmid factor may be different because 

of the local stress distribution, nevertheless, it can explain the overall distinction among all 

octahedral slip systems. 

 

The obtained numerical results for both samples are given in Fig. 9. It is clear that both the 

24 °C and 650 °C samples exhibit a zig-zag crack behaviour comprising two types of crack 

paths, an upward path of 19.9° or 27.4° angle and a downward path of 154.3° or 160.1° angle, 

measured with respect to the loading axis. Hence, it is inferred from  

 

Table 2 that the cracks are dominated by the slip systems of the 111  and the 111 	slip 

planes. It should be mentioned that the 111  101  slip system has an absolute Schmid factor 

value 0.2671 based on theoretical calculations, which is higher than any slip system of the 

111  slip plane family, however, the predicted path of 100.2° angle was not found either in 

the experiment or in the numerical study. This manifests that the crack path is not only con-

trolled by the overall Schmid factor but also affected by local stress distributions altered by the 

presence of the evolving crack. It should be noted that the mode I path observed for high tem-

perature was predominantly related to the crack initiation stage. In this paper, we focused on 

the crack propagation stage which is controlled by crystallographic slip. Further research will 

be required in order to capture the crack path at the initiation stage, such as modifications of 

the crack growth criterion by including multiple slip behaviour. 

 

Table 2. Schmid factors and crack path angles of octahedral slip systems for both sam-

ples. 

 24 °C [111] 650 °C [111] 
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No. Slip plane Slip direction Schmid factor Crack path Schmid factor Crack path 

1 111  011  0.2556 

 

0.2460 

 

2 111  101  -0.2671 -0.2293 

3 111  110  0.0114 -0.0166 

4 111  101  -0.0017 

 

0.0218 

 

5 111  110  -0.2983 -0.2420 

6 111  011  0.2966 0.2637 

7 111  011  0.0097 

 

0.0051 

 

8 111  110  -0.2510 -0.3164 

9 111  101  -0.2607 -0.3216 

10 111  011  0.0312 

 

0.0127 

 

11 111  101  -0.0046 0.0705 

12 111  110  0.0359 -0.05783 

 

Interestingly, the numerical response obtained for the 24 °C specimen has many similarities to 

the corresponding experimental observation (Fig. 9a). Indeed, the crack initiated in a complex 

pattern alternating between 20° and 155° and finished along a single upward path after an al-

most horizontal segment, which comprises small cracks facing either upwards or downwards. 

This trend is also observed in the numerical results as the crack initiates along a small tortuous 

path and ends with a larger scale triangular pattern. These two blocks are connected with a 

middle region that contains tiny deflections and flat segments, as an outcome of intensive com-

petition between 111  and 111  slip planes, which can also be correlated with the experi-

ment. Looking at the ∆ICSS of the 24 °C sample, which shows the difference of ICSS values 

between the last two crack growth increments, the higher intensity values are around the crack 

path and crack tip, reflecting the stress concentration. The ICSS will accumulate around the 

crack tip and drive the crack to grow further. 

 

86.3°

93.2°
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However, there is a mismatch between experimental and numerical results regarding the am-

plitude of the propagating cracks. The crack path of 24 °C simulation showed a similar ampli-

tude to the experimental result, while the numerical result of 650 °C shows a smaller amplitude 

than the experimental one. There are several reasons that may account for this mismatch: (1) 

This work did not take into account the effects of creep and oxidation at high temperature, 

which could change the local activities of slip systems, affecting the propagation of cracks. (2) 

The FE model in this work did not consider any defects contained in the specimens, such as 

voids and inclusions, which could have an impact on the crack growth path due to the alteration 

of local stresses and slip activities. (3) From experimental observations, multiple slip bands 

(slip traces) were formed ahead of the crack tip and also along the crack path (see Fig. 9). This 

phenomenon was not captured in our simulation and can also affect the actual crack path fluc-

tuation. We believe that the formation of a slip-band network alters the local deformation states 

and acts as a mechanism of material damage and energy release. (4) The initiation stage of 

cracks was not modelled in this work and we simply introduced a predefined crack, which 

could also affect the slip-controlled crack growth path. 
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Fig. 9. Experimental and numerical crack paths for (a) 24 °C and (b) 650 °C samples. 

 

Further, we analyse the evolution of ICSS values around the crack tip, in order to gain a better 

understanding on crack deflections with increasing loading cycles. In Fig. 10, a map of slip 

plane activity at certain loading cycles is depicted for the 24 °C specimen, showing the slip 

plane with the highest ICSS within each element. The four active slip planes are represented 

by different colours and the crack is expected to grow according to the dominant slip plane, i.e. 

the slip plane with the highest ICSS value, within each element. It is observed that the specimen 

is mainly dominated by two slip planes throughout the loading history, the 111  and the 

111  slip plane represented by green and blue colours, respectively. Starting from the 17th 
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cycle (Fig. 10a), the crack tip (point A) is at the boundary of two domains and about to change 

its direction. From the 17th cycle to the 20th cycle, the crack grows within the blue area along a 

19.9° upward direction and then reaches a border between the two slip planes (point B in Fig. 

10b). After the 20th cycle, the crack enters the green area controlled by the 111  slip plane 

and propagates downwards along the edge of this domain with an angle of 154.3° (Fig. 10c). 

Then, at the 23rd cycle, the crack deflects again (point C) and grows along the 19.9° upward 

direction as it extends outside the 111  slip plane area (Fig. 10d). 

 

 

Fig. 10. Evolution of slip plane activity for the 24 °C sample with increasing loading cycles  

 

Moreover, comparing the size and shape evolution of the two domains that form during the 

crack propagation, we see that the slip plane area ahead of the crack tip is pushed forward and 

its size diminishes as the crack grows. For instance, there is an obvious difference in the green 

area between the 20th cycle and the 23rd cycle. In general, the stress field due to the propagating 

crack alters the local activity of the two slip planes. More specifically, the crack tries to enlarge 



26 
 

the domain to which it belongs in order to maintain its propagation direction. When this is not 

possible, a deflection is observed. 

 

 

Fig. 11. Evolution of slip plane activity for the 650 °C sample with increasing loading cycles 

 

On the other hand, the experimental result of the 650 °C specimen (Fig. 9b) shows a simpler 

propagation path. In this case, the crack experienced two deflections and then shifted to a hor-

izontal segment affected by some carbides. The numerical result follows a similar trend with 

the individual lengths of the deflecting paths being somewhat smaller in size. Looking at the 

∆ICSS distribution, the high-intensity area was much larger than that in the 24 °C sample, es-

pecially around the crack tip. In accordance with the results in Fig. 7 and Fig. 8, the size of the 

slip intense zone could affect the propagation rate. To analyse the crack propagation response, 

we use again a map of slip plane activity at different loading cycles. In Fig. 11, we note that 

the specimen is now separated into three parts, the green part dominated by the 111  slip 

plane, the blue part dominated by the 111  slip plane and the yellow part dominated by the 
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111  slip plane. Before the first extension (Fig. 11a), the elements ahead of the crack tip (point 

A) with the highest ICSS values belonged to the 111  slip plane, resulting thus in an upward 

crack path of 27.4° (see also  

 

Table 2). Then, the crack entered the area of the 111  slip plane and extended downwards 

along a 160.1° angle (point B in Fig. 11b) followed again by an upward path caused by the 

111  slip plane (point C in Fig. 11c). From the 2nd to the 5th cycle, the crack continued along 

altering directions as it entered different slip plane regions (Fig. 11d). The highly intense com-

petition between the 111  and the 111  slip planes led to a nearly flat crack path, almost 

vertical to the loading direction (mode I). These results verify that the crack propagation is 

indeed slip controlled. 

 

4.4. Crack propagation rates 

Besides the crack propagation paths, it is important for any numerical technique to effectively 

capture the crack propagation rates. The numerical results of our investigation are presented in 

Fig. 12 for both temperatures. The experimental data are also added in this plot. It should be 

clarified that the number of numerical loading cycles has been scaled up by an averaged scale 

factor (1123) to enable a direct comparison with the experimental results, which was calculated 

by matching the number of cycles required for cracks to grow to a medium length (~ 50 μm) 

in experiments and simulations. Since crack propagation simulations are extremely time-con-

suming, it is not feasible to model the same number of loading cycles as in the experiment. 

This is the reason behind the scale factor. It should be noted that this factor is expected to affect 

the comparison. For instance, we could obtain a different scale factor by matching the simu-

lated and experimental results at a different point of crack growth. In this study, the scale factor 

was obtained by matching the results at the middle point of total crack growth, and the purpose 
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is solely to show the capability of CP-XFEM approach in capturing slip-controlled crack 

growth behaviour. As we introduced a predefined crack, the cycles before the crack propaga-

tion were not taken into account, and the first cycle of simulation was considered as the start 

of the crack propagation. Also, the crack paths were projected to the direction normal to the 

loading axis for crack length measurement since the propagation paths were not horizontal in 

most cases. 

 

As shown in Fig. 12a, we notice that the numerical curves in this plot are not smooth but present 

a step change of shape with increasing loading cycles, exhibiting the same response as experi-

mental results. This behaviour is attributed to the multiple deflected crack paths as discussed 

earlier. Further, we note that the cracks initiate earlier in the numerical simulations compared 

to the experimental data; however, the deviation is not significant. This is primarily caused by 

the introduction of a predefined crack, which increased the stress concentration around the 

crack tip. On the other hand, the overall trends of crack growth in the numerical simulations 

are consistent with the experiments, especially in the crack length region of 40 μm to 110 μm. 

For the 650 °C, a much smaller number of cycles is required to reach the specified crack length 

when compared to that for 24 °C. This is attributed to the higher critical damage value and a 

more concentrated area of high ICSS value for the 24 °C case, as well as the difference in the 

number of crack deflections. 
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Fig. 12. Comparison of experimental results and numerical predictions for both specimens: 

(a) crack length over the number of cycles and (b) effect of ΔK on crack propagation rate. 

 

Meanwhile, the crack propagation rate was correlated to the range of stress intensity factor 

(SIF), as shown in Fig. 12b. The SIFs were calculated by following the formulas for a single-

edge crack [43]. As shown in the figure, the fatigue crack propagation rates were highly related 

to the temperature. Numerical results are lower than the experimental ones, which may be 

caused by the reasons discussed in Section 4.3. In addition, the critical ICSS values used in this 

study were not obtained from experiments and the choice was largely based on the considera-

tion of computing times. As a result, a scaling factor was used in order to compare the XFEM-

predicted crack growth rates with the in-situ SEM measurements, which would introduce an 

inevitable mismatch to the comparison. But the results show the same trend as observed in the 

experiments, i.e., a deceleration followed by an acceleration in the crack growth rate. On the 

other hand, higher growth rates were obtained for 650 C, which can be attributed to the lower 

yield stress as well as the reduced critical damage value for the sample tested at 650 °C.  
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The XFEM implemented in ABAQUS has the ability to simulate both crack initiation and sub-

sequent crack growth (i.e. without a predefined crack). But in this work, we are more focused 

on slip-controlled crack growth as observed for both room and high temperatures. Nevertheless, 

the current work is a step forward to model slip-controlled short crack growth using a more 

physical approach, i.e. CP and ICSS criterion, and further research would be required in order 

to improve the prediction of crack growth path and rate, including crack initiation stage. 

 

5. Conclusions 

A computational model comprising CP and XFEM was employed in this study to evaluate the 

short crack propagation in a Ni-based single crystal superalloy. The adopted damage criterion 

described crack growth along the slip system with the highest cumulative shear strain. Based 

on this assumption, the experimentally observed tortuous crack paths were captured. Details of 

crack deflections were further explained by tracking the evolution of slip plane activity, show-

ing the competition, development and alternation of slip planes in controlling the crack propa-

gation. Moreover, the crack propagation rates and the effect of ΔΚ for both samples were re-

covered in the model. The numerical approach looks promising for the evaluation of short crack 

propagation; However, there are still some limitations regarding the computational cost and the 

use of XFEM in predicting cracks with sharp deflection. Further improvement could be made 

by taking into account the effects of oxidation, defects and slip bands to better capture the crack 

growth path and rate. In conclusion, this research contributes to the understanding of short 

crack propagation and allows for further modifications to describe the evolution mechanism of 

this complex and challenging phenomenon.  
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