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P (ϕ)1-process for the spin-boson model and a
functional central limit theorem for associated

additive functionals

Soumaya Gheryani∗, Fumio Hiroshima†, József Lőrinczi‡,
Achref Majid§and Habib Ouerdiane¶

Abstract

We construct a random process with stationary increments associated to the Hamiltonian
of the spin-boson model consisting of a component describing the spin and a component
given by a Schwartz distribution-valued Ornstein-Uhlenbeck process describing the boson
field. We use a path integral representation of the Hamiltonian to prove a functional cen-
tral limit theorem for additive functionals, and derive explicit expressions of the diffusion
constant for specific functionals.
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1 Introduction

The spin-boson model describes an atom with two energy levels and a scalar boson field

coupled linearly. Its Hamiltonian can be defined as a self-adjoint operator acting on a Hilbert

space, given by

H = σz ⊗ 1l + 1l⊗Hf + ασx ⊗ ϕb(h), (1.1)

where σx, σz are two of the three 2 × 2 Pauli matrices describing the two-level atom, Hf is

the free field Hamiltonian, ϕb(h) is a field operator with a test function ĥ, and α ∈ R is

a coupling constant (see below for details). The spectrum of the spin-boson Hamiltonian

has been studied in mathematical physics by various methods, such as operator analysis and

stochastic analysis (functional integration), see [1, 3, 7, 9, 13].

A functional integral representation of e−tH can be constructed by using a two-component

random process consisting of a Poisson-driven random process describing the spin, and an
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2 FCLT for Spin-Boson model

infinite dimensional Ornstein-Uhlenbeck process describing the boson field. An advantage of

this description is that it gives a non-perturbative approach in the spectral analysis of H,

e.g., the existence of a ground state of H and its uniqueness can be derived for arbitrary

values of coupling constants, and its qualitative properties can also be investigated in detail

[7].

In this paper we construct a P (ϕ)1-process associated with the spin-boson model, and

derive a functional central limit theorem (FCLT) of additive functionals of the properly

scaled process. This corresponds then to the invariance principle in the spirit of Donsker

in stochastic analysis [4], and describes a Gaussian behavior in a particular sense of various

functionals related to H. As far as we are aware, this type of investigation in quantum field

theory has been initiated by Betz and Spohn in [2], where the authors prove a FCLT for the

classical Nelson model. Their approach relies on a method developed by Kipnis and Varadhan

[10], where a martingale constructed for a reversible stationary process is used. In [5] we

have further considered this problem for not only the classical but also for the relativistic

Nelson model. In order to carry this out for the classical and relativistic Nelson models,

an external potential must be imposed in order to create a ground state. Such a potential

however destroys the stationarity of the increments of the random process appearing in the

Feynman-Kac representation of the semigroup generated by the Nelson Hamiltonian. To

produce a stationary process to work with, we constructed a P (ϕ)1-process obtained through

the ground state transform of the Hamiltonian, indexed by the full time-line R, which is

a reversible stationary Markov process. This then allows to apply the Kipnis-Varadhan

technique to prove the desired FCLT.

For the spin-boson model the situation is different from the Nelson model. A ground

state of a spin-boson model exists whenever ĥ/ω ∈ L2(Rd), and it is unique. This is shown,

for instance, in [7]. Although the random process associated with the spin-boson model is

less regular than that of the Nelson model as here we have paths with jump discontinuities

instead of Brownian motion, we have developed a framework in [7, 8] allowing to treat such

less regular path measures.

The plan of the paper is as follows. After some preliminaries on the spin-boson model

presented in Section 2, we construct a P (ϕ)1-process for the spin-boson Hamiltonian in Section

3. In Section 4 we obtain a functional central limit theorem for additive functionals of the

scaled stochastic process, and derive explicit formulae on the variance for specific choices of

functionals. In the Appendix we provide some remaining proofs.

2 Spin-boson model

2.1 Spin-boson model in Fock space

We define the spin-boson Hamiltonian as a self-adjoint operator on a Hilbert space. Let

Fb = ⊕∞
n=0(⊗n

symL
2(Rd)) be the boson Fock space over L2(Rd), where the subscript “sym”

means symmetrized tensor product. The operator Hf = dΓ(ω) is the free field Hamiltonian

with dispersion relation ω(k) = |k|, where dΓ(ω) denotes the second quantization of the

operator ω on L2(Rd). The creation and annihilation operators a∗ and a satisfy the canonical
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commutation relations

[a(f), a∗(g)] =
(
f, g

)
, [a(f), a(g)] = 0 = [a∗(f), a∗(g)],

for all f, g ∈ L2(Rd). We formally write a♯(f) =
∫
Rd a

♯(k)f(k)dk for a♯ = a or a∗. The scalar

field operator and its conjugate momentum on Fb are defined, respectively, by

ϕb(h) =
1√
2

∫
Rd

a∗(k)ĥ(−k) + a(k)ĥ(k)dk and Π(h) =
i√
2

∫
Rd

a∗(k)ĥ(−k)− a(k)ĥ(k)dk,

(2.1)

where h ∈ L2(Rd) and ĥ is the Fourier transform of h. Consider the 2× 2 Pauli matrices

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
.

With these components, the spin-boson Hamiltonian is defined on H = C2⊗Fb by the linear

operator

H = σz ⊗ 1l + 1l⊗Hf + ασx ⊗ ϕb(h),

where α ∈ R is a coupling constant. The Hamiltonian H can be transformed in a convenient

form to study its spectrum in terms of path measures. Let U = exp
(
iπ4σy

)
⊗ 1l. Under this

map H transforms as

H̄ = UHU∗ = −σx ⊗ 1l + 1l⊗Hf + ασz ⊗ ϕb(h),

and we see that H̄ is a bounded self-adjoint operator on D(1l⊗Hf).

2.2 Spin-boson model in function space

Next we give the definition of the model in function space, and start with the state space

for the spin. Consider Z2 = Z/2Z. Using the affine map x 7→ 2x − 1, we arrive at the

conventional spin variables {−1,+1} ∼= Z2. Consider the Bernoulli measure

ν(σ) =
1

2
(δ−1(σ) + δ+1(σ)), σ ∈ Z2,

where δ± is Dirac point measure with mass at σ = ±1. Let (Z2,B, ν) be the probability space

with σ-field B =
{
∅, {−1}, {+1},Z2

}
. Define the space

L2(Z2,Fb) =
{
F : Z2 → Fb | ∥F∥2L2(Z2,Fb)

=
∑
σ∈Z2

∥F (σ)∥2Fb
< ∞

}
,

which will be identified with H in what follows. The Hamiltonian H̄ on this space is the

self-adjoint operator

(H̃Ψ)(σ) = (Hf + ασϕb(h))Ψ(σ) + Ψ(−σ), σ ∈ Z2.
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To describe the free boson field in function space, next we define an infinite dimensional

Ornstein-Uhlenbeck process. Let M be a Hilbert space over R with scalar product

(f, g)M =

∫
Rd

f̂(k)ĝ(k)
1

2ω(k)
dk.

Let A be a positive self-adjoint operator with Hilbert-Schmidt inverse onM such that
√
ωA−1

is bounded. Denote C∞(A) = ∩n∈ND(An), and take

Mn = C∞(A)
∥An/2·∥M

.

We construct a triplet M+2 ⊂ M ⊂ M−2, where M∗
+2 = M−2. We set Q = M−2 and endow

Q with its Borel σ-field B(Q), defining the measurable space (Q,B(Q)).

Let Y = C(R, Q) be the set of continuous functions on R with values in Q and denote

its Borel σ-field by B(Y ). We define a Q-valued Ornstein-Uhlenbeck process (ξt)t∈R, R ∋
t 7→ ξt ∈ Q, on the probability space (Y ,B(Y ),G) with a probability measure G as follows.

Let ξt(f) = ⟨⟨ξt, f⟩⟩ for f ∈ M+2, where ⟨⟨., .⟩⟩ denotes the pairing between Q and M+2. For

every t ∈ R and every f ∈ M+2, the random process (ξt(f))t∈R is a Gaussian process with

mean zero and covariance

EG [ξt(f)ξs(g)] =

∫
Rd

f̂(k)ĝ(k)
e−|t−s|ω(k)

2ω(k)
dk. (2.2)

By (2.2), every ξt(f) can be uniquely extended to test functions f ∈ M, which for simplicity

we keep denoting in the same way. The stationary measure of G will be denoted by µ.

Furthermore, (ξt)t∈R is a stationary Markov process. Using the regular conditional probability

measure Gξ(·) = G(· | ξ0 = ξ), we have EG [· · · ] =
∫
Q EGξ [· · · ]dµ.

The connection between Fb and L2(Q, dµ) is given by the Wiener-Itô-Segal isomorphism

θ : Fb −→ L2(Q, dµ) (for more details see [12]). The unitary equivalence of L2(Z2×Q, ν⊗µ)

and H is implemented by the unitary operator U⊗θ : H −→ L2(Z2×Q, ν⊗µ). Thus we have

the identification H ∼= L2(Z2, L
2(Q)) ∼= L2(Z2×Q, ν⊗µ). We define the scalar field operator

and the free field Hamiltonian on L2(Z2×Q, ν⊗µ) by ϕ̃b(h) = θϕb(h)θ
−1 and H̃f = θHfθ

−1,

respectively. In what follows, we write Hf for H̃f , and ϕb(h) for ϕ̃b(h). Then the spin-boson

Hamiltonian HSB is unitary equivalent to H̃, i.e.,

HSB = θH̃θ−1 = −σx ⊗ 1l + 1l⊗Hf + ασz ⊗ ϕb(h).

In what follows, we further use HSB.

3 P (ϕ)1-process associated with the spin-boson Hamiltonian

In this section we construct a P (ϕ)1-process for HSB. This has been done in [7, 8] for the

Nelson model and the semi-relativistic Pauli-Fierz model before.

Proposition 3.1 If ĥ(−k) = ĥ(k) and ĥ/
√
ω, ĥ/ω ∈ L2(Rd), then HSB is a self-adjoint

operator and it has a unique ground state φg. Furthermore, φg > 0.
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Proof: See [7, Section 2]. 2

For the remainder of the paper we assume that HSB has a unique, strictly positive ground

state φg.

Consider the ground state transform

Ug : L2(Rd ×Q,φ2
gdν ⊗ dµ) → L2(Rd ×Q, dν ⊗ dµ), UgΦ = φgΦ.

Define the probability measure dN0 = φ2
g(dν ⊗ dµ) on Z2 ×Q, and write

K = L2(Z2 ×Q, dN0).

Also, consider the self-adjoint operator

LSB =
1

φg
(HSB − E)φg

on K obtained under the ground state transform, where E = inf σ(HSB) is the eigenvalue

corresponding to φg.

Definition 3.2 (P (ϕ)1-process) Let (E,F , P ) be a probability space and K be a self-

adjoint operator in L2(E,P ), bounded from below. We say that an E-valued stochas-

tic process (Zt)t∈R on a probability space (Y ,B,Qz) is a P (ϕ)1-process associated with

((E,F , P ),K) if conditions 1-4 below are satisfied:

1. Qz(Z0 = z) = 1.

2. (Reflection symmetry) (Zt)t≥0 and (Zt)t≤0 are independent and Zt
d
= Z−t for every

t ∈ R.

3. (Markov property) (Zt)t≥0 and (Zt)t≤0 are Markov processes with respect to the

fields σ(Zs, 0 ≤ s ≤ t) and σ(Zs, t ≤ s ≤ 0), respectively.

4. (Shift invariance) Let −∞ < t0 ≤ t1 < ... ≤ tn < ∞, fj ∈ L∞(E, dP ), j = 1, ..., n−1

and f0, fn ∈ L2(E,P ). Then for every s ∈ R,∫
E
EQz

[ n∏
j=0

fj(Ztj )

]
dP (z) =

∫
E
EQz

[ n∏
j=0

fj(Ztj+s)

]
dP (z)

= (1l, f0e
−(t1−t0)Kf1 · · · fn−1e

−(tn−tn−1)Kfn). (3.1)

Let D = D(R,Z2 × Q) be the space of càdlàg paths with values in Z2 × Q. Next we

construct a probability measure N y, y = (σ, ξ) ∈ Z2 × Q, on the measurable space (D,B)
such that the coordinate process (Yt)t∈R is a stationary Markov process generated by LSB.

This process is the so called P (ϕ)1-process associated with the spin-boson Hamiltonian HSB.

Let Σ′ = B(Z2)⊗B(Q) and define the family of set functions {ÑΛ : Λ ⊂ [0,∞),#Λ < ∞}
on ×#ΛΣ′ by

ÑΛ(A0 × . . .×An) =
(
1lA0 , e

−(t1−t0)LSB1lA1e
−(t2−t1)LSB1lA2 · · · e−(tn−tn−1)LSB1lAn

)
K
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for Λ = {t0, t1, . . . , tn} ⊂ [0,∞), n ∈ N. They satisfy Kolmogorov’s consistency condition

Ñ{t0,t1,...,tn+m}
(
(×n

i=0Ai)× (×n+m
i=n+1Z2 ×Q)

)
= Ñ{t0,t1,...,tn} (×

n
i=0Ai)

for all m,n ∈ N. With the projection map πΛ : (Z2 × Q)[0,∞) −→ (Z2 × Q)Λ defined by

πΛ : ω 7→ (ω(t0), . . . , ω(tn)) for Λ = {t0, . . . , tn}, we see that

A =
{
ω ∈ (Z2 ×Q)[0,∞) : πΛ(ω) ∈ A, A ∈ (B(Z2)× B(Q))Λ, #Λ < ∞

}
is a finitely additive family of sets. Thus by the Kolmogorov extension theorem there exists a

unique probability measure Ñ on ((Z2×Q)[0,∞), σ(A)) such that for all Λ = {t0, t1, . . . , tn} ⊂
[0,∞), every A0, A1, . . . , An ∈ Σ′, and every n ∈ N,

Ñ
(
π−1
Λ (A0 × · · · ×An

)
= ÑΛ(A0 × · · · ×An) = EÑ

 n∏
j=0

1lAj (Ỹtj )

 . (3.2)

Here (Ỹt)t≥0 denotes the coordinate process on
(
(Z2 ×Q)[0,∞), σ(A), Ñ

)
. Let Ỹ0 = y ∈

Z2×Q, and denote D+ = D([0,∞),Z2×Q). Define a regular conditional probability measure

on (D+, σ(A)) by Ñ y(·) = N (· | Ỹ0 = y) for y ∈ Z2 ×Q.

Lemma 3.3 (Shift invariance) If F0, . . . , Fn ∈ K , n ∈ N, then

EÑ

[ n∏
j=0

Fj(Ỹtj )
]
=

(
F0, e

−(t1−t0)LSBF1 · · · e−(t−tn−1)LSBFn

)
K

(3.3)

for 0 ≤ t0 ≤ t1 ≤ . . . ≤ tn = t. Moreover (Ỹt)t≥0 is shift invariant under Ñ , i.e,

EÑ

[ n∏
j=0

Fj(Ỹtj )
]
= EÑ

[ n∏
j=0

Fj(Ỹtj+s)
]
, s ≥ 0. (3.4)

In particular, EÑ

[
F (Ỹt)

]
=

(
1l, e−tLSBF

)
K

= (1l, F )K = EÑ

[
F (Ỹ0)

]
=

∫
Z2×Q F (y)dN0(y).

Proof: (3.3) and (3.4) follow from (3.2) and a simple limiting argument. 2

With the measure Ñ we have the representation

(Φ, e−tLSBΨ)K =

∫
Z2×Q

EÑ y [Φ̄(Ỹ0)Ψ(Ỹt)]dN0(y), (3.5)

which implies that
(
e−tLSBΦ

)
(σ, ξ) = EÑ (σ,ξ) [Φ(Ỹt)].

Lemma 3.4 (Markov property) (Ỹt)t≥0 is a Markov process on (D+, σ(A), Ñ y) with re-

spect to the natural filtration σ(Ỹt, 0 ≤ s ≤ t), and e−tLSB is its associated Markov semigroup.
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Proof: See Appendix. 2

We extend (Ỹt)t≥0 to a Markov process indexed by the whole real line R. Consider the

product probability space
(
D̂+, Â, ˆ̃N (σ,ξ)

)
with D̂+ = D+ × D+, Â = A ⊗ A, and ˆ̃N (σ,ξ) =

Ñ (σ,ξ) ⊗ Ñ (σ,ξ). Let ( ˆ̃Yt)t∈R be a stochastic process on this product space, which is defined

by ˆ̃Yt(ω) = Ỹt(ω1) for t ≥ 0, and ˆ̃Yt(ω) = Ỹ−t(ω2) for t ≤ 0, with ω = (ω1, ω2) ∈ D̂+.

Lemma 3.5 The following properties hold:

(1) (Reflection symmetry) ˆ̃Y0 = (σ, ξ), ˆ̃Yt and ˆ̃Ys are independent for s < 0 < t, and
ˆ̃Yt

d
= ˆ̃Y−t for t ∈ R.

(2) (Markov property) ( ˆ̃Y t)t≥0 (resp. ( ˆ̃Y t)t≤0) is a Markov process with respect to the

filtration σ( ˆ̃Ys, 0 ≤ s ≤ t) (resp. σ( ˆ̃Ys, t ≤ s ≤ 0)).

(3) (Shift invariance) For f0, . . . , fn ∈ K and −t = t0 ≤ t1 ≤ . . . ≤ tn = t, we have

E ˆ̃N+

 n∏
j=0

fj(
ˆ̃Ytj )

 =
(
f0, e

−(t1+t)LSBf1 · · · e−(t−tn−1)LSBfn

)
K

. (3.6)

Proof: (1) is straightforward. (2) follows from Lemma 3.4. (3) follows from (3.2) and a simple

limiting argument. 2

Let ˆ̃Y· : (D̂, Â, ˆ̃N (σ,ξ)) → (D,B) be a measurable function, and denote by N (y,ξ) = ˆ̃N (σ,ξ) ◦
ˆ̃Y −1
· the image measure on (D,B). Hence the coordinate process (Yt)t∈R on (D,B,N ) satisfies

Yt
d
= ˆ̃Yt. We conclude that the process (Yt)t∈R on (D,B,N ) is the P (ϕ)1-process associated

with the pair
(
(Z2 ×Q,B(Z2)×Q, dN0),LSB

)
.

Recall that a stochastic process (Zt)t∈R is said to be reversible if (Zt1 , Zt2 , . . . , Ztn) has

the same distribution as (Zτ−t1 , Zτ−t2 , . . . , Zτ−tn), for all t1, . . . , tn, τ ∈ R and n ∈ N.

Theorem 3.6 The Markov process (Yt)t∈R is reversible and ergodic under N .

Proof: Let Φ,Ψ ∈ L2(Z2 ×Q, dN0). Then by (3.5) we have

EN [Φ(Yt)Ψ(Ys)] =
(
Φ, e−|t−s|LSBΨ

)
K

=
(
φgΦ, e

−|t−s|(HSB−E)Ψφg

)
L2(Z2×Q,dν⊗dµ)

. (3.7)

Hence (Yt)t∈R is a reversible Markov process under N . For t ∈ R, the semigroup e−tH

is positivity improving on L2(Z2 × Q, ν ⊗ µ); see also [7, Corollary 2.1]. Hence (Yt)t∈R is

ergodic. 2
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4 Functional central limit theorem for HSB

4.1 FCLT relative to the associated path measure

In this section we show a functional central limit theorem for additive functionals of the

reversible Markov process (Yt)t≥0 of the form

(Zt)t≥0 =

(∫ t

0
LSBF (Ys)ds

)
t≥0

, (4.1)

where F = f ⊗ g ∈ L2(Z2)⊗ L2(Q). For given F , define

ϱ(F ) = lim
t→∞

1

t

√
EN [Z2

t ].

The aim of this section is to calculate explicitly the diffusion constant ϱ2(F ) for additive

functionals (Zt)t≥0 in the spin-boson model. Let

Mt = F (Yt)− F (Y0) +

∫ t

0
LSBF (Ys)ds for F ∈ D(LSB). (4.2)

The following lemma can be proven in a similar manner as in [5].

Lemma 4.1 (Mt)t≥0 is a martingale with stationary increments under N .

Proof: See Appendix. 2

We begin by proving a FCLT for the martingale (Mt)t≥0 under N .

Lemma 4.2 Let F = f⊗g ∈ D(LSB) be a non-constant function. Assume that EN [|F (Yt)|2] <
∞ and EN [|(LSBF )(Yt)|2] < ∞ for all t ≥ 0. Then we have that

ϱ2(F ) = lim
t→∞

1

t
EN [M2

t ] = 2(F,LSBF ) and ϱ2(F ) > 0. (4.3)

Furthermore,

ϱ2(F ) = 2(Fφg, (F − F±)φ±
g ) + 2(Fφg, [1l⊗Hf , F ]φg), (4.4)

where F±(σ, ξ) = F (−σ, ξ) and φ±
g (σ, ξ) = φg(−σ, ξ) denote the functions under a spin-flip.

Proof: See Appendix for (4.3), we show here (4.4).

We see that (σxf)(σ) = f(−σ), and (σzf)(σ) = σf(σ). We thus obtain that

(HSB − E)f ⊗ gφg =
(
−σx ⊗ 1l + 1l⊗Hf + ασz ⊗ ϕb(ĥ)− E

)
f ⊗ gφg

= (f(σ)− f(−σ))φg(−σ, ξ)g(ξ) + f(σ)Hfgφg − f(σ)gHfφg

= (f(σ)− f(−σ))φg(−σ, ξ)g(ξ) + f(σ)[Hf , g]φg.

Thus LSBF (σ) = 1
φg

((f(σ)− f(−σ))φg(−σ, ξ)g(ξ) + f(σ)[Hf , g]φg). 2

Next we make use of a general FCLT for martingales with stationary increments. Using

assumption of Lemma 4.2 we obtain the following result.
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Lemma 4.3 Let (Bt)t≥0 be standard Brownian motion and F = f ⊗ g ∈ D(LSB) a non-

constant function. Assume that

EN [|F (Yt)|2] < ∞ and EN [|(LSBF )(Yt)|2] < ∞,

for all t ≥ 0. Then

lim
s→∞

1√
s
Mst = ϱ2(F )Bt, t ≥ 0,

in distribution.

Proof: By Lemma 4.1 we have that (Mt)t≥0 is a martingale with stationary increments under

N . Furthermore, ϱ2(F ) is finite by (4.4). Thus by Lemma 4.4 below the claim follows, for a

proof see [6, Section 5]. 2

Lemma 4.4 (Helland) Let (mt)t∈R be a martingale on a probability space (Ω,F , P ) such

that β2 = lim
t→∞

1
tEP [m

2
t ] < ∞, and assume that (mt)t∈R has stationary increments. Then

lim
s→∞

1√
s
m[st] = β2Bt, in distribution.

Finally, under the assumption of Lemma 4.2 we are in the position to state the following

result.

Corollary 4.5 (FCLT for spin-boson model) Let F = f⊗g ∈ D(LSB) be a non-constant

function. Suppose that EN [|F (Yt)|2] < ∞ and EN [|(LSBF )(Yt)|2] < ∞ for all t ≥ 0. Then

the process (Zt)t≥0 given by (4.1) satisfies an FCLT with respect to N , and the variance of

the limit process is given by ϱ2(F ) for all F ∈ D(LSB). That is, we have in distribution that

lim
s→∞

1√
s
Zst = ϱ2(F )Bt, t ≥ 0,

Proof: We have EN [LSBF (Yt)] = (φg, [(HSB − E)F ]φg) = ((HSB − E)φg, Fφg) = 0. Thus

EN [
∫ t
0 LSBF (Ys)ds] = 0. By Theorem 3.6, (Yt)t≥0 is a reversible and ergodic Markov process

under N . Thus the assumptions of Proposition A.1 are satisfied and by [10, Corollary 1.9]

the corollary follows, i.e., (Zt)t≥0 satisfies an FCLT with variance ϱ2(F ) given in (4.4). 2

4.2 Examples of the variance of the limit process

We conclude by giving some examples of particular interest for specific choices of the function

F ∈ D(LSB), F : Z2 × Q ∋ (σ, ξ) 7→ F (σ, ξ) = (f ⊗ g)(σ, ξ) = f(σ)g(ξ) ∈ C, allowing to

compute the variance ϱ2(F ) explicitly. In what follows we assume that h ∈ L2(Rd) is any

test function. The vector in L2(Q) associated with the conjugate momentum Π(h) in Fb,

will be denoted by the same symbol Π(h), i.e., we have [ξ(h),Π(h′)] = 1
2(h, h

′).

Example 4.6 Let F (σ, ξ) = f(σ). Then LSBf(σ) =
1
φg

(f − f±)φ±
g , and

ϱ2(F ) = 2
(
fφg, (f − f±)φ±

g

)
.

Choosing, in particular, F (σ, ξ) = σ, we obtain ϱ2(F ) = 4
(
φg, φ

±
g

)
.
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Example 4.7 Let F (σ, ξ) = σξ(h). We have

ϱ2(F ) = 4
(
σφgξ(h), σφ

±
g

)
+ 2 (σφgξ(h), σ[Hf , ξ(h)]φg)

= 4
(
σφgξ(h), σφ

±
g

)
− 2i (σφgξ(h), iσΠ(ωh)φg) .

We calculate the second term above. Denote X = − (σφgξ(h), iσΠ(ωh)φg). We obtain

X = −i (σφg, σξ(h)Π(ωh)φg) = −i (σφg, σΠ(ωh)ξ(h)φg) + i (σφg, σΠ(ωh)ξ(h)φg)

= −i (σΠ∗(ωh)φg, σξ(h)φg) + (σφg, (ωh, h)σφg) = −X + (σφg, σφg) (ωh, h).

Hence ϱ2(F ) = 4
(
φgξ(h), φ

±
g

)
+ ∥

√
ωh∥2.

Example 4.8 Let F (σ, ξ) = σeiξ(h). We have

[Hf , e
iξ(h)] = eiξ(h)Π(ωh) +

1

2
∥
√
ωh∥2eiξ(h).

A calculation gives

ϱ2(F ) = 4
(
φg, φ

±
g

)
+ 2 (φg,Π(ωh)φg) + ∥

√
ωh∥2 (4.5)

A Appendix

Here we outline the proofs of Lemmas 3.4, 4.1 and 4.2 for a self-contained presentation; all

the proofs are however a minor modification of those of [5].

A.1 Proof of Lemma 3.4

Let pt(y,A) = (e−tLSB1lA)(y) for A ∈ B(Z2 ×Q). Notice that

pt(y,A) = EÑ y [1lA(Ỹt)] = EÑ [1lA(Ỹt)|Ỹ0 = y] = EÑ [1lA(Ỹ
y
t )].

Thus we have EÑ [
∏n

j=0 1lAj (Ỹtj )] =
∫
(Z2×Q)n

∏n
j=1 1lAj (Ỹtj )

∏n
j=1 ptj−tj−1(yj−1, dN0(yj)). We

show that pt(y,A) is a probability transition kernel. By (3.5) we readily obtain that e−tLSB

is positivity improving. For every function F ∈ K such that 0 ≤ F ≤ 1l, we have(
e−tLSBF

)
(y) = EÑ y [F (Yt)] ≤ EÑ y [1l(Ỹt)] = EÑ y [1l(Ỹ0)] = 1l(y).

Hence 0 ≤ e−tLSBF ≤ 1l and e−tLSB1l = 1l, and thus pt(y, ·) is a probability measure on Z2×Q

with pt(y,Z2×Q) = 1, for all t ≥ 0. Secondly, pt(y,A) is measurable with respect to y. Third,

by the semigroup property e−sLSBe−tLSB1lA = e−(s+t)LSB1lA and the Chapman-Kolmogorov

identity follows, and hence pt(y,A) is a probability transition kernel. Thus (Ỹt)t≥0 is a Markov

process. 2
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A.2 Proof of Lemma 4.1

By Lemma 3.4 we see that (Yt)t≥0 is a Markov process with semigroup Tt = e−tLSB , t ≥ 0.

Hence we have EN [F (Yt)|Fs] = Tt−sF (Ys), t > s. Since the function t 7→ TtF is differentiable

for F ∈ D(LSB), we obtain that TtF − F = −
∫ t
0 LSBTsFds for all t ≥ 0. We also have

EN [Mt|Fs] = Ms + EN

[
F (Yt)− F (Xs) +

∫ t

s
LSBF (Yr)dr |Fs

]
a.s. (1.1)

From the above it follows that the second term on the right hand side of (1.1) is zero. By

the shift invariance property of (Yt)t≥0 it then follows that (Mt)t≥0 is a martingale with

stationary increments under N . 2

For the sake of a quick access, we also quote the following fundamental result. For a proof

see [10, Theorem 1.8].

Proposition A.1 (Kipnis-Varadhan) Let (Ω,F , (Ft)t≥0, G) be a filtered probability space

and (A,G0) a measurable space. Let (Yt)t≥0 be an A-valued Markov process with respect to

(Ft)t≥0. Assume that (Yt)t≥0 is a reversible and ergodic Markov process with respect to G. Let

F : A → R be an L2(G0) function with
∫
A FdG0 = 0. Suppose in addition that F ∈ D(L−1/2),

where L is the generator of the process (Yt)t≥0. Let Rt =
∫ t
0 F (Ys)ds. Then there exists a

square integrable martingale (Nt)t≥0 with respect to (Ft)t≥0, with stationary increments, such

that lim
t→∞

1√
t
sup0≤s≤t |Rs − Ns| = 0 in probability under G, where R0 = N0 = 0. Moreover,

lim
t→∞

1
tEG[|Rt −Nt|2] = 0.

A.3 Proof of (4.3) of Lemma 4.2

By (4.2) we have

MtZt = Mt (F (Y0)− F (Yt) +Mt) (1.2)

= (F (Yt)− F (Y0) + Zt)Zt. (1.3)

Consider equality (1.2). We have

|EN [MtZt]| 6 |EN [MtF (Y0)]|+ |EN [MtF (Yt)]|+ |EN [M2
t ]|.

By using the shift invariance property of the process (Yt)t≥0 and Schwarz inequality, we have

|EN [MtF (Yt)]| 6 EN [F (Yt)
2]

1
2EN [M2

t ]
1
2 = EN [F (Y0)

2]
1
2EN [M2

t ]
1
2 .

Thus we obtain

lim
t→∞

1

t
|EN [MtF (Yt)]| = 0.

In the same way, we have

lim
t→∞

1

t
|EN [MtF (Y0)]| = 0,
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and hence

lim
t→∞

1

t
EN [MtZt] = lim

t→∞

1

t
EN [M2

t ].

Now consider equality (1.3). By the same argument, we see that

lim
t→∞

1

t
EN [MtZt] = lim

t→∞

1

t
EN [Z2

t ].

Hence we deduce that

lim
t→∞

1

t
EN [Z2

t ] = lim
t→∞

1

t
EN [M2

t ].

Let Tt = e−tLSB . A calculation gives

1

t
EN [Z2

t ] =
1

t
EN

[∫ t

0
ds

∫ t

0
LSBF (Yr)LSBF (Ys)dr

]
=

1

t

∫ t

0
ds

∫ t

0
EN [LSBF (Y0)LSBF (Y|r−s|)]dr

=
1

t

∫ t

0
ds

∫ t

0

(
T|s−r|LSBF,LSBF

)
K

dr =
2

t

∫
0≤r≤s≤t

(Ts−rLSBF,LSBF )K drds

=
2

t

∫
0≤r≤s≤t

(TrLSBF,LSBF )K drds = 2

∫ t

0
(1− r

t
) (TrLSBF,LSBF )K dr.

Since N is reversible, i.e., LSB is a self-adjoint operator, we see that

(TrLSBF,LSBF )K =
(
T r

2
LSBF, T r

2
LSBF

)
K

is positive and the function t 7→ (1− r
t ) (TrLSBF,LSBF )K is increasing. Then by the mono-

tone convergence theorem

lim
t→∞

1

t
EN [Z2

t ] = 2

∫ ∞

0
(TrLSBF,LSBF )K dr = 2 (F,LSBF ) .

To prove that ϱ2(F ) = 2
(√

LSBF,
√
LSBF

)
> 0, assume, to the contrary, that ϱ2(F ) = 0,

i.e.,
√
LSBF = 0. Since (Yt)t∈R is an ergodic process and

√
LSBF = 0 implies LSBF = 0,

equality ϱ2(F ) = 0 implies that F is constant, which is impossible. Hence we conclude that

ϱ2(F ) > 0.
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[5] S. Gheryani, F. Hiroshima, J. Lőrinczi, A. Majid and H. Ouerdiane: Functional central limit
theorems and P (ϕ)1-processes for the classical and relativistic Nelson models, arXiv: 1605.0179v1,
2016.

[6] I. Helland: Central limit theorems for martingales with discrete or continuous time, J. Stat. 20,
79-94, 1982.
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