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Virtual module models
[bookmark: _Toc484788148]Generic virtual module model
All module types are modelled using the same generic structure, which is similar in structure to that used in the energy rating model:
1. An angle-of incidence model is used to calculate the proportion of diffuse and direct irradiance that is reflected and transmitted to the active layer of the module relative to normal incidence light.
2. A spectral model is used to calculate the light-to-photocurrent conversion for the absorbed spectral irradiance relative to the spectrum defined in IEC 60904-3.
3. A thermal model is used to calculate the steady-state module temperature as a function of absorbed irradiance and wind speed.
4. A current-voltage model is used to generate current-voltage (I-V) curves as a function of module temperature and effective irradiance.
For all technology types, we have decided to use the same models for steps 1-3, while for step 4, an appropriate current-voltage (I-V) model was chosen for each technology type from the list of I‑V models described below. The distribution of parameters for the spectral model also differs by technology type to reflect the different spectral responsivities of the materials. The generic models for parts 1‑3 are described below. Important simplifications used in each model are noted in red.
[bookmark: _Toc484788149]Generic module parameters
The following parameters are used for all module types:
· module area, 
· module efficiency under standard test conditions (STC), 
· number of series-connected cells, 
· cover glass thickness, 
· cover glass extinction coefficient, 
· cover glass refractive index, 
· spectral responsivity cut-on wavelength and width,  and 
· spectral responsivity cut-off wavelength and width,  and 
· nominal operating cell temperature, 
[bookmark: _Toc484788150]Angle of incidence model
Spectral differences in reflection and transmission are not included. The cover glass parameters are spectrally-averaged for a typical spectrum.
The transmission  of light incident at an angle of  to the normal of the module through the module’s cover glass is given by
	
	(1)


The amount of direct irradiance transmitted through the cover glass is given by  . For diffuse irradiance, the transmission must be integrated across the entire hemisphere observed by the module’s inclined front surface. To achieve this, the hemisphere is divided into  elements of equal solid angle . It is assumed that diffuse irradiance is uniform across the sky, that the ground scatters light isotropically, and that irradiance is spatially homogeneous. For elements whose normal points towards the sky, the angular-averaged transmission is given by:
	
	(2)


and the same applies for reflections from the ground:
	
	(3)


The total in-plane diffuse irradiance from scattered reflections is given by 
	
	(4)


where  is the ground albedo and the total in-plane diffuse irradiance from the sky can be calculated from the total in-plane diffuse irradiance as
	
	(5)


where  is the total diffuse irradiance in the inclined plane. The total effective irradiance on the module taking into account angle of incidence effects is then given by:
	
	(6)


[bookmark: _Toc484788151]Spectral responsivity model
Thermal changes in spectral responsivity are not accounted for here, but may be taken into account in the photocurrent temperature coefficient for the I-V model.
The spectral responsivity curve for a device is modelled as a filtered spectrum with a cut-off and cut-on wavelength. The spectral responsivity is given by:
	
	(7)


where  is the elementary charge,  is the Planck constant, and  is the speed of light.
Figure 1 shows an example of a model spectral responsivity fitted to the measured spectral responsivity of a monocrystalline silicon module.


[bookmark: _Ref484700470]Figure 1 Normalised model spectral responsivity curve (solid line) compared to measured spectral responsivity (squares) for a crystalline silicon PV module. The measurement data are from reference [1].
The adjustment due to spectral deviations relative to standard test conditions for a module is calculated by performing the spectral integration:
	
	(8)


where  is the proportion of irradiance attributable to direct irradiance  and  is the standard test conditions spectral irradiance defined in IEC 60904‑3. 
The effective irradiance taking into account both angular and spectral effects is then given by:
	
	(9)


Note that the effective irradiance is normalised such that  under STC conditions with 100 % normal-incidence illumination. 
[bookmark: _Toc484788152]Thermal response model
The thermal model is used to determine the operating temperature of the module under specified conditions. We use a very simple thermal model based on the nominal operating cell temperature (NOCT) model described in reference [2]. This model is very similar to that used in the energy rating standard, and therefore the model error arising from the determination of module temperature should be small. 
The module temperature is given by:
	
	(10)


Note that there is a small difference between this equation and that presented in [2] due to the inclusion of angle-of-incidence and spectral effects. 
[bookmark: _Toc484788153]Current-voltage models
The I-V models determine the current-voltage curves for different module types as a function of  and . Each model has a unique set of module parameters that determine module performance.
[bookmark: _Toc484788154]CEC “5-parameter” model
This is the same as the one-diode model used in NREL’s System Advisor Model [3]. The current is given by 
	





	(11)


where  is the photocurrent,  is the diode saturation current  is the band gap,  is the diode on-voltage, and  is the shunt resistance, for which explicit temperature and irradiance dependencies are given. 
The 8 module parameters are:
·  photocurrent
·  diode saturation current
·  band gap
·  diode on-voltage
·  shunt resistance
·  series resistance
·  photocurrent temperature coefficient
·  band gap temperature coefficient
where the suffix  denotes that the parameter is determined under reference irradiance and temperature conditions  and  respectively. The band gap and its temperature coefficient are defined by textbook values for each material.
[bookmark: _Toc484788155]Modified one-diode model
In many thin-film devices, a loss of performance at low irradiances occurs due to significant shunt losses. The above model does not reproduce this behaviour well due to the assumed irradiance dependence of the shunt. 
To model this behaviour, we modify the above model with an additional temperature-dependent term in the shunt conductance. This model addresses two issues: 1) the steep drop in performance seen at low irradiances, and 2) the increase in temperature coefficient at low irradiances. The additional shunt at low irradiances mimics the effects of shunt pathways (and, to some extent, trap-assisted recombination mechanisms) that are common in some thin-film technologies.
We replace the shunt resistance term in the CEC model with the following expression:

	
	(12)


where  is the Boltzmann constant and the shunt resistance  is now represented by three parameters:  is the shunt conductance under reference conditions;  is the shunt conductance at reference temperature in the dark;  is the activation energy for the dark shunt.
In addition, the temperature-dependence of the dark current in some thin-film cells can deviate from that predicted by the p-n junction diode model [4]. To generalise the behaviour, we replace the band-gap based term for the diode current in the 5-parameter model with:
	
	(13)



where  is the number of series-connected cells in the module and  is the activation energy of the diode current.
The 9 module parameters are:
·   photocurrent
·  diode saturation current
·  diode activation energy
·  diode on-voltage
·  dark shunt conductance
·  light shunt conductance
·  shunt activation energy
·  series resistance
·  photocurrent temperature coefficient
[bookmark: _Toc484788156]NREL thin-film model
Here we implement a version of the model by Sun et al. that includes field-dependent collection [5]. Our I-V model implementation is based on that publication, with the exception that the equations are modified to apply to series-connected cells in a module, the shunt is assumed to be negligible for simplicity, and the reverse-diode breakdown is not included. 
The important equations are:
	


	(14)


where  is the junction built-in voltage,  is the product of the light absorption coefficient with the depletion width,  is the ratio between the front and back surface recombination velocities, and  is the voltage partition factor. 
We assume the same form of dark-current temperature dependence as above:
	
	(15)


and for the photocurrent we use
	
	(16)


where  is the temperature coefficient for the photocurrent. To represent the change in the shape of the photocurrent curve with temperature, we introduce an additional temperature coefficient :
	
	(17)


The other photocurrent parameters are assumed to be temperature independent.
The 10 module parameters are:
·   photocurrent
·  diode saturation current
·  diode activation energy
·  diode on-voltage
·  the junction built-in voltage
·  depletion-absorption product
·  depletion activation energy
·  series resistance
·  photocurrent temperature coefficient
·  ratio between front and back surface recombination
·  voltage partition factor
[bookmark: _Toc484788157]p-i-n diode model
This p-i-n diode model has been developed at NPL to represent devices in which charge is generated in an intrinsic charge generation layer, such that it is possible for photocurrent to flow in either direction, depending on the internal electric field in this region. The physical origin of this model is discussed elsewhere [6]. The current is given by:
	

	[bookmark: _Ref459193185](18)


where
	





	[bookmark: _Ref451347627](19)


where  is the total photogenerated current,  is the cell dark conductance,  is the built-in voltage,  is the collection voltage and  is the dark ideality factor. Several parameters will vary with temperature, but the most important one is the effect of temperature on increasing charge transport (and recombination), as these devices are generally transport-limited. Here we model the temperature dependence via a thermally-activated transport model with an activation energy , such that the dark conductivity is given by:
	
	(20)


which leads to a reduction in open-circuit voltage as temperature is increased. The improvement in transport also causes the collection voltage to decrease in devices that are limited by poor charge extraction:
	
	(21)


In addition, a (temperature-independent) series resistance  is added to the circuit to simulate transparent conductor layer (TCL) losses. 
The complete set of 7 module parameters:
·  photcurrent
·  dark conductivity
·  collection voltage
·  transport activation energy
·  built-in voltage
·  dark ideality
·  series resistance
[bookmark: _Toc484788158]Technology-specific random module generator
For each of the 5 technology types represented, an investigation was carried out to identify the most appropriate model, resulting in the following assignments:
	Module type
	Chosen model
	Representative material type (cec_material parameter in CEC database)

	Type 1
	CEC “5-parameter”
	Mono-c-Si

	Type 2
	CEC “5-parameter”
	Multi-c-Si

	Type 3
	NREL thin-film model
	CdTe

	Type 4
	modified 1-diode model
	CIGS and CIS

	Type 5
	p-i-n diode model
	solution processed, not included in CEC database


For each technology type, an optimisation procedure was used to fit the module parameters to all matching devices in the CEC database. In the case of the solution-processed devices, for which there are none in the CEC database, a distribution of parameters was generated randomly based on extrapolations from reports on best cells and module in the literature. The parameter generating functions were created using the following process:
1. The file “sam-library-cec-modules-YYYY-MM-DD.csv” (where the date YYYY-MM-DD are updated periodically) available from NREL SAM [3] contains a list of CEC model parameters describing the performance of a large number of modules. This database is assumed to be representative of the range of modules available of each type.
2. The database was split by module type according to the classification in the table above.
3. For each module in the database, the selected model listed in the above table was fitted to the CEC model parameters listed in the database. Model parameters were selected and then adjusted to minimise the least-squares error between the model output and the database parameters for maximum power point current, maximum power point voltage, open-circuit voltage, and voltage, current and power temperature coefficients. This generated a set of model parameters for each module in the CEC database. 
4. For each module type, the resulting databases of model parameters were analysed. The results were checked for correlations between any of the parameters by evaluating all correlation coefficients. Uncorrelated parameters were assigned independent probability-distribution functions (PDFs) and correlated parameters were assigned joint PDFs. 
This fitting procedure resulted in a distribution of model parameters suitable for achieving the same distribution of external properties as those found in the CEC database. By studying these distributions and their covariance matrices, probability distribution functions and generating equations were created for each of the module parameters for each technology type. These form the basis of the random virtual module generator. Note that the CEC database parameters are based on measurement and therefore include measurement error, resulting in a possibly broader distribution of parameters than in reality. However, it is not expected that this significantly affects the conclusions of this work.
Below we demonstrate a collection of randomly generated I-V curves generated for each of the technology types. 
[image: ][image: ]
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Figure 2 Examples of normalised current-voltage curves simulated under STC on 200 randomly generated virtual modules of technology types 1 (top left), 3 (top right), 4 (bottom left) and 5 (bottom right). 
Input measurement uncertainty model
Measurement uncertainty is modelled using a Monte-Carlo measurement error generator described below. Parameters for the model were obtained by collecting survey results from accredited test and calibration laboratories.
[bookmark: _Toc486606136]Performance matrix uncertainty
The performance matrix (IEC 61853-1 table 2) is assumed to be a smooth function  which is sampled by measurements of maximum power output  at discrete points ,  in G-T space. These measurements become the basis for the energy-rating calculation. For calculating the uncertainty of the energy rating, it is important to account for the very significant correlations between measurement errors on these data points [7].
We assume that uncertainty in measurements of the performance matrix can be collected into three categories:
a) Uncertainty in the module temperature,
b) uncertainty in the irradiance,
c) remaining uncertainty in the measured , given correct value of irradiance and temperature.
Each of these are assumed to consist of correlated and uncorrelated components, such that the measured values of temperature, irradiance and power output for a single measurement are given by:



where  is the measured value of temperature ,  and  are the correlated and uncorrelated errors in temperature, respectively, and so on. Second order effects are not considered here, which is valid if the uncertainty does not change rapidly in  space. Correlated error components are assumed to be constant for one set of measurements on one module, while uncorrelated errors are assumed to be independent for each single measurement.
Parameters for the model are the standard uncertainties in irradiance and temperature specified for each irradiance and temperature in the G-T matrix , . Linear interpolation is used to estimate the uncertainties between specified points. The remaining parameters are the uncertainty in  from other sources , and an estimate of the degree of correlation in the variances (covariance) , , . It is assumed that errors all have Gaussian distributions. 
A Monte-Carlo approach is used to generate sample measurements. The values of , , etc. are generated by random sampling. Normally-distributed random numbers are generated: , ,  for the correlated components of the errors, plus a set of normally-distributed random numbers, ,  for each measurement . Then these are converted into errors for the  measurement:


For a measurement taken at a specified target temperature and irradiance  and , the actual values of temperature and irradiance are given by:


and the measured  is 

The value of  is calculated by generating I-V curves using virtual modules generated by the virtual-module generator.
[bookmark: _Toc486606137]Angle-of-incidence measurements
Angle of incidence measurements are treated as above. Correlated and uncorrelated errors in angle and short-circuit current are generated for each angle measured. The measured values of sort-circuit current are then used to derive the angle-of-incidence coefficient by least-squares fitting, as prescribed in IEC 61853-2. 
[bookmark: _Toc486606138]Spectral responsivity measurements
It is very difficult to capture the full complexity of spectral responsivity uncertainty in a simple model, as the covariance between measurements depends on the distance between them in wavelength space. i.e. neighbouring data points are positively correlated. As the spectral responsivity is normalised, any uniformly correlated errors are cancelled out. However, if errors are modelled as completely uncorrelated then the spectral responsivity error can be reduced ad infinitum simply by measuring more data points in the spectrum, which is not the case in reality. Instead, we opt to model the worst case from the point of view of energy rating, which is that all errors in the red part of the spectrum are correlated with each other and all errors in the blue are correlated with each other, resulting a potential red or blue bias across the entire spectrum. The model is implemented by sampling one random error for the blue end of the spectrum and one for the red end. The variance for an intermediate point is a linear interpolation of the two. Despite selecting the worst-case scenario, we still found that the impact of spectral responsivity measurement errors on energy rating accuracy was negligible, suggesting that implementation of a more detailed uncertainty model is not required.
[bookmark: _Toc486606139]Module operating temperature
The nominal module operating temperature  is derived from the module thermal coefficients  and . These are in turn derived from continuous outdoor measurement data. We include a simulation of the outdoor measurement under pseudo-random conditions and the fitting of the resultant data. However, the uncertainty model has been greatly simplified to be based on a single input parameter , the uncertainty in. It is assumed that this error results equally from both  and  parameters, such that the measured parameters are given by:


and 

where  is randomly-sampled from a normal distribution. An example of resulting simulated measured values is shown in Figure 3.


 
[bookmark: _Ref29216748]Figure 3 Values of module thermal coefficients of 1000 type 1 virtual modules after simulated measurement according to IEC 61853-2 using the balanced uncertainty model. Left: scatter plot of  and  values; each point corresponds to one module. Right: histogram of resulting  values which includes module to module variation and measurement uncertainty.
[bookmark: _Toc486606140]Default uncertainty models
For simulations, we used uncertainty parameters based on the results of a survey within the consortium. This gives the ‘balanced uncertainty model’. We also used a ‘high uncertainty model’ in which all uncertainty values were doubled. These used the following parameters:
[bookmark: _Ref486601313]Table 1 Uncertainty parameters for module temperature measurement.
	Target temperature
°C
	Standard uncertainty (k=1) in module temperature 
°C

	
	‘balanced’
	‘high’

	15
	1
	2

	25
	1
	2

	50
	1
	2

	75
	1
	2



Table 2 Uncertainty parameters for irradiance measurement.
	Target irradiance
W m-2
	Standard uncertainty (k=1) in effective in-plane irradiance 
W m‑2

	
	‘balanced’
	‘high’

	100
	1.6
	3.2

	200
	2.6
	5.2

	400
	4.4
	8.8

	600
	6.0
	12.0

	800
	7.2
	14.4

	1000
	8.0
	16.0

	1100
	8.8
	17.6



Table 3 Other uncertainty parameters used in the uncertainty model based on survey results.
	Parameter
	Unit
	Value

	
	
	‘balanced’
	‘high’

	Covariance in temperature measurement errors 
	
	0.27
	0.27

	Covariance in irradiance measurement errors 
	
	0.6
	0.6

	Standard uncertainty (k=1) in  measurement from all other sources
	%
	0.4
	0.8

	Covariance in  from other sources 
	
	0.3
	0.3

	Uncertainty in  measurement from all sources 
	°C
	2
	4

	Uncertainty in angle of incidence 
	°
	2
	4

	Covariance in angle of incidence 
	
	0.75
	0.75

	Uncertainty in  in angle-of-incidence measurement from other sources 
	%
	2
	4

	Covariance in  in the above 
	
	0.5
	0.5

	Uncertainty in normalised spectral responsivity 
	%
	1.33
	2.66


Note that no survey responses were received for estimates of the angle-of-incidence and NMOT measurement uncertainties; these values have been estimated. 
cost model
Measurement of the same parameter will vary in cost between laboratories and different techniques used. Therefore, the cost-accuracy optimisation will also vary from laboratory to laboratory. The aim of this work was to produce a generic model for cost and uncertainty that represents a simplified average. This enables us to explore compromises between cost and accuracy in a generic sense, although individual laboratories may find different optima depending on their unique set ups. To achieve this, a simple cost model was generated for each measurement required by the standard, which includes set up costs and costs for additional measurements. Cost parameters for the model were generated by sending a survey to five test and calibration laboratories. The results were combined to generate an average cost model. Instead of using absolute measures of cost, all costs were normalised to the cost of a single performance measurement at standard test conditions.
Due to the confidential nature of the responses, the individual survey responses are not presented here.
Table 4 Parameters used in the cost model.
	Parameter
	Symbol
	Relative cost (dimensionless)

	Cost of STC measurement
	
	1.00

	Fixed cost of performance-matrix measurement
	
	1.025

	Cost of changing and stabilising temperature
	
	0.425

	Cost of changing and stabilising irradiance
	
	0.20

	Measurement and analysis cost per point
	
	0.284

	Cost of changing minor parameter (irradiance or temperature)
	
	0.065

	Fixed cost of spectral responsivity measurement
	
	1.075

	Additional measurement cost per spectral point
	
	0.043

	Fixed cost of angular responsivity measurement
	
	1.00

	Additional measurement cost per angle
	
	0.275



Uncertainty in performance matrix measurements
The following table gives the average uncertainty in the individual  measurements comprising the performance matrix measurement using the balanced uncertainty model and a cohort of 1000 mixed type virtual modules.
Table 5 average uncertainty in performance matrix values using the balanced uncertainty model.
	Uncertainty in maximum power,  %
coverage factor =2

	Irradiance
	Module temperature

	W m-2
	15 °C
	25 °C
	50 °C
	75 °C

	1100
	
	1.9
	1.9
	2.0

	1000
	1.9
	1.9
	2.0
	2.1

	800
	2.1
	2.2
	2.2
	2.3

	600
	2.3
	2.3
	2.4
	2.4

	400
	2.4
	2.5
	2.6
	

	200
	3.1
	3.0
	
	

	100
	3.7
	3.7
	
	


Full sensitivity analysis
The following table contains the total-order sensitivity indices determined for each independent source of uncertainty in the sensitivity analysis described in section 3.3 of the accompanying paper. 
Table 6 Results of sensitivity analysis from section 3.3 of the accompanying paper showing total-order sensitivity indices for each source of uncertainty.
	Sensitivity of
	To uncertainty in
	Component
	Climate
	Average

	
	
	c = correlated
u = uncorrelated
	1Sc
	33Na
	33Nc
	56Nc
	57Na
	34Nh
	

	
	Irradiance
	c
	0.47
	0.45
	0.63
	0.69
	0.60
	0.46
	0.55

	
	Irradiance
	u
	0.04
	0.03
	0.03
	0.10
	0.09
	0.15
	0.07

	
	
	c
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	
	u
	0.01
	0.01
	0.02
	0.03
	0.02
	0.01
	0.02

	
	
	c
	0.03
	0.04
	0.05
	0.04
	0.04
	0.04
	0.04

	
	
	u
	0.01
	0.01
	0.01
	0.01
	0.01
	0.04
	0.02

	
	spectral responsivity
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	module temperature
	c
	0.04
	0.04
	0.05
	0.05
	0.04
	0.05
	0.05

	
	module temperature
	u
	0.02
	0.01
	0.01
	0.03
	0.03
	0.06
	0.02

	
	
	c
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	 and 
	both
	0.35
	0.39
	0.19
	0.08
	0.17
	0.21
	0.23

	
	Irradiance at 100 W m‑2
	u
	0.00
	0.00
	0.01
	0.06
	0.04
	0.02
	0.02

	
	Irradiance at 200 W m‑2
	u
	0.00
	0.00
	0.00
	0.02
	0.02
	0.01
	0.01

	
	Irradiance at 400 W m‑2
	u
	0.02
	0.00
	0.01
	0.02
	0.02
	0.04
	0.02

	
	Irradiance at 600 W m‑2
	u
	0.01
	0.00
	0.00
	0.01
	0.01
	0.04
	0.01

	
	Irradiance at 800 W m‑2
	u
	0.01
	0.01
	0.01
	0.00
	0.01
	0.03
	0.01

	
	Irradiance at 1000 W m-2
	u
	0.00
	0.01
	0.00
	0.00
	0.00
	0.01
	0.00

	
	Irradiance at 1100 W m-2
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	Temperature at 15 °C
	u
	0.00
	0.00
	0.00
	0.02
	0.02
	0.05
	0.01

	
	Temperature at 25 °C
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.00

	
	Temperature at 50 °C
	u
	0.01
	0.01
	0.00
	0.00
	0.00
	0.00
	0.00

	
	Temperature at 75 °C
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	
	
	
	
	
	
	
	
	

	
	Irradiance
	c
	0.04
	0.02
	0.06
	0.12
	0.07
	0.02
	0.06

	
	Irradiance
	u
	0.25
	0.23
	0.31
	0.40
	0.36
	0.39
	0.32

	
	
	c
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	
	u
	0.02
	0.02
	0.03
	0.04
	0.03
	0.02
	0.02

	
	
	c
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	
	u
	0.11
	0.12
	0.15
	0.15
	0.14
	0.16
	0.14

	
	spectral responsivity
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	module temperature
	c
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.00

	
	module temperature
	u
	0.13
	0.13
	0.16
	0.17
	0.16
	0.17
	0.15

	
	
	c
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	 and 
	both
	0.45
	0.49
	0.29
	0.11
	0.23
	0.25
	0.30

	
	Irradiance at 100 W m‑2
	u
	0.00
	0.00
	0.01
	0.09
	0.05
	0.02
	0.03

	
	Irradiance at 200 W m‑2
	u
	0.00
	0.00
	0.00
	0.03
	0.02
	0.02
	0.01

	
	Irradiance at 400 W m‑2
	u
	0.02
	0.00
	0.01
	0.02
	0.03
	0.04
	0.02

	
	Irradiance at 600 W m‑2
	u
	0.01
	0.01
	0.01
	0.01
	0.01
	0.05
	0.01

	
	Irradiance at 800 W m‑2
	u
	0.01
	0.01
	0.01
	0.00
	0.01
	0.04
	0.01

	
	Irradiance at 1000 W m-2
	u
	0.19
	0.21
	0.27
	0.24
	0.22
	0.21
	0.22

	
	Irradiance at 1100 W m-2
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	
	Temperature at 15 °C
	u
	0.00
	0.00
	0.00
	0.03
	0.02
	0.06
	0.02

	
	Temperature at 25 °C
	u
	0.11
	0.12
	0.15
	0.14
	0.13
	0.12
	0.13

	
	Temperature at 50 °C
	u
	0.01
	0.01
	0.00
	0.00
	0.00
	0.00
	0.01

	
	Temperature at 75 °C
	u
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00



Examples of performance matrix interpolation residuals
The following figure supports Figure 2 in the main article. It shows the residuals resulting from subtracting the true module performance curve from the curve constructed by interpolating the performance matrix. Note that this is only a single example from one randomly selected virtual module. 



Figure 4 Illustrations of the residuals of different interpolations of a complete set of 22 power matrix measurements on a single randomly-generated type 4 virtual module. The values correspond to the residual when the true module performance ratio is subtracted from the interpolated performance matrix (in the absence of measurement error). Values are normalised to STC efficiency. Fill and contours show the Left:  using ‘61853-3’ interpolant; right: using ‘linear norm’ interpolant
Examples of optimum measurement scenarios
The following table describes some of the optimum measurement scenarios determined from the cost-accuracy analysis in section 3.4 of the accompanying paper. The figure of merit  were evaluated, and the 95 % confidence interval determined across the cohort of modules. For accurate determination of the statistical distribution of , it was found that it was sufficient to simulate two outcomes for each of the  = 1000 modules; multiplying the number of simulations by a factor of 10 led to an RMS change in the 95 % confidence intervals of just 0.04 %.
Table 7 Optimal measurement scenarios derived from cost-accuracy analysis.
	Scenario number
	Number of points in  matrix
	Relative total cost
%
	Accuracy of 
%
	Accuracy of MPR
%
	Tech bias
%
	Matrix display
showing points measured

	1
	22
	100
	2.28
	2.02
	0.84
	

	Best cases for n points

	336
	8
	70.9
	2.42
	1.90
	0.66
	

	665
	7
	68.3
	2.39
	1.90
	0.66
	

	662
	6
	66.7
	2.49
	2.04
	0.55
	

	634
	5
	65.1
	3.02
	3.62
	2.02
	

	Other interesting cases

	739
	10
	80.3
	3.39
	3.42
	6.20
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