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Abstract—This paper considers the problem of periodic event-
triggered control design for dual-rate networked control system
subject to non-vanishing disturbance. The plant considered in
this paper is a kind of dual-rate networked control system,
where sensor samples the measurement output at a slow-rate
and actuator updates the control input at a fast-rate. Despite
the slow-rate sampling of sensor, a new output predictor-based
observer is proposed to accurately estimate system state and
disturbance in the inter-sample time interval, and an active anti-
disturbance controller that updates at a fast-rate is accordingly
proposed, such that the desirable control performance and
disturbance rejection performance can be achieved. At each fast-
rate updating time instant, we use the prediction technique to
generate a data packet including the computed current control
input and the predicted values of the control inputs for the
future finite steps, and design a new periodic event-triggered
mechanism to determine whether to transmit the data packet via
communication network or not. The proposed control method is
easily implemented in digital platform since it has a discrete-
time form. To verify the effectiveness of the proposed control
method, we finally present the simulation results of a practical
speed control system.

Index Terms—Dual-rate networked control systems, periodic
event-triggered control, active anti-disturbance control, output
predictor.

I. INTRODUCTION

In traditional control theory and application, one of the main
issues is how to design appropriate controller to achieve the
desirable control performance by using system information
without communication constraints, and plenty of outstanding
results have been developed for various nonlinear systems
and practical applications (see [1]–[4]). However, with the
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rapid development of network and digital technologies in
practical control systems [5], [6], networked control system
(NCS) is attracting lots of attentions [7]–[10], where different
distributed components/subsystems can exchange information
to achieve some certain common objective in an efficient
way [11]–[13]. Unfortunately, the communication bandwidth
resource applied in NCS is generally limited and costly, which
is not taken into consideration in the traditional control design.
Hence, it is necessary to develop novel control method to
save the limited communication bandwidth resource while
maintaining the desirable control performance for NCS [14]–
[16].

An efficient solution to address communication bandwidth
restriction is by minimizing the data transmission rate [17].
Nevertheless, a small data transmission rate is at the price of
sacrificing control performance. Contrarily, a large data trans-
mission rate is preferable to realize a desired control perfor-
mance but aggravates network congestion, packet dropout, and
other network-induced constraints. Consequently, there is a
conflict between communication bandwidth saving and control
performance enhancing in NCS. To soften the conflict, one
promising approach named periodic event-triggered control
(PETC) has been proposed in the recent decade [17]–[22].

PETC is a kind of resource-aware control method, and
its objective is to reduce the data transmission times while
maintaining the desirable control performance [19]. In PETC
design, a discrete-time event-triggering condition is generally
employed to determine whether or not to close the control
loop over communication network [22]–[27]. Compared with
continuous event-triggered control method [28], the main
advantage of PETC is that the event-triggering condition
designed in PETC is monitored in a discrete-time form. Hence,
PETC method is easier to implement in digital platform and
can naturally avoid the Zeno phenomenon. Several results on
periodic event-triggered output feedback control can be found
in the literatures for linear systems [29], stochastic systems
[30], and nonlinear systems [6], [14], [27]. However, it should
be pointed out that existing results on PETC are still limited
into single-rate NCS wherein sensor and controller have the
synchronous sampling/updating period, except for [31], [32].

Note that multi-rate control systems subject to more than
one sampling/updating frequency are quite common in many
practical applications, such as hard disk drive head position
control systems [33], chemical process industry [34], mechan-
ical systems [35], and NCSs [36], [37]. Actually, there are
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different reasons that practical systems are subject to multi-
rate. On the one hand, [36], [37] proposed a new framework
of multi-rate NCS in order to reduce communication/energy
burden, it has been shown that compared with single-rate de-
sign, multi-rate approach can achieve an impressive reduction
of the communication bandwidth. On the other hand, due to
the restrictions of sensor hardwares or data processing speed,
it is common to generate measurement output at a relatively
slow-rate, while a fast-rate sampled-data controller is gener-
ally applied to enhance the control performance and reduce
the possible vibration excitations [33], [35]. For example, a
new prediction-correction method was proposed to reconstruct
states and disturbances in [31], [33], where estimate needs
to be corrected by using the latest sampled output at every
sampling time instant. A novel output predictor-based discrete-
continuous-time observer was developed in [38], where the
state estimate is continuous, and only the initial value of
output predictor needs to be reset at every sampling time
instant. Motivated by [38], reference [39] proposed a sampled-
data observer to estimate states and uncertainties for electro-
hydraulic actuators via an inter-sample output predictor.

It is well known that various disturbances are inevitable and
lead to undesirable effects on control performance in practical
applications [40], [41]. Moreover, existing works have shown
that disturbances may cause substantial transmission times and
deteriorate the control performance of event-triggered control
systems [42], [43]. Hence, it is necessary to develop robust
control method to handle the influences of disturbances on
system performance and transmission times, especially in the
case of slow-rate sampling.

In this paper, we develop a new framework of PETC design
for dual-rate NCS with non-vanishing disturbances. In the
proposed framework, sensor samples the measurement output
at a slow-rate, but controller updates the control input at a
fast-rate. In the presence of slow-rate sampling, this paper
first develops a predictor-based observer to estimate system
state and disturbance in the inter-sample time interval. Then,
a sampled-data active anti-disturbance controller updating at a
fast-rate is proposed to enhance the control performance and
disturbance rejection ability. With the help of the estimates,
the control input computed at the current time instant and the
predicted values of the future control inputs can be collected
in a data packet. In order to reduce transmission times over
controller-to-actuator channel, a new periodic event-triggering
mechanism (PETM) is employed in the controller node to
determine whether to transmit the data packet to actuator or
not.

In the authors’ previous work [44], the problem of PETC
has been coped with for NCS with time-varying disturbance.
Different from [44] that needs the same sampling/updating
period for sensor and controller, this paper considers the
predictor-based PETC design in the presence of different
sampling and updating periods. In contrast to [44], it is non-
trivial to analyze the stability performance of the estimation
error dynamics, since a new predictor dynamics that is re-
initialized at each sampling time instant is inserted in the
estimation error dynamics. In addition, the main contributions
of the proposed control method are concluded as follows.

1) Most of existing results on PETC are founded for single-
rate NCS (see Refs. [17], [19]–[22] and the references
therein), and can not be extended to dual-rate NCS. To
the best of authors’ knowledge, this paper first solves the
problem of PETC design and stability analysis for dual-
rate NCS with non-vanishing disturbance, which samples
the measurement output at a slow-rate and updates the
control input at a fast-rate.

2) In many existing works on sampled-data observer [14],
[44], [45], the sampled-data output is simply utilized
via zero-order-holder over the inter-sample time intervals,
and the inter-sample output dynamics is inevitably omit-
ted. However, this paper employs a new output predictor
to construct the output dynamics, so as to compensate
the influence of the slow-rate sampling of sensor and
improve the observer performance. Meanwhile, we design
a sampled-data active anti-disturbance controller, which
updates at a fast-rate in order to enhance the control per-
formance and disturbance rejection ability. The proposed
control method is easily implemented in digital platform
since it has a discrete-time form.

3) Different from many existing PETC methods (see [29],
[44]), where only the control signal computed at current
time instant is transmitted when an event is triggered,
this paper proposes a new PETM based on data package,
which includes the control input computed at the current
time instant and the predicted values of the control inputs
for the future finite steps, such a design method has the
advantage on reducing transmission times.

The rest of this paper is organized by the following. The
preliminaries are shown in Section II. Section III gives a
detailed process of the proposed predictor-based PETC design
via active anti-disturbance technique. In Section IV, the main
results are presented. The simulation results of a practical
example of a speed control system are presented and analyzed
in Section V, and the conclusions are finally given in Section
VI.

II. PRELIMINARIES

A. Notations
Let N stand for the set of non-negative integers, and R

denote the set of real numbers. Given a real matrix A ∈Rn×m,
AT denotes the transpose of A. I represents the identity
matrix with appropriate dimensions. The symbol 0n×m ∈Rn×m

stands for a matrix, where all elements are 0, respectively.
col{A1, · · · ,An}= [AT

1 , · · · ,AT
n ]

T , where Ai is a real matrix with
compatible dimension for each i= 1, . . . ,n. Given a real matrix
P = PT ∈ Rn×n, λM(P) and λm(P) represent the maximum
and the minimum eigenvalues of matrix P. For a function
f : [0,∞)→Rn, the left-hand limit of f (t) is denoted by f (t−),
and f (t) = f (t−) if f (t) is continuous at t ∈ [0,∞).

B. Problem Statement
The plant considered in this paper is described by a class

of continuous-time linear time-invariant systems as follows:{
ẋ(t) = Ax(t)+B(u(t)+d(t)),

y(t) = Cx(t),
(1)



3

where x∈Rnx , y∈Rny , and u∈Rnu are system state, measure-
ment output, and control input, respectively. A, B and C are the
known system matrices with compatible dimensions. d ∈ Rnu

is non-vanishing disturbance, which is assumed to satisfy the
following conditions.

Assumption 1 The time derivative of disturbance d is uni-
formly bounded, i.e., ||h(t)|| ≤ h̄, where h(t) = ḋ(t) and h̄ is
a positive constant. Moreover, lim

t→∞
||h(t)||= 0.

In the networked control configuration considered in this
paper, the positive constant T denotes the baseline period.
The sensor samples measurement output y(t) at a slow-rate
sampling period NT , N ∈N/{0}, while the sampled-data con-
troller u(t) updates at a fast-rate updating period T via zero-
order-holder (ZOH). Hence, the plant considered in this paper
is a kind of dual-rate NCS. NCS (1) is composed of distributed
components including sensor, controller, and actuator, which
exchange information via a shared communication network
subject to limited bandwidth.

In the presence of non-vanishing disturbance d, the objective
of this paper is to reduce the communication transmission
times while maintaining the desirable control performance and
disturbance rejection ability for dual-rate NCS (1). To this end,
two useful lemmas are first presented by the followings.

Lemma 1 [44] Let {ai}i∈N be a real sequence. If lim
i→∞

ai = 0,

then lim
k→∞

(
∑

k
i=0 qiak−i+1

)
= 0 for a positive constant 0< q< 1.

Lemma 2 [46] Given a pair (Ao,Bo). If (Ao,Bo) is control-
lable, then the pair

(
eAoh,

∫ h
0 eAosdsBo

)
is also controllable

when the sampling period h is non-pathological.

III. PREDICTOR-BASED PETC

In this section, we develop a new framework of predictor-
based PETC for dual-rate NCS (1) and present the detailed
design of the proposed control method step by step.

A. Output Predictor-Based Observer

To enhance the control performance and disturbance rejec-
tion ability, it is necessary to take disturbance model into
account when designing the controller in the presence of
non-vanishing disturbance. Thus, we view disturbance d as
an augmented variable, and a new variable is defined as
z = col{x,d}. Let

Az =

[
A B

0nu×nx 0nu×nu

]
, Bz =

[
B

0nu×nu

]
,

Ez =

[
0nx×nu

Inu×nu

]
, Cz =

[
C 0ny×nu

]
,

under which system (1) can be rewritten by{
ż(t) = Azz(t)+Bzu(t)+Ezh(t),

y(t) = Czz(t).
(2)

To reconstruct system state and disturbance and motivated
by [38], a new inter-sample output predictor-based observer
for system (2) is designed as

˙̂z(t) = Azẑ(t)+Bzu(t)−L(yp(t)− ŷ(t)),

ŷ(t) = Czẑ(t),

yp(t) = y(kNT )+
∫ t

kNT
CzAzẑ(τ)+CzBzu(τ)dτ,

t ∈ [kNT,(k+1)NT ),k ∈ N,

(3)

where ẑ = col{x̂, d̂} and ŷ are the estimates of z = col{x,d}
and y, respectively. yp denotes the inter-sample predicted value
of y. L ∈ R(nx+nu)×ny is the observer gain to be regulated.

Remark 1 It should be stated that the proposed output pre-
dictor in (3) is designed by using the model information and
sampled-data output. The proposed output predictor needs to
be reset, once the latest sampled-data measurement output
y(kNT ), k ∈ N is transmitted to the proposed observer (3). In
the time interval [kNT,(k+1)NT ), k ∈N, the output predictor
evolves according to the dynamics in (3).

Remark 2 The new output predictor designed in the proposed
observer (3) is used to compensate the influence of the slow-
rate sampling of sensor and improve the observer performance.
Actually, many existing works on sampled-data observer do
not take output predictor into account [14], [44], [45], and the
sampled-data output is simply utilized via zero-order-holder
over the inter-sample time intervals. Such a design method
inevitably omits the inter-sample output dynamics, which may
lead to the performance degradation of observers when the
outputs severely fluctuate over the inter-sample time intervals.

B. PETC Design via Active Anti-Disturbance Technique

After obtaining estimates from the proposed observer (3),
we can propose a new sampled-data controller, which updates
at a fast-rate updating period T and keeps the same via ZOH.
The sampled-data controller with ZOH is formalized as

u(t) = u(iT ), t ∈ [iT, iT +T ), i ∈ N, (4)

where iT , i ∈ N is fast-rate updating time instant. Obvi-
ously, each inter-sample time interval [kNT,(k + 1)NT ) can
be divided into N subintervals [kNT,kNT + mT + T ), m =
0, · · · ,N−1, which means that for any given iT , i ∈ N, there
must exist k ∈ N and m = 0, · · · ,N−1, such that i = kN +m.

In addition, by taking time derivative of yp, the dynamics
of output predictor defined in (3) can be rewritten as follows:{

ẏp(t) = CzAzẑ(t)+CzBzu(t),

yp(kNT ) = y(kNT ), t ∈ [kNT,(k+1)NT ),k ∈ N.
(5)

It should be highlighted that an exact discrete-time form
of the proposed control method (3) can be easily obtained
to achieve a convenient digital implementation. Letting Z =
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Fig. 1. The graph of the prediction horizon for dual-rate NCS (1). In this graph, we select N = 4 and prediction horizon Np = 3. At each slow-rate sampling
instant t = kNT , k ∈N, the sampled-data output y(kNT ) is obtained from sensor. And at each fast-rate sampling instant t = iT , i ∈N, we can get the predicted
values of the control inputs for the next (Np−1) steps by using prediction technique.

col{ẑ,yp} and with the help of (5), one gets a discrete-time
form of the proposed observer (3), which is depicted by

Z(kNT ) = col{ẑ(kNT ),y(kNT )},
Z(kNT +mT +T ) = eΞT Z(kNT +mT )

+
∫ T

0
eΞsdsū(kNT +mT )

k ∈ N,m = 0, · · · ,N−1,

(6)

where

Ξ =

[
Az +LCz −L

CzAz 0ny×ny

]
,

ū(kNT +mT ) =
[

Bzu(kNT +mT )
CzBzu(kNT +mT )

]
.

In (6), the estimates of system state and disturbance can be
obtained at each fast-rate sampling time instant, such that the
sampled-data controller (4) that updates at a fast-rate can be
designed.

Remark 3 System (6) is a discrete-time counterpart of the
proposed observer (3). Once the latest sampled-data mea-
surement output y(kNT ) is received by controller node, the
value of yp(kNT ) is substituted by y(kNT ) at the slow-rate
sampling time t = kNT , k ∈ N. Otherwise, Z = col{ẑ,yp}
updates according to the discrete-time system (6).

In the framework of the proposed control method, a
data packet instead of only the current controller signal is
transmitted via controller-to-actuator channel. Motivated by
[22], we define a prediction horizon Np ∈ N/{0}, which
denotes the step size of the predicted future control input.
With the help of prediction technique, two data packets
are defined as follows. The first data packet is ūc(iT ) =
col
{

uc(iT ), · · · ,uc((i+Np−1)T )
}

, which is generated at
each fast-rate sampling time instant t = iT in controller node.
A direct description to explain this point for dual-rate NCS
(1) is depicted in Fig. 1, where at each fast-rate sampling
time instant t = iT = kNT + mT , i ∈ N, the predicted val-
ues of the control inputs for the next (Np − 1) steps are

computed by using prediction technique. The second data
packet is ūa(iT ) = col

{
ua(iT ), · · · ,ua((i+Np−1)T )

}
, which

represents the predicted values of the current control input and
the future control inputs for i+ 1, · · · , i+Np− 1 stored in a
buffer.

Assume that the first event is triggered at t = 0 and the data
packet ūc(0) is sent. If at time t = iT , i ∈ N, a new event
happens, the data packet ūc(iT ) will be sent to a buffer, and
the first value of ūc(iT ) will be injected into actuator as the
actual control value u(iT ) via ZOH. Contrarily, if ūc(iT ) is
not sent at time t = iT , i ∈ N, the first value of ūa(iT ) in
buffer will be injected into actuator as the actual control value
u(iT ) via ZOH, and the buffer will generate a new data packet
ūa((i+1)T ) at time t = (i+1)T .

To mathematically formalize the aforementioned idea, two
matrices Ψ ∈ RNpnu×Npnu and Ω ∈ Rnu×Npnu are defined by

Ψ =


0nu×nu Inu×nu 0nu×nu · · · 0nu×nu

0nu×nu 0nu×nu Inu×nu

. . .
...

...
...

. . . . . . 0nu×nu

0nu×nu 0nu×nu · · · 0nu×nu Inu×nu

0nu×nu 0nu×nu · · · 0nu×nu Inu×nu

 ,
Ω = [Inu×nu ,0nu×nu , · · · ,0nu×nu ] .

(7)

Under which, the buffer is designed as

u(iT ) =

{
Ωūc(iT ), when ūc(iT ) is sent,
Ωūa(iT ), otherwise,

(8)

ūa((i+1)T ) =

{
Ψūc(iT ), when ūc(iT ) is sent,
Ψūa(iT ), otherwise.

(9)

The PETM with absolute and relative thresholds is designed
by

ūc(iT ) is sent ⇔ ||Ωūa(iT )−Ωūc(iT )||> δ0||x̂(iT )||+δ1,
(10)

where δ0 and δ1 are two non-negative constants.
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Fig. 2. The diagram of dual-rate NCS with the proposed control method.

According to (8), the proposed controller can be further
rewritten as

u(iT ) = Ωūc(iT )+ ε(iT ), (11)

where

ε(iT ) =


Ωūa(iT )−Ωūc(iT ), if ||Ωūa(iT )−Ωūc(iT )||

≤ δ0||x̂(iT )||+δ1,

0, otherwise.
(12)

By using the estimate from the discrete-time observer (6),
at time t = iT , i ∈N, the predicted value of the future control
input for j = i, · · · , i+Np−1 is given by

uc( jT ) =−K̄(Πz)
j−iẑ(iT ), (13)

where Πz = eAzT −
∫ T

0 eAzsdsBzK̄, K̄ = [K, Inu×nu ], and K ∈
Rnu×nx is the feedback control gain.

Finally, the proposed active anti-disturbance controller (11)
can be transformed into

u(t) = u(iT ) =−Kx̂(iT )− d̂(iT )+ ε(iT ). (14)

To make the proposed control method more clear, the
digram of the dual-rate NCS (1) with the proposed control
method is described in Fig. 2. The central idea of the proposed
control method can be concluded by the following.
• The sensor node: The measurement output y(t) is al-

lowed to sample and transmit at a slow-rate sampling
period NT over the sensor-to-controller communication
channel.

• The controller node: By using the sampled-data
{y(kNT )}k∈N, the predictor-based observer (3) is de-
signed to estimate system state and disturbance in the
inter-sample time interval. Based on the estimate x̂(iT )

and d̂(iT ), i ∈N, we propose a sampled-data active anti-
disturbance controller u(iT ), which updates at a fast-rate
period T . At each fast-rate sampling time instant iT ,
i ∈ N, the control input computed at the current time
instant and the predicted values of the control inputs
for the future (Np−1) steps are generated and collected
in data packet ūc(iT ). Meanwhile, the PETM (10) is
employed in the controller node to determine whether
to transmit the data packet ūc(iT ) or not, so as to reduce
the transmission number over the controller-to-actuator
communication channel.

• The actuator node: A buffer that is located in controller
node is copied in actuator node and used to store the data
packet, and the data packet ūa(iT ) stored in the buffer
can be injected into actuator when there is no new data
packet ūc(iT ) received. The sampled-data control signal
keeps the same via ZOH. The actuator is event-triggered
and updates once it receives the latest control signal.

Remark 4 In many existing PETC methods [29], [44], only
the control signal computed at the current time instant is
transmitted when an event is triggered, and the control signal
keeps the same over the inter-event time interval if the data
is not received. However, this paper employs prediction tech-
nique to predict the future control inputs for the next (Np−1)
steps in (13), which are collected into a data package. In the
proposed control method, the data package is transmitted via
communication network when an event-triggering condition
is violated. When there is no new ūc received in buffer, the
first data of packet ūa stored in buffer will be injected into
actuator via ZOH. Hence, the proposed control method has
the advantage on reducing transmission times compared with
the aforementioned results without using prediction technique.
Roughly speaking, a larger prediction horizon Np can reduce
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more transmission times at a cost of increasing computation
time and sacrificing control performance.

C. Algorithm for Digital Implementation

It should be pointed out that the proposed output predictor-
based observer (3) can be exactly discretized into a discrete-
time form (6), and the proposed controller (14) with PETM
(10) also has the form of discrete-time. Hence, it is easier to
implement the proposed control method via digital computer.
Then, we present the execution process of the proposed control
method in Algorithm 1. It can be seen from Algorithm 1 that
there is only one for-loop structure, which means that the
computational complexity of the proposed control method is
O(n).

Algorithm 1 : The execution process of the proposed control
algorithm

STEP 1: Select the controller parameters L, K, δ0, δ1, N,
Np, and T . Set the initial value ẑ(0) of the proposed observer
(3) at initial time t = 0. The running time interval is [0,NsT ]
with Ns ∈ N/{0};
STEP 2: Let Z(0) = col{ẑ(0),y(0)}. Calculate the initial
data packet ūc(0) = col

{
uc(0), · · · ,uc((Np−1)T )

}
based

on (13), and ūa(0) = ūc(0);
for i = 1 : Ns do

if mod(i,Np) == 0 then
1) Update yp(iT ) = y(iT );

end if
1) Calculate Z(iT ) = col{ẑ(iT ),yp(iT )} according to the
discrete-time dynamics (6);
2) By using Z(iT ), calculate the data packet ūc(iT ) =
col
{

uc(iT ), · · · ,uc((i+Np−1)T )
}

based on (13);
if ||Ωūa(iT )−Ωūc(iT )||> δ0||x̂(iT )||+δ1 then

1) Update u(iT ) = Ωūc(iT );
2) Calculate ūa((i+1)T ) = Ψūc(iT );

else
1) Update u(iT ) = Ωūa(iT );
2) Calculate ūa((i+1)T ) = Ψūa(iT );

end if
end for

IV. STABILITY ANALYSIS

The detailed design of the proposed PETC method has been
presented in Section III. Then, a rigorous stability analysis is
shown by given some sufficient conditions to guarantee the
stability of the control system in this section.

Defining ez = z− ẑ and eyp = y− yp, one can combine (1),
(3) and (5) together and gets

ėz(t) = (Az +LCz)ez(t)−Leyp(t)+Ezh(t),

ėyp(t) = CzAzez(t),

eyp(kNT ) = 0, t ∈ [kNT,(k+1)NT ), k ∈ N.
(15)

Then, the stability analysis for estimation error system (15)
is presented by the following.

Theorem 1 Consider estimation error system (15) under As-
sumption 1, if there exists a matrix L such that Az + LCz is
Hurwitz, then there exists a positive constant T̄ , when the
sampling period NT < T̄ , the estimation error ez(t) and the
prediction error eyp(t) are uniformly bounded and asymptoti-
cally converge to zero as t tends to infinity.

Proof. When there exists a matrix L such that Az +LCz is
Hurwitz, it can be obtained that there must exist a positive
and symmetric matrix P ∈ R(nx+nu)×(nx+nu) such that (Az +
LCz)

T P+P(Az +LCz) = −I. Motivated by [47], [48], in t ∈
[kNT,(k + 1)NT ),k ∈ N, a Lyapunov function candidate for
(15) is constructed as follows:

V (t) = V1(ez(t))+V2(eyp(t))

= α1eT
z (t)Pez(t)+α2γ(t)||eyp(t)||2,

(16)

where α1 and α2 are two positive constants to be designed,
the function γ(t) is positive and uniformly bounded ∀t ∈
[0,∞), which satisfies the following conditions: ∀t ∈ [kNT,(k+
1)NT ),k ∈N, γ̇(t)< 0, γ(kNT ) = γ0, and γ(kNT + T̄ ) = γ

−1
0 ,

where γ0 > 1 and T̄ > 0.
It is clear that ||P||= λM(P) because of P = PT . Taking the

time derivative of V1(t) along system (15) results in

V̇1(t) = −α1||ez(t)||2−2α1eT
z (t)PLeyp(t)+2α1eT

z (t)PEzh(t)

≤ −
(
α1−λ

2
M(P)||L||2

)
||ez(t)||2 +α

2
1 ||eyp(t)||2

+2α1λM(P)||Ez||||h(t)||||ez(t)||.
(17)

Meanwhile, it can be deduced for V2(t) that

V̇2(t) = α2γ̇(t)||eyp(t)||2 +2α2γ(t)eT
yp(t)CzAzez(t)

≤
(
α2γ̇(t)+α

2
2 γ

2(t)
)
||eyp(t)||2 + ||CzAz||2||ez(t)||2.

(18)
Combining (17) and (18) obtains

V̇ (t)≤ −
(
α1−λ

2
M(P)||L||2−||CzAz||2

)
||ez(t)||2

+
(
α

2
1 +α2γ̇(t)+α

2
2 γ

2(t)
)
||eyp(t)||2

+2α1λM(P)||Ez||||h(t)||||ez(t)||.
(19)

Let

γ̇(t) =−α2(γ
2(t)+1), t ∈ [kNT,(k+1)NT ),k ∈ N, (20)

and
α1 = λ

2
M(P)||L||2 + ||CzAz||2 +α3λM(P),

α2 =
√

α2
1 +α4,

where α3 and α4 are two positive constants.
Inequality (19) can be rewritten as

V̇ (t)≤ −α3λM(P)||ez(t)||2−α4||eyp(t)||2

+2α1λM(P)||Ez||||h(t)||||ez(t)||.
(21)

Noting that λm(P)||ez(t)||2 ≤ eT
z (t)Pez(t) ≤ λM(P)||ez(t)||2

and V1(ez(t))≤V (t), we can further obtain that

2α1λM(P)||Ez||||h(t)||||ez(t)|| ≤
2
√

α1λM(P)||Ez||||h(t)||√
λm(P)

×
√

V (t).
(22)
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In addition, with (16) in mind, there must exist a constant
σ > 0 such that

−α3λM(P)||ez(t)||2−α4||eyp(t)||2 ≤−σV (t). (23)

Integrating (22) and (23) into (21), it can be obtained that

V̇ (t)≤ −σV (t)+σ1||h(t)||
√

V (t), (24)

where σ1 =
2
√

α1λM(P)||Ez||√
λm(P)

.

Obviously, the inequality (24) can be equivalently trans-
formed as

d
√

V (t)
dt

≤ − σ

2

√
V (t)+

σ1

2
||h(t)||. (25)

Integrating
√

V (t) from kNT to t ∈ [kNT,(k+ 1)NT ) along
(25) yields√

V (t)≤ e−
σ
2 (t−kNT )

√
V (kNT )+

∫ t

kNT
e−

σ
2 (t−s) σ1||h(s)||

2
ds.
(26)

In addition, noticing that ez(kNT ) = ez(kNT−), γ(kNT ) >
0 and eyp(kNT ) = 0, ∀k ∈ N, one has V (kNT ) =
α1eT

z (kNT )Pez(kNT ) + α2γ(kNT )||eyp(kNT )||2 ≤ V (kNT−),
∀k ∈ N. Hence, we can get from (26) that√

V ((k+1)NT )≤
√

V ((k+1)NT−)

≤ α5
√

V (kNT )+hint(kNT ),
(27)

where

α5 = e−
σ
2 NT ,

hint(kNT ) =
σ1

2

∫ (k+1)NT

kNT
e−

σ
2 ((k+1)NT−s)||h(s)||ds.

(28)

With (26) and (27) in mind and by using the principle of
iteration, ∀t ∈ [0,∞) and kNT ≤ t < (k+1)NT , we have√

V (t)≤ e−
σ
2 t
√

V (0)+
k

∑
i=0

α
i
5hint((k− i)NT ). (29)

Since ||h(t)|| ≤ h̄, ∀t ∈ [0,∞), it can be easily obtained from
(28) that

hint(kNT )≤ (1−α5)σ1

σ
h̄. (30)

Substituting (30) into (29) yields

√
V (t)≤ e−

σ
2 t
√

V (0)+

(
1−α

(k+1)
5

)
σ1

σ
h̄. (31)

As t→∞, we have that
√

V (t) asymptotically converges to a
bounded region with a radius σ1

σ
h̄. Hence, the estimation error

ez(t) and prediction error eyp(t) are uniformly bounded and
asymptotically converge to the bounded region centered at the
origin.

Furthermore, when lim
t→∞
||h(t)|| = 0, according to the def-

inition of hint(kNT ) given in (28), it can be easily de-
duced that lim

k→∞
hint(kNT ) = 0. By Lemma 1, we can get

lim
k→∞

∑
k
i=0 α i

5hint((k− i)NT ) = 0 since 0 < α5 < 1. It can be

obtained from (29) that lim
t→∞

√
V (t) = 0. Therefore, one has

that the estimation error ez(t) and the prediction error eyp(t)

are uniformly bounded and asymptotically converge to zero
when t goes to infinity.

Finally, a further analysis is given for the selection region of
NT as follows: According to the conditions about γ(t) given
in (16), the function γ(t) decreases from γ0 to γ

−1
0 over the

time interval t ∈ [kNT,kNT + T̄ ). Integrating γ̇(t) from kNT
to NT + T̄ , one can calculate that

T̄ =
1

α2

(
arctan(γ0)− arctan(γ−1

0 )
)
. (32)

By the definition of γ(t), one can conclude that the slow-
rate sampling period NT should be selected to be less than T̄
defined in (32). This completes the proof. �

The stability and performance analysis on the control system
(1) is given by the following theorem.

Theorem 2 Under Assumption 1, consider system (1) with
the proposed predictor-based observer (3) and (5), and the
proposed PETC (10) and (14). If the pair (A,B) is controllable,
then the state x is uniformly bounded and asymptotically
converges to a bounded region when ||eAT −

∫ T
0 eAsdsBK||+

||
∫ T

0 eAsdsB||δ0 < 1. Moreover, the bound of the region can
be regulated to be arbitrarily small when δ1 is selected to be
small enough.

Proof. With ex = x− x̂ in mind, substituting the proposed
controller (14) into (1) gets

ẋ(t) = Ax(t)+B(u(t)+d(t))

= Ax(t)+B(−Kx̂(iT )− d̂(iT )+ ε(iT )+d(t))

= Ax(t)−BKx(iT )+BKex(iT )+B(d(t)− d̂(iT ))

+Bε(iT ).

(33)

Integrating ẋ(t) from iT to t ∈ [iT,(i+1)T ), we have

x(t) = eA(t−iT )x(iT )−
∫ t

iT
eA(t−s)dsBKx(iT )

+
∫ t

iT
eA(t−s)dsBKex(iT )

+
∫ t

iT
eA(t−s)B(d(s)− d̂(iT ))ds

+
∫ t

iT
eA(t−s)dsBε(iT ).

(34)

Let Ad = eAT −
∫ T

0 eAsdsBK. When t = (i+ 1)T , Equality
(34) can be rewritten as

x((i+1)T ) = Adx(iT )+
∫ T

0
eAsdsBKex(iT )

+
∫ (i+1)T

iT
eA((i+1)T−s)B(d(s)− d̂(iT ))ds

+
∫ T

0
eAsdsBε(iT ).

(35)



8

Taking the Euclidean norm of the two sides of (35), we
arrive at

||x((i+1)T )|| ≤ ||Ad ||||x(iT )||+ ||
∫ T

0
eAsdsBK||||ex(iT )||

+ ||
∫ (i+1)T

iT
eA((i+1)T−s)B(d(s)− d̂(iT ))ds||

+ ||
∫ T

0
eAsdsB||(δ0||x̂(iT )||+δ1)

≤
(
||Ad ||+ ||

∫ T

0
eAsdsB||δ0

)
||x(iT )||

+ ||
∫ T

0
eAsdsBK||||ex(iT )||

+δ0||
∫ T

0
eAsdsB||||ex(iT )||

+ ||
∫ (i+1)T

iT
eA((i+1)T−s)B(d(s)− d̂(iT ))ds||

+ ||
∫ T

0
eAsdsB||δ1.

(36)
By Lemma 2, we have that if pair (A,B) is controllable, then

there must exist K and T such that matrix eAT −
∫ T

0 eAsdsBK is
a Schur one when the sampling period T is non-pathological,
which indicates that the condition ||eAT −

∫ T
0 eAsdsBK|| +

||
∫ T

0 eAsdsB||δ0 < 1 can be achieved by choosing a sufficient
small δ0.

To simplify the rest of this proof, we define
ρ = ||Ad || + ||

∫ T
0 eAsdsB||δ0, δ̄ = ||

∫ T
0 eAsdsB||δ1, and

wi = ||
∫ T

0 eAsdsBK||||ex(iT )|| + δ0||
∫ T

0 eAsdsB||||ex(iT )|| +
||
∫ (i+1)T

iT eA((i+1)T−s)B(d(s)− d̂(iT ))ds||.
Then, we get the following inequality

||x((i+1)T )|| ≤ ρ
i+1||x(0)||+

i

∑
j=0

ρ
jwi− j +

i

∑
j=0

ρ
i
δ̄ . (37)

Noting that wi is uniformly bounded ∀ i ∈ N according to
Theorem 1, we define w̄ = sup

i∈N
{wi}. If ρ < 1, then one follows

from (37) that

||x((i+1)T )|| ≤ ρ
i+1||x(0)||+(w̄+ δ̄ )

1−ρ i+1

1−ρ
. (38)

Since 0 < ρ < 1, we obtain that as i approaches infinity, x(iT )
converges to a bounded region as follows:

R1 =

{
x

∣∣∣∣∣ ||x|| ≤ w̄+ δ̄

1−ρ

}
. (39)

For the following derivatives, we define

M1 = sup
s∈[0,T ]

{
||eAs−

∫ s

0
eAτ dτBK||

}
.

By (34), we obtain that ∀ t ∈ [iT,(i+1)T ), i ∈ N, there holds

||x(t)|| ≤M1||x(iT )||+ w̄+ δ̄ . (40)

As such, one can conclude from (39) that x(t) is uniformly
bounded if ρ < 1.

When lim
t→∞
||h(t)|| = 0, one obtains from Theorem 1 that

lim
i→∞

wi = 0. Since ρ < 1, one has from Lemma 1 that

lim
k→∞

∑
k
i=0 ρ iwk−i = 0. Consequently, from (37), we have that

x(iT ) asymptotically converges to the bounded region with
radius σ̄

1−ρ
.

Based on (34), we have that ||x(t)|| ≤M1‖x(iT )‖+wi + δ̄ ,
∀ t ∈ [iT,(i+1)T ), i ∈ N. In addition, noting that lim

i→∞
wi = 0,

one can conclude that x(t) asymptotically converges to the
following region

R2 =

{
x

∣∣∣∣∣ ||x|| ≤ M1δ̄

1−ρ
+ δ̄

}
, (41)

as t tends to infinity.
Noting that δ̄ = ||

∫ T
0 eAsdsB||δ1, we obtain that the bound

of the region (41) can be regulated to be arbitrarily small when
δ1 is selected to be small enough.

Finally, we conclude that the state x is uniformly bounded
and asymptotically converges to a bounded region if ||eAT −∫ T

0 eAsdsBK||+ ||
∫ T

0 eAsdsB||δ0 < 1. In addition, the bound of
the region can be regulated to be arbitrarily small. The proof
is complete. �

Remark 5 From the sufficient condition ||eAT −∫ T
0 eAsdsBK||+ ||

∫ T
0 eAsdsB||δ0 < 1 given in Theorem 2, it can

be observed that to achieve a desirable system performance,
the relative threshold δ0 needs to be simultaneously tuned
with the other parameters of the proposed controller. In
addition, it can been seen that the bounded region R2 in (41)
is caused by the absolute threshold δ1, and the bound can be
regulated to be arbitrarily small.

Remark 6 In this paper, the Lyapunov function given in the
proof of Theorem 1 is designed only for stability analysis,
and guarantee the existence of stability conditions, which
means that the conditions given in Theorems 1 are sufficient
conditions and conservative to a certain extent. Hence, in sim-
ulation and practical application, it is suggested to select the
parameters of the proposed control method by a manner of trial
and error, so as to obtain the desirable control performance.
Roughly speaking, a larger prediction horizon Np can reduce
more transmission times at a cost of increasing computation
time and sacrificing control performance. The observer gain L
should be selected to make the matrix Az +LCz Hurwitz, and
the controller gain K and the threshold parameter δ0 should be
chosen such that ||eAT −

∫ T
0 eAsdsBK||+ ||

∫ T
0 eAsdsB||δ0 < 1.

The threshold parameter δ1 gives a balance between trans-
mission times and control performance, that is, the larger
the threshold parameter δ1 is selected to be, the less the
transmission number is and the worse the control performance
becomes, vice versa.

V. SIMULATION RESULTS

To demonstrate the effectiveness of the proposed control
method, the practical example of the speed control of syn-
chronous machines in automotive electrical traction drives
(AETD) is considered in this simulation. In the speed control
systems of AETD, there are two control loops including the
outer loop (i.e., the speed control loop) and the inner loop
(i.e., the current control loop). Due to the existing physical
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and computational constraints, the sampling frequency of the
outer loop is smaller than that of the inner loop (see Ref. [49]).
In this paper, only the outer loop control system is considered.

A. Model Description

Derived in [49], the model of the outer loop system can be
described as

Ṫe = −
1
τe

Te +
κ

τe
Te,re f ,

ω̇e =
Pp

Jm
Te−

dm

Jm
ωe−

Pp

Jm
TL,

y = ωe,

(42)

where states Te and ωe are the electromagnetic torque and
the rotor electrical angular velocity, respectively. Te,re f is the
control input for the outer loop system (42) and regarded as
the torque reference for the inner loop control. TL is the load
torque and can be viewed as the disturbance. τe is a time
constant corresponding to a first-order approximation, which
is obtained from the time response of the current control loop.
κ is a factor close to 1.

The physical meanings and values of the parameters in
(42) are given as follows: κ = 1.0018 and τe = 0.0089, the
number of pole pairs Pp = 4, the rotor moment of inertia
Jm = 0.008Kg ·m2, and the viscous friction coefficient dm =
0.00149.

Let ωe,re f denote the constant reference angular velocity.
Then, defining new variables x1 = Te − TL − dm

Pp
ωe,re f , x2 =

ωe−ωe,re f , x = [x1,x2]
T , y = x2, and u = Te,re f , system (42)

can be transformed into
ẋ = Ax+B(u+d),

y = Cx,
(43)

where the disturbance d =− 1
κ

TL− τe
κ

ṪL− dm
κPp

ωe,re f , and

A =

[
− 1

τe
0

Pp
Jm

− dm
Jm

]
, B =

[
κ

τe
0

]
, C =

[
0 1

]
.

Define z = col{x,d}, h(t) = ḋ(t), and

Az =

[
A B

01×2 0

]
, Bz =

[
B
0

]
,

Ez =

[
02×1

1

]
, Cz =

[
C 0

]
.

Then, system (43) can be rewritten as{
ż(t) = Azz(t)+Bzu(t)+Ezh(t),

y(t) = Czz(t).
(44)

For system (44), the proposed control method includes
observer design, controller design, and PETM design. First,
the proposed observer with a discrete-time form is described
as

Z(kNT ) = col{ẑ(kNT ),y(kNT )},
Z(kNT +mT +T ) = eΞT Z(kNT +mT )

+
∫ T

0
eΞsdsū(kNT +mT )

k ∈ N,m = 0, · · · ,N−1,

where

Ξ =

[
Az +LCz −L

CzAz 0ny×ny

]
,

ū(kNT +mT ) =
[

Bzu(kNT +mT )
CzBzu(kNT +mT )

]
.

At time instant t = iT , i ∈ N, the predicted value of the
future control input for j = i, · · · , i + Np − 1 is given by
uc( jT ) = −K̄(Πz)

j−iẑ(iT ), where Πz = eAzT −
∫ T

0 eAzsdsBzK̄,
K̄ = [k1,k2,1].

The controller is secondly designed as

u(iT ) =

{
Ωūc(iT ), when ūc(iT ) is sent,
Ωūa(iT ), otherwise,

ūa((i+1)T ) =

{
Ψūc(iT ), when ūc(iT ) is sent,
Ψūa(iT ), otherwise.

And the proposed PETM is shown as

ūc(iT ) is sent ⇔ ||Ωūa(iT )−Ωūc(iT )||> δ0||x̂(iT )||+δ1.

In this simulation, the baseline sampling period is set as
T = 1× 10−2 second and N = 10. The parameters of the
proposed PETC method are set as follows: the controller
parameters k1 = 1.117 and k2 = 0.248, the observer param-
eters L = [−16153,−251.78,−32.26]T , and the parameters of
the event-triggering condition δ0 = 0.06 and δ1 = 0.05. The
execution process of the proposed control method has been
shown in Algorithm 1.

B. Simulation Results

In order to analyze the effect of the prediction horizon Np
on the transmission times, we present the simulation results
under the different prediction horizons Np = 1,2,5,7 in this
subsection. The constant reference angular velocity ωe,re f =
100rad/s. The load torque TL (i.e., the external disturbance)
is defined as follows:

TL =

 0N ·m t ∈ [0,1)
2N ·m t ∈ [1,3)
1N ·m t ∈ [3,5]

Fig. 3 describes the trajectories of Te and ωe, the ref-
erence torque Te,re f , and the transmission times under the
different prediction horizon Np = 1,2,5,7, respectively. It can
be observed from Fig. 3 that the angular velocity ωe can
asymptotically track the reference signal, and the influence of
disturbance can be effectively rejected. Moreover, the proposed
control method exhibits the desirable disturbance rejection per-
formance despite the slow-rate sampling. The event-triggering
numbers are 231, 260, 218, and 178 times under the different
prediction horizons Np = 1,2,5,7, respectively. It can be
observed that the transmission number is remarkably reduced
while maintaining the satisfactory disturbance rejection per-
formance under the proposed PETC method.

Fig. 4 shows the trajectories of the errors e1 = x1 − x̂1,
e2 = x2 − x̂2, ed = d − d̂, and eyp = y− yp. It shows that
the estimation errors asymptotically converge to zero when t
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Fig. 3. The trajectories of Te and ωe, the reference torque Te,re f , and the event-triggering numbers under the different prediction horizons Np = 1,2,5,7,
respectively.
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approaches infinity under the proposed output predictor-based
observer. In addition, it can be observed that at every sampling

time instant kTs, k ∈ N, the error eyp = y− yp is equal to 0,
since yp is equal to y. Fig. 5 describes the event-triggering
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Fig. 5. The event-triggering number under the different prediction horizon
Np.

numbers under the prediction horizon from Np = 1 to Np = 10.
It can be seen that a larger prediction horizon can reduce more
transmission times.

As a conclusion, the simulation results show that the pro-
posed control method can significantly reduce the transmission
times while maintaining the desirable disturbance rejection
ability, in spite of the slow-rate sampling of sensor.

VI. CONCLUSIONS

This paper has considered the PETC design problem for the
dual-rate NCSs with non-vanishing disturbance. The proposed
control method allows that the sampling period of the sensor
is asynchronous with the updating period of the proposed
controller. In the framework of dual-rate NCS, this paper
proposed a new predictor-based PETC method via active anti-
disturbance control technique, which updates at a fast-rate
to enhance the disturbance rejection performance. With the
help of the prediction technique and PETM, the transmission
times can be remarkably reduced while ensuring a desirable
disturbance rejection performance. By using the Lyapunov
stability theory, the asymptotic stability of the control system is
ensured when some sufficient conditions are satisfied. Finally,
the simulation results on a practical example of the speed
control in automotive electrical traction drives have verified
the effectiveness of the proposed PETC method. It should be
pointed out that the obtained results are limited. Regarding the
future works, we will extend the results to nonlinear systems,
and the case when the sampling period is asynchronous.
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